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Abstract—We study uncoded bit-error-rate (BER) performances of single-carrier block transmissions, zero-padded (ZP), and cyclic-prefixed (CP) transmission, when linear equalizers are applied and the BERs are averaged over one block. We show analytically that the BER of ZP transmission with linear equalization degrades as the bandwidth efficiency increases, i.e., there is a tradeoff between BER and bandwidth efficiency in ZP transmission. It is also proven that when minimum mean-squared-error (MMSE) equalization is adopted, ZP transmission outperforms CP transmission and uncoded orthogonal frequency-division multiplexing (OFDM) on the average over random channels. However, the difference between the ZP and the CP transmission becomes smaller as the block size gets larger, since the average BER performance of the ZP transmission degrades, while the average BER performance of CP transmission improves, as a function of the block size. Numerical examples are provided to validate our theoretical findings and to compare the block transmission systems.
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I. INTRODUCTION

SEVERE multipath channels often arise in high-rate digital transmissions, which necessitates sophisticated equalization at the receiver. Maximum-likelihood (ML) equalization collects the available multipath diversity to improve bit-error-rate (BER) performance, but is computationally demanding. On the other hand, linear equalization often exhibits poor performance due to intersymbol interference (ISI) resulting from the multipath. Block transmissions, including orthogonal frequency-division multiplexing (OFDM) adopted by many standards, e.g., IEEE 802.11a [1] and HIPERLAN/2 [2], and in digital audio/video broadcasting, have been introduced and utilized to mitigate ISI.

In block transmissions, symbols are grouped into blocks. Adding sufficient number of redundant symbols to each block removes inter block interference (IBI), making efficient block-by-block processing available. In OFDM, a copy of the tail of a block, which is called cyclic prefix (CP) is appended at the top of the block. CP with inverse fast Fourier transform (IFFT) at the transmitter and fast Fourier transform (FFT) at the receiver leads to multicarrier systems, including OFDM. OFDM renders a convolution channel into parallel flat channels, which enables very simple one-tap frequency-domain equalization. However, OFDM suffers from 1) fading in the frequency domain, which necessitates powerful but bandwidth consuming channel coding; 2) intercarrier interference (ICI) due to frequency offset between the transmitter and the receiver; and 3) high peak-to-average power ratio, which makes the OFDM signal very sensitive to nonlinear effects in the power amplifiers of the transmitter or receiver [3].

Most of the drawbacks of OFDM arise from parallel transmission on multiple multicarriers due to IFFT at the transmitter. To avoid these drawbacks, single-carrier CP transmission discards the IFFT at the transmitter. Although there is no IFFT operation at the transmitter, efficient frequency-domain equalization is available at the receiver [4], [5]. In single-carrier CP transmission, the symbols are transmitted on a single carrier so that it enjoys the benefits of single-carrier transmissions as well as block transmissions. Precoded OFDM has also been proposed, e.g., in [6] and [7], where the transmitted block is precoded to enhance the error-rate performance. Indeed, single-carrier CP transmission and OFDM can be considered as special cases of precoded OFDM [8]. It has been shown in [9] and [10] that OFDM has the worst performance among precoded OFDM systems and that single-carrier CP transmission exhibits the best performance.

Zero-padded (ZP) transmission is another class of single-carrier block transmissions [11], where it inserts redundant zeros instead of CP in each transmitted block. Sufficient number of guard zeros separate two consecutive received blocks and eliminate IBI. It also has guaranteed symbol detectability regardless of the zero locations of the underlying finite impulse response (FIR) channel [6]. Guaranteed symbol detectability ensures performance improvement at moderate and high signal-to-noise ratio (SNR) [8], [12] and enables blind unknown channel identification [6]. For ZP transmission with ML equalization or even with zero-forcing (ZF) equalization at high SNR [13], full multipath diversity gain is enabled to enhance the system performance. However, with ML equalization, conventional single-carrier transmissions with guard zeros at the beginning and at the end of the transmission but without zero insertions between blocks also exhibit maximum diversity [14]. Since the bandwidth efficiency of ZP is reduced by redundant zeros inserted between blocks, ZP transmission with ML equalization is inferior to conventional single-carrier transmissions in terms of bandwidth efficiency. In this sense, the benefits of ZP transmission should come from linear processing.
CP and ZP transmission enable relatively low-complexity block-by-block processing with linear ZF or minimum mean-square-error (MMSE) equalization at the receiver [5], [11]. Although their performances can be demonstrated by numerical simulations, it still remains unclear which is better in BER performance. As the block size gets larger, the performances of CP and ZP transmission converge to conventional single-carrier transmissions. However, the relation between BER performance and bandwidth efficiency has not been fully addressed when a linear equalization is employed. Studying BER performances of CP and ZP transmission analytically, we will answer these fundamental questions.

This paper deals with block transmissions with linear equalization. Our performance measure is the BER averaged over one block. We first show that for every channel, the performance of ZP transmission with ZF or MMSE equalization degrades as its block size increases. There exists a clear tradeoff between BER and bandwidth efficiency. This implies that at low SNR, ZP with long block size cannot take advantage of multipath diversity gain. However, it is also proved that CP transmission with MMSE equalization outperforms the uncoded OFDM, which justifies the advantage of zero insertions between blocks. We also compare ZP transmission with CP transmission. ZP transmission having a smaller block size by \( L \) than CP transmission has better performance than the CP transmission. Unlike ZP transmission, the average BER performance of CP transmission with MMSE equalization improves as the block size is doubled. Based on these facts, we establish that when MMSE equalization is adopted, on the average over random channels, CP transmission is inferior to ZP transmission of the same block size. However, their performance difference converges to zero, as the block size gets larger. Numerical simulations are provided to validate our theoretical findings as well as to compare single-carrier ZP and CP transmission.

II. BLOCK TRANSMISSION SYSTEM AND LINEAR EQUALIZATION

We consider point-to-point wireless block transmissions over time-flat but frequency-selective fading channels. A schematic diagram of baseband equivalent block transmissions is depicted in Fig. 1. The information-bearing sequence \( \{s(n)\} \) is grouped into blocks \( s(n) = [s(Mn + 1), \ldots, s(Mn + M)]^T \) of size \( M \). To mitigate the effects of frequency selective channels, we add \( M_0 \) redundant symbols to each information block to obtain transmitted blocks \( \{u(n)\} \) of size \( N = M + M_0 \).

There are two major ways to insert redundant symbols: one is to append a copy of the last \( M_0 \) information symbols to the top of the information block, which is the CP. At the receiver, the received signals corresponding to the CP are discarded. CP with IFFT at the transmitter and with FFT at the receiver results in OFDM. Since single-carrier CP transmission without IFFT/FFT exhibits better performance than the (uncoded) OFDM and precoded OFDM [6], [7], as shown in [9], [10], we only consider single-carrier CP transmission, which we just call CP transmission in the following. Another insertion of redundant symbols is to pad \( M_0 \) zeros at the end of each block to form ZP transmitted blocks, which is known as ZP transmission [11].

Our discrete-time baseband equivalent FIR channel \( \{h(l)\} \) has order \( L \) and is considered time-invariant. At the receiver, we assume perfect timing and carrier synchronization. We collect \( N \) noisy samples in an \( N \times 1 \) received vector. In CP transmission, we remove the \( M_0 \) samples which correspond to the CP symbols. If the number \( M_0 \) of redundant symbols is greater than or equal to the channel order \( L \), i.e., \( M_0 \geq L \), IBI is completely eliminated, and we obtain

\[
\mathbf{x}(n) = H_M s(n) + \mathbf{v}(n)
\]

(1)

where \( \mathbf{v}(n) \) is additive white Gaussian noise (AWGN) with variance \( \sigma_v^2 \mathbf{I} \). In CP transmission, \( \mathbf{x}(n) \) has \( M \) entries and \( H_M \) is an \( M \times M \) circulant matrix with first column \( [h(0), h(1), \ldots, h(L), 0, \ldots, 0]^T \). On the other hand, in ZP transmission, \( \mathbf{x}(n) \) has \( N \) entries and \( H_M \) is a tall \( N \times M \) (truncated) Toeplitz matrix with first column \( [h(0), h(1), \ldots, h(L), 0, \ldots, 0]^T \).

We assume that \( M_0 \geq L \) so that the IBI is completely removed and omit the block number \( k \) in (1) for notational simplicity. Assuming that perfect knowledge of the channel is available at the receiver, let us first evaluate the symbol mean-square error (MSE) of ZF (or, equivalently, least squares (LS)) and minimum mean-square-error (MMSE) equalization for our simple model given by (1), which have been studied e.g., for CP transmission [9], [10], for multiuser code-division multiple-access (CDMA) systems [15], and for multiple-input multiple-output (MIMO) systems [16].

The output of a ZF equalizer can be expressed as

\[
\hat{s} = s + H_M^H \mathbf{v}
\]

(2)

where \( H_M^H \) is the pseudoinverse of \( H_M \) defined as \( H_M^{-1} = (H_M^H H_M)^{-1} H_M^H \) with \((\cdot)^H\) denoting complex conjugate transposition. Since \( \mathbf{v} \) is white Gaussian with variance \( \sigma_v^2 \mathbf{I} \), the covariance of the effective noise \( H_M^H \mathbf{v} \) is found to be \( \sigma_v^2 (H_M^H H_M)^{-1} \). Let us define the SNR as

\[
\gamma = \frac{\sigma_s^2}{\sigma_v^2}
\]

(3)

where \( \sigma_s^2 \) is the variance of \( s(n) \). We also define the \( m \)th diagonal entry of \( (\gamma H_M^H H_M)^{-1} \) as

\[
\lambda(m) = \left[ (\gamma H_M^H H_M)^{-1} \right]_{m,m}, \quad \text{for } m = 1, \ldots, M
\]

(4)

where \([\cdot]_{m,n}\) stands for the \((m,n)\)th entry of a matrix. Then, the received SNR for the \( m \)th symbol is expressed as \( 1/\lambda(m) \).

On the other hand, the MMSE equalizer for (1) is found to be [17, ch. 12]

\[
G_M := \sigma_s^2 H_M^H \left( \sigma_s^2 H_M H_M^H + \sigma_v^2 \mathbf{I} \right)^{-1} = \gamma H_M^H \left( H_M H_M^H + \mathbf{I} \right)^{-1}.
\]

(5)
The \( m \)th entry of the equalized output \( \hat{s} = G_M x \) can be expressed as

\[
\hat{s}_m = a_m s_m + u_m
\]

where \( a_m \) is the \( m \)th diagonal entry of \( G_M H_M \). From (5), we have

\[
E[\hat{s}_m^2] = G_M E[xx^H]G_M^T = \sigma^2_H H_M^T \left(\sigma^2_H H_M^H + \sigma^2_N I \right)^{-1} H_M \tag{7}
\]

\[
= \sigma^2_G G_M H_M \tag{8}
\]

where \( E[\cdot] \) stands for expectation. Since \( a_m \) is the \( m \)th diagonal entry of \( G_M H_M = \sigma^2_H H_M^H \left(\sigma^2_H H_M^H + \sigma^2_N I \right)^{-1} H_M \), we obtain from (7) that \( E[\hat{s}_m^2] = \sigma^2_G a_m \). Then, from (6), the noise \( u_m \) in (6) is found to have zero mean and variance given by

\[
E[|u_m|^2] = E[|s_m|^2] - \sigma^2_G E[|s_m|^2] = \sigma^2_G a_m (1 - a_m). \tag{9}
\]

It follows that the signal-to-interference-noise-ratio (SINR) for the \( m \)th symbol is \( \sigma^2_G a_m / \sigma^2_G a_m (1 - a_m) = a_m / (1 - a_m) \).

The \((m, m)\)th entry of \( (\gamma H_M^H + \gamma^2 I)^{-1} \), denoted as \( \mu_m \), is related to \( a_m \) such that \( \mu_m = 1 - a_m \). (See Appendix I for a derivation.) We can therefore re-express the SINR for the \( m \)th symbol as

\[
\text{SINR}_m = \frac{a_m}{1 - a_m} - 1. \tag{10}
\]

We note that for MMSE equalization, \( \hat{s}_m \) is affected by the other transmitted symbols and hence the noise \( u_m \) is not strictly Gaussian. However, the Central Limit Theorem guarantees that as the block size gets larger, the noise becomes Gaussian. Thus, we assume that \( u_m \) is Gaussian.

Both the \( \lambda_m \) for ZF equalization and the \( \mu_m \) for MMSE equalization are the MSE of the \( m \)th symbol. The SINR is related to the MSE by \( \text{SINR} \approx 1/\mu_m \) for ZF equalization and by \( \text{SINR} \approx 1/\text{MSE} = 1/\lambda_m \) for MMSE equalization as pointed out in [10] and [16].

We define a function \( f(\cdot) \) in SINR to describe a BER or SER performance for a digital modulation with a finite constellation. For all digital modulation schemes, if a symbol-by-symbol detection is employed, \( f(\cdot) \) is in general a monotonically decreasing function in SINR. Using \( f(\cdot) \), we will investigate the BER or SER performance averaged over one block defined as

\[
\frac{1}{M} \sum_{m=1}^{M} f(\text{SINR}_m). \tag{11}
\]

Take, for example, the symbol-by-symbol hard detection of quadrature phase-shift keying (QPSK) signaling. The probability of the bit error for the \( m \)th symbol is given by \( f(\text{SINR}_m) = Q(\sqrt{\text{SINR}_m}) \) [18], where \( Q(\cdot) \) is the error function such that \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_{\infty}^{x} e^{-t^2/2} dt \). As has been shown, \( \text{SINR}_m \) is a function of \( \lambda_m \) for ZF equalization and \( \mu_m \) for MMSE equalization. Thus, all we have to do is to investigate the properties of \( \lambda_m \) and \( \mu_m \).

## III. PERFORMANCE OF ZP TRANSMISSION WITH LINEAR EQUALIZERS

In this section, we consider ZP transmission. We remark that since ZP transmission has a tall and full column rank matrix \( H_M \) except for null channels, \( (H_M^H H_M)^{-1} \) always exists, which implies that symbols can be detected for any channel of order up to \( L \) except for null channel.

Let us define a square Hermitian Toeplitz matrix \( R \) of infinite size such that \( [R]_{m-n} = 0 \) if \( m-n > L + 1 \). Then, we denote an \( M \times M \) matrix having the first \( M \) rows and \( M \) columns of \( R \) as \( R_M \). The following property of Toeplitz matrices is a key to our analysis. (See Appendix II for a proof.)

**Lemma 1:** Let \( \nu_m \) be the \( m \)th diagonal entry of the inverse of the \( M \times M \) matrix \( R_M \). Then, for \( m = 1, \ldots, M 

\[
\nu_{m+1} \geq \nu_m \tag{12}
\]

\[
\nu_{1+1} \geq \nu_1 \tag{13}
\]

Using (12) and (13), we show in Appendix III the proof of Lemma 2.

**Lemma 2:** Let \( f(x) \) be an increasing function in \( x \). Then, for \( \{\nu_m\} \) satisfying (12) and (13), it holds that

\[
\frac{1}{M + 1} \sum_{m=1}^{M+1} f(\nu_m) \geq \frac{1}{M} \sum_{m=1}^{M} f(\nu_m). \tag{14}
\]

From the definition, \( \lambda_m \) is the \((m, m)\)th entry of the inverse of \( \gamma H_M^H H_M \). It is easily verified that \( \gamma H_M^H H_M \) is a Hermitian Toeplitz matrix. Thus, \( \{\lambda_m\} \) have the same properties as \( \{\nu_m\} \). Similarly, \( \gamma H_M^H H_M + I \) is also a Hermitian Toeplitz matrix. Since \( \mu_m \) is the \((m, m)\)th entry of the inverse of \( \gamma H_M^H H_M + I \), \( \{\mu_m\} \) exhibit the same properties as \( \{\nu_m\} \).

Usually, the BER (or SER) function is a decreasing function in SINR. SINR is a decreasing function in \( \nu_m \) for ZF equalization and in \( \mu_m \) for MMSE equalization. Thus, the BER (or SER) function is an increasing function in \( \lambda_m \) for ZF equalization and in \( \mu_m \) for MMSE equalization. From Lemma 2, we can state our first main result, as follows.

**Theorem 1:** Suppose ZP transmissions with ZF or MMSE equalization. Let the number of padded zeros be \( M_0 \geq L \), where \( L \) is the channel order. Then, for every channel realization, the BER of ZP transmission is a non-decreasing function in the information block size \( M \), that is

\[
\text{BER}_{\text{ZP}, 1} \leq \text{BER}_{\text{ZP}, 2} \leq \cdots \leq \text{BER}_{\text{ZP}, \infty} \tag{15}
\]

where \( \text{BER}_{\text{ZP}, M} \) is the BER of a ZP transmission of information block size \( M \).

This theorem states a deterministic and universal characteristics of the BER performance of ZP transmission with linear equalization. It should be remarked that no specific modulations are imposed. Theorem 1 holds true for all digital modulations, as long as they can be characterized by a function relating the
SINR with the BER. For a fixed modulation, the performance depends on the block size and degrades as the block size of the information-bearing symbols increases. It makes sense that if the redundancy per transmitted symbol decreases, i.e., as $M$ increases with $M_0$ fixed, then the performance gets worse. It is also noted that all the results in this paper are developed for uncoded systems. For coded BER, more analyses are required but are beyond the scope of the paper.

The bandwidth efficiency of a block transmission can be defined as

$$\mathcal{E} := \frac{M}{M + M_0}. \quad (16)$$

For a fixed $M_0$, the bandwidth efficiency improves as the block size $M$ increases, while the performance degrades as proven in Theorem 1. There exists a clear tradeoff between BER performance and bandwidth efficiency. One has to carefully design the block size to obtain the target BER. Theorem 1 also suggests a simple adaptive transmission scheme similar to the adaptive rate control of error correcting codes: if the target BER performance is not attained with a block size, the receiver asks the transmitter to reduce the block size to obtain a better BER, but we will not pursue further here.

The lower limit of BER is $\text{BER}_{\text{ZF}}^\text{ZF}$, which is realized by ZP with $M = 1$ and is known as the matched filter bound (MFB). The SINR for both ZF and MMSE equalization is $\sum_{l=0}^{L} |h(l)|^2 \gamma$. For BPSK or QPSK modulation, the BER can be expressed as $Q\left(\sum_{l=0}^{L} |h(l)|^2 \gamma \right)^{1/2}$, which is identical with the approximate BER at high SNR of ML equalization with and without zero padding [8], [12], [14]. On the other hand, as $M$ goes to $\infty$, $\text{BER}_{\text{ZF}}^\text{ZF}$ converges to $\frac{\gamma}{\ell_f^2} |H(e^{2\pi f})|^{-2} d_f^{1/2}$ for ZF equalization and $\frac{1}{\ell_f^2} |H(e^{2\pi f})|^{-2} d_f^{1/2} - 1$ for MMSE equalization. They are found to be equal to the BER of conventional single-carrier transmissions with ZF and with MMSE equalization, having (ideal) infinite length coefficients. We can conclude that ZP transmission always outperforms conventional single-carrier transmissions if both employ linear equalization.

Since Theorem 1 holds true for every channel realization, averaging the BER over the channel probability density function, we establish Theorem 2.

**Theorem 2:** Consider ZP transmissions with ZF or MMSE equalization as in Theorem 1. Then, the BER of ZP transmission averaged over random channels is a non-decreasing function in the information block size such that

$$\text{BER}_{\text{ZF}}^\text{ZF} \leq \text{BER}_{\text{ZF}}^\text{ZF,2} \leq \cdots \leq \text{BER}_{\text{ZF}}^\text{ZF,\infty} \quad (17)$$

where $\text{BER}_{\text{ZF}}^\text{ZF}$ denotes the average BER of a ZP transmission of information block size $M$.

Suppose, for example, independent and identically distributed (i.i.d.) Rayleigh channels. The average BER of ML equalization is approximated at high SNR by $(G_f)^{-(L+1)}$ with $G$ a constant. The constant $G$ can be viewed as a coding gain if the linear channel convolution is considered as coding over complex field [8], [12]. The slope of the BER-SNR curve, $L + 1$, is the diversity order, which comes from i.i.d. Rayleigh channels. Although ZP transmission with ZF equalization has the full diversity gain at high SNR [13], Theorem 2 states that its performance gain gets lost as the block size gets larger.

## IV. Performance of CP Transmission With Linear Equalizers

CP transmission exhibits the same performance characteristics both in ZF equalization and MMSE equalization. However, as will be shown below, this does not always hold true for CP transmission. In CP transmission, $H_{\text{CP}}^M$ in (1) is an $M \times M$ circulant matrix, which we denote $H_{\text{CP}}^M$.

The circulant matrix $H_{\text{CP}}^M$ can be diagonalized by the discrete Fourier transform (DFT) matrix $F$ and its inverse (IDFT) [19, p. 202], such that

$$FH_{\text{CP}}^M F^H = \text{diag} \left[ H(W_M^1), H(W_M^2), \ldots, H(W_M^{M-1}) \right]$$

where $W_M^m := \exp(j2\pi m/M)$. $\left[ F \right]_m \gamma = (1/\sqrt{M}) W_M^{(m-1)(n-1)}$, and $H(z)$ is the channel transfer function $H(z) := \sum_{n=0}^{L} h_n z^{-n}$. We assume that there is no channel null at the DFT grids, i.e., at $W_M^m$ for $m \in \{0, M - 1\}$, so that the channel matrix $H_{\text{CP}}^M$ can be inverted. From (18), one finds that the diagonal entries of $(\gamma H_{\text{CP}}^H H_{\text{CP}}^M)^{-1}$ have the same value given by

$$\lambda^{(M)} := \frac{1}{M} \sum_{m=0}^{M-1} \frac{1}{|H(W_M^m)|^2}. \quad (19)$$

Unlike ZP transmission, CP transmission does not exhibit an ordered BER performance. To see this, suppose a channel realization $h_0, h_1, \ldots, h_L$. The ZF BER performance of the CP transmission of block size $2M$ is a function of $\lambda^{(2M)}$, which can be expressed as

$$\lambda^{(2M)} = \frac{1}{2} \left[ \frac{\sum_{m=0}^{M-1} |H(W_M^m)|^2}{\mathcal{E}} \right]$$

$$= \frac{1}{2} \left[ \frac{\sum_{m=0}^{M-1} |H(W_M^m)|^2 + \sum_{m=0}^{M-1} |H(W_{2M}^{m-1})|^2}{\mathcal{E}} \right]$$

$$= \frac{1}{2} \left[ \frac{\lambda^{(M)} + \lambda^{(M)}}{\mathcal{E}} \right] \quad (20)$$

where $\lambda^{(M)} = (1/\sqrt{\mathcal{E}}) \sum_{m=0}^{M-1} |1/|H(W_M^m)|^2|$. Now we utilize a property of $Q$ function [10, Lemma 2] such that $Q(\sqrt{1/y})$ is convex when $y < 1/3$ and concave when $y > 1/3$. Suppose a channel such that $(1/M) \sum_{m=0}^{M-1} |1/|H(W_M^m)|^2| > (1/M) \sum_{m=0}^{M-1} |1/|H(W_{2M}^{m-1})|^2|$. Then, $\text{BER}_{\text{CP},2M} = Q(\sqrt{1/\lambda^{(M)}}) > Q(\sqrt{1/\lambda^{(M)}})$ for any $\gamma$. For $\gamma$ such that $\lambda^{(M)}, \lambda^{(M)} < 1/3$, it follows from the convexity of the $Q$ function that

$$\text{BER}_{\text{CP},2M} \leq \frac{1}{2} \left[ \text{BER}_{\text{CP},M} + Q \left( \sqrt{1/\lambda^{(M)}} \right) \right] < \text{BER}_{\text{CP},M}.$$

Suppose another channel such that $(1/M) \sum_{m=0}^{M-1} |1/|H(W_M^m)|^2| < (1/M) \sum_{m=0}^{M-1} |1/|H(W_{2M}^{m-1})|^2|$. Then,
BER_{p,M} = Q\left(\sqrt{1/\lambda(M)}\right) < Q\left(\sqrt{1/\bar{\lambda}(M)}\right) for any \gamma. For \gamma such that \lambda(M) > 1/3, since the Q function is concave in this region, we obtain

\[ BER_{p,2M} \geq \frac{1}{2} \left[ BER_{p,M} + Q\left(\sqrt{1/\lambda(M)}\right)\right] > BER_{p,M}. \]

This shows that there are no universal orders in the BER performance of CP transmission with ZF equalization.

Let us compare CP transmission of block size \(M\) with ZP transmission of block size \(M - L\). Similar to the derivation for the ZF case, even for MMSE equalization, all the diagonal entries of \((\gamma H_{\text{ZF},M} H_{\text{ZF},M} + I)^{-1}\) have the same value given by

\[ \mu(M) := \frac{1}{M} \sum_{m=0}^{M-1} \frac{1}{\gamma H(W_m^T W_m)^2 + 1}. \]

We prove in Appendix IV that for ZF equalization

\[ \lambda(M) \geq \lambda_m(M-L), \text{ for all } m \in [1, M-L], \quad (22) \]

and for MMSE equalization

\[ \mu(M) \geq \mu_m(M-L), \text{ for all } m \in [1, M-L] \quad (23) \]

where the equality holds if and only if the channel is a pure delay, that is, \(H(z) = c z^{-l}\) for \(c \neq 0\). Since the BER function \(f(x)\) increases with \(x\), we can conclude Theorem 3.

**Theorem 3:** Consider CP transmission of block size \(M\) and ZP transmission of block size \(M-L\). If ZF or MMSE equalization is used, the BER of CP transmission is worse than the BER of ZP transmission, i.e.,

\[ BER_{p,M} \geq BER_{p,M-L} \quad (24) \]

where the equality holds if and only if the channel is a pure delay.

We have evaluated the performance in terms of the SNR \(\gamma\). For a fixed SNR, \(E_s/N_0 = \gamma\) for ZP transmission and \(E_s/N_0 = (M + M_0)\gamma/M\) for CP transmission, where \(E_s\) denotes the energy per symbol and \(N_0 = \sigma^2\). If we set the same \(E_s/N_0\) for ZP and CP transmission, the value of \(\gamma\) of CP transmission becomes smaller than the value of \(\gamma\) of ZP transmission. In other words, to keep the same value of \(\gamma\), additional power in \(E_s\) is required for CP transmission. Equation (24) holds true only in \(\gamma\) but also in \(E_s/N_0\). When comparing the BER for CP and ZP for the same total transmit power per symbol, \(E_s\), the inequality in (24) will only get accentuated further.

Since single-carrier CP transmission with MMSE equalization exhibits better performance than the OFDM [10, Theorem 2], Theorem 3 also leads to Theorem 4.

**Theorem 4:** For any block size \(M\), ZP transmission with MMSE equalization outperforms the OFDM transmission.

Assuming that the noise in (6) is Gaussian, the BER can be (approximately) evaluated from a linear function of \(Q\) functions, which is specific to the underlying modulation scheme. Take, for example, QPSK modulation. Then, the BER is given by \(Q\left(\sqrt{1/\mu(M)}\right)\). Since \(\mu(M)\) lies between 0 and 1, \(Q\left(\sqrt{1/\mu(M)}\right)\) is a strictly convex function in \(\mu(M)\) [10, Lemma 4]. The convexity for other modulations was also shown in [16].

Since SINR is inversely proportional to \(\mu(M)\), we may say that the BER is a concave function of SINR. Similar to (20), one can show that

\[ \mu'(M) = \frac{1}{2} \left( \mu'(M) + \bar{\mu}'(M) \right) \quad (25) \]

where \(\bar{\mu}'(M) = (1/M) \sum_{m=0}^{M-1} (1/c |H(W_m^T W_m)|^2 + 1)\). It follows from the convexity of the \(Q\) function that

\[ BER_{p,2M} \leq \frac{1}{2} \left[ BER_{p,M} + Q\left(\sqrt{1/\bar{\mu}(M)}\right)\right]. \quad (26) \]

Averaging (26) over random channels, we prove Theorem 5 in Appendix V.

**Theorem 5:** Consider CP transmission with MMSE equalization, where CP meets \(M_0 \geq L\). If the BER performance is a concave function in SINR, then the BER of CP transmission averaged over random channels satisfies

\[ BER_{p,2M} \leq BER_{p,M} \quad (27) \]

where \(BER_{p,M}\) denotes the average BER of a CP transmission of information block size \(M\).

Interestingly, unlike ZP transmission, the BER performance of CP transmission with MMSE equalization improves by doubling the block size. However, it should be noted that this theorem holds true only for non-time-selective channels. If the channel is time selective, the performance may get worse as the block size gets large due to time selectivity.

Averaging (24) over random channels, we obtain

\[ BER_{p,M} > BER_{p,M-L} \quad (28) \]

since the equality in (24) holds only for pure delay channels. Combining this with Theorem 2 and Theorem 5, we have for \(M > L\) that

\[ BER_{p,M} \leq BER_{p,2M-L} < BER_{p,2M} \leq BER_{p,M} \quad (29) \]

which proves Theorem 6.

**Theorem 6:** Consider ZP and CP transmission with MMSE equalization. Suppose \(M \geq L\) and \(M_0 \geq L\). If the BER performance can be expressed by a concave function in SINR, then for any block size \(M\), the average BER of ZP transmission is always smaller than the average BER of CP transmission, i.e.,

\[ BER_{p,M} < BER_{p,M}, \text{ for any } M. \quad (30) \]

This theorem gives an answer to our questions: on the average over random channels, ZP transmission outperforms CP transmission. However, at \(M = \infty, BER_{p,\infty} = \).
and hence. It is also observed, decreases increases (cf. Theorem 2), while BER Rayleigh dis-
...er performance decreases and converges to zero, since BER increases (cf. Theorem 2), while BER decreases at least for $M = 2^K$ with integer $K$ (cf. Theorem 5).

V. NUMERICAL EXAMPLES

To validate our theoretical findings, we test ZP and CP transmission with ZF and MMSE equalization, abbreviated by ZF-ZP, MMSE-ZP, ZF-CP, and MMSE-CP, with different block sizes for a fixed channel and for random channels, where the number of redundant symbols is set to be eight. The performance of uncoded OFDM with 64 subcarriers is evaluated when hard-decoding was used at their corresponding ZF equalizer outputs. The information symbols are drawn from QPSK constellation.

The fixed channel is of order 3, whose coefficients are $[0.5957+0.0101i, -0.3273-0.3472i, -0.2910-0.0533i, 0.1285-0.5599i]$. Its amplitude response is illustrated in Fig. 2. Fig. 3 shows BER performance as a function of $E_b/N_0$. Note that the BER performance of ML is approximately equal to the BER of the ZF-ZP with $M = 1$, i.e., MFB. It is clear from the figure that the performance of ZF-ZP degrades as its information block size increases, which is analytically proved in Theorem 1. ZF-CP does not have such a property. Indeed, ZF-CP of block size 64 has better performance than ZF-CP of block size 32. Remember, however, that this does not always hold true. Even with the same block size, ZF-ZP outperforms ZF-CP, while Theorem 3 assures that ZF-ZP of block size $M = L$ outperforms ZF-CP of block size $M$. It is also observed that at moderate and high SNR, ZF-ZP has better performance than the uncoded OFDM.

The BER performances of MMSE equalization for the same channel are presented in Fig. 4. Again, we can observe the ordered performance for ZP transmission. However, the performance degradation is not so severe. MMSE-ZP outperforms MMSE-CP but, compared with ZF case, their BER differences are not so large. As suggested by Theorem 4, MMSE-ZP exhibits better performance than the uncoded OFDM for all range of $E_b/N_0$.

To verify Theorem 2, we generated $10^4$ Rayleigh distributed channels of order $L = 7$, having complex zero-mean Gaussian taps with exponential power profile: $E\{ |h(i)|^2 \} = \exp(-|i|)/(\sum_{i} \exp(-|i|))$, and averaged the results.

The BER curves are depicted in Fig. 5. At low SNR, OFDM has smaller BER than ZF-ZP and ZF-CP except for $M = 1$. ZF-CP has the worst performance at least till 20 dB. There is no distinguishable difference between ZF-CP with $M = 32$ and with $M = 64$. On the other hand, ZF-ZP gets better than OFDM at high SNR, which is a benefit of the multipath diversity gain. As block size becomes large, however, both BER performances will converge to $Q((\gamma/\int_0^1 |H(e^{j2\pi f})|^{-2df})^{1/2})$.

ZF and CP transmission with MMSE equalization are compared in Fig. 6. We can verify that as the block size increases, the performance of MMSE-ZP degrades, while the performance
BER performance of ZP transmission degrades. We have also proved that on the average over random channels, ZP transmission with MMSE equalization outperforms CP transmission with MMSE equalization and OFDM, which highlights the advantage of ZP transmission with MMSE equalization.

APPENDIX I

DERIVATION FOR \( a_m = 1 - \mu_m^{(M)} \)

Let us express the singular value decomposition of \( \mathbf{H}_M^H \mathbf{H}_M \) as \( \mathbf{U} \mathbf{\Sigma} \mathbf{U}^H \), where \( \mathbf{U} \) is a unitary matrix and \( \mathbf{\Sigma} \) is a diagonal matrix. It follows from \( (\gamma \mathbf{H}_M^H \mathbf{H}_M + \mathbf{I})^{-1} = (\gamma \mathbf{U} \mathbf{\Sigma} \mathbf{U}^H + \mathbf{I})^{-1} = \mathbf{U} (\gamma \mathbf{\Sigma} + \mathbf{I})^{-1} \mathbf{U}^H \) that

\[
\mu_m^{(M)} = \sum_{n=1}^{M} |u_{mn}|^2 \frac{1}{\gamma \sum_{j=1}^{n} + 1} \tag{31}
\]

where \( u_{mn} \) is the \((m,n)\)th entry of \( \mathbf{U} \).

The MMSE estimator is given by \( \mathbf{G}_M = \gamma \mathbf{H}_M^H (\gamma \mathbf{H}_M \mathbf{H}_M^H + \mathbf{I})^{-1} \). From the matrix inversion lemma, we obtain \( \gamma \mathbf{H}_M^H (\gamma \mathbf{H}_M \mathbf{H}_M^H + \mathbf{I})^{-1} \mathbf{H}_M = \gamma (\gamma \mathbf{H}_M^H \mathbf{H}_M + \mathbf{I})^{-1} \mathbf{H}_M \). Using this, since \( a_m \) is the \(m\)th diagonal entry of \( \mathbf{G}_M \), \( a_m = \sigma_m^2 \gamma (\gamma \mathbf{H}_M^H \mathbf{H}_M + \mathbf{I})^{-1} \mathbf{H}_M = \mathbf{U} (\gamma \mathbf{\Sigma} + \mathbf{I})^{-1} \mathbf{U}^H \), we have

\[
a_m = \sum_{n=1}^{M} |u_{mn}|^2 \frac{\gamma \sum_{j=1}^{n} + 1}{\gamma \sum_{j=1}^{n} + 1} \tag{32}
\]

Using the identity \( \sum_{n=1}^{M} |u_{mn}|^2 = 1 \), we finally obtain

\[
a_m = \sum_{n=1}^{M} |u_{mn}|^2 \left( 1 - \frac{1}{\gamma \sum_{j=1}^{n} + 1} \right) = 1 - \mu_m^{(M)} \tag{33}
\]

APPENDIX II

PROOF OF LEMMA 1

If \( \mathbf{R} \) is diagonal, then (12) and (13) follow immediately. Thus, we only consider the case where \( \mathbf{R} \) is not diagonal.

Since \( \mathbf{R}_M \) is a Hermitian Toeplitz positive definite matrix, it can be interpreted as the autocorrelation matrix of some stationary process. To prove the lemma, we borrow the results on linear prediction of stationary processes.

Let us consider Yule–Walker equations [20, sec. 3]:

\[
\mathbf{R}_{M+1} \begin{bmatrix} 1 \\ -\mathbf{a}_M \end{bmatrix} = \begin{bmatrix} \mathbf{p}_M \\ \mathbf{0} \end{bmatrix} \tag{34}
\]

where \( \mathbf{a}_M \) is the predictor vector of size \( M \) and \( \mathbf{p}_M \) is the (forward) prediction error variance.

We partition \( \mathbf{R}_{M+1} \) as

\[
\mathbf{R}_{M+1} = \begin{bmatrix} \mathbf{R}_M & \mathbf{r}_M^H \\ \mathbf{r}_M & r \end{bmatrix} = \begin{bmatrix} \mathbf{r}_M \mathbf{R}_M^H \\ \mathbf{r}_M \mathbf{R}_M \end{bmatrix} \tag{35}
\]
where \( \mathbf{r}_M^B \) and \( \mathbf{r}_M \) are \( M \times 1 \) vectors and \( r > 0 \). Applying the block matrix inversion lemma to (35), since the forward prediction variance is identical with the backward prediction variance, we obtain

\[
\mathbf{R}_{M+1}^{-1} = \begin{bmatrix}
\mathbf{R}_M^{-1} & 0 \\
0^T & 1
\end{bmatrix} + \frac{1}{P_M} \begin{bmatrix}
-\mathbf{b}_M^T \\
-\mathbf{a}_M^T
\end{bmatrix} \mathbf{H} \tag{36}
\]

\[
= \begin{bmatrix}
0 & 0^T \\
0 & \mathbf{R}_M^{-1} + \frac{1}{P_M} \mathbf{a}_M^T
\end{bmatrix} \mathbf{H} \tag{37}
\]

where \( \mathbf{b}_M = \mathbf{R}_M^{-1} \mathbf{r}_M^B \) and \( \mathbf{a}_M = \mathbf{R}_M^{-1} \mathbf{r}_M \). Comparing diagonal entries of both sides of (36) and (37), we reach to (12) and (13).

**APPENDIX III**

**PROOF OF LEMMA 2**

Let us denote \( c_m = f(M^{(M)}) \) and \( b_m = f(M^{(M+1)}) \). Then, all we have to prove is

\[
M \sum_{m=1}^{M+1} b_m - (M + 1) \sum_{m=1}^{M} c_m \geq 0. \tag{38}
\]

Since \( f(x) \) is an increasing function in \( x \), we have from (12) and (13) that for \( m = 1, \ldots, M \)

\[
b_m \geq c_m, \quad b_{m+1} \geq c_m. \tag{39}
\]

For every \( k = 1, \ldots, M \), the following equation holds:

\[
\sum_{m=1}^{M+1} b_m - \sum_{m=1}^{M} c_m = b_k + \sum_{m=k+1}^{M+1} (b_m - c_m) + \sum_{m=k+1}^{M} (b_m - c_{m-1}). \tag{40}
\]

Then, since \( b_m - c_m \geq 0 \) and \( b_m - c_{m-1} \geq 0 \) from (39), we have

\[
\sum_{m=1}^{M+1} b_m - \sum_{m=1}^{M} c_m \geq b_k \quad \text{for} \quad k = 1, \ldots, M. \tag{41}
\]

We can express the left-hand side of (38) as

\[
M \sum_{m=1}^{M+1} b_m - (M + 1) \sum_{m=1}^{M} c_m = M \left( \sum_{m=1}^{M+1} b_m - \sum_{m=1}^{M} c_m \right) - \sum_{m=1}^{M} c_m. \tag{42}
\]

On the other hand, from (41), we obtain

\[
M \left( \sum_{m=1}^{M+1} b_m - \sum_{m=1}^{M} c_m \right) = \left( \sum_{m=1}^{M+1} b_m - \sum_{m=1}^{M} c_m \right) + \cdots + \left( \sum_{m=1}^{M+1} b_m - \sum_{m=1}^{M} c_m \right) \geq b_1 + b_2 + \cdots + b_M = \sum_{m=1}^{M} b_m. \tag{43}
\]

Thus, (42) is lower-bounded such that

\[
M \sum_{m=1}^{M+1} b_m - (M + 1) \sum_{m=1}^{M} c_m \geq \sum_{m=1}^{M} b_m - \sum_{m=1}^{M} c_m = \sum_{m=1}^{M} (b_m - c_m). \tag{45}
\]

It follows again from (39) that

\[
M \sum_{m=1}^{M+1} b_m - (M + 1) \sum_{m=1}^{M} c_m \geq \sum_{m=1}^{M} (b_m - c_m) \geq 0 \tag{46}
\]

which completes the proof of (38).

**APPENDIX IV**

**PROOF OF (22) AND (23)**

For CP transmission with ZF equalization, let us define

\[
\mathbf{R}_{\text{ZF}, M} = \gamma \mathbf{H}_{\text{ZF}, M}^H \mathbf{H}_{\text{ZF}, M}. \tag{47}
\]

We also define

\[
\mathbf{R}_{\text{ZF}, M} = \gamma \mathbf{H}_{\text{ZF}, M}^H \mathbf{H}_{\text{ZF}, M} \tag{48}
\]

where \( \mathbf{H}_{\text{ZF}, M} \) stands for the channel matrix of ZP transmission of block size \( M \).

It is easy to check that \( \mathbf{R}_{\text{ZF}, M} \) can be expressed as

\[
\mathbf{R}_{\text{ZF}, M} = \begin{bmatrix}
\mathbf{R}_{\text{ZF}, M-L} & \mathbf{C} \\
\mathbf{C}^H & \mathbf{R}_L
\end{bmatrix} \tag{49}
\]

where \( \mathbf{R}_L \) is an \( L \times L \) matrix and \( \mathbf{C} \) is an \( (M-L) \times L \) matrix. Using the block matrix inversion lemma, we find that

\[
\mathbf{R}_{\text{ZF}, M}^{-1} = \begin{bmatrix}
\mathbf{R}_{\text{ZF}, M-L}^{-1} & 0 \\
0 & \mathbf{I}_L
\end{bmatrix} + \mathbf{R}_{\text{ZF}, M-L}^{-1} \mathbf{C} \mathbf{C}^H \mathbf{R}_L^{-1} \mathbf{I}_L \tag{50}
\]

where

\[
\Delta = \mathbf{R}_L - \mathbf{C}^H \mathbf{R}_{\text{ZF}, M}^{-1} \mathbf{C}. \tag{51}
\]

The matrix \( \Delta \) is the Schur complement of \( \mathbf{R}_{\text{ZF}, M} \) with respect to \( \mathbf{R}_{\text{ZF}, M-L} \). If \( \mathbf{R}_{\text{ZF}, M-L} \) is positive definite, then the number of zero eigenvalues of \( \Delta \) equals the number of zero eigenvalues of \( \mathbf{R}_{\text{ZF}, M} \). Hence, if \( \mathbf{R}_{\text{ZF}, M} \) is positive definite then so is \( \Delta \).

It follows from (50) and \( \Delta > 0 \) that at least one diagonal entry of the second term of the right-hand side of (50) is greater than or equal to zero. Noting that all the diagonal entries of \( \mathbf{R}_{\text{ZF}, M}^{-1} \) has the same value \( \lambda(M) \) and comparing the first \( M-L \) diagonal
entries in (50) leads to $\lambda^{(M)} \geq \lambda^{(M-L)}$, for all $m \in [1, M - L]$. Since $R_{q,M}$ is circulant, one finds that $C = 0$ if and only if the channel is a pure delay. Thus, $\lambda^{(M)} = \lambda^{(M-L)}$ only when the channel is a pure delay.

When MMSE equalization is used, one can similarly derive $\mu^{(M)} \succeq \mu^{(M-L)}$ for all $m \in [1, M - L]$, replacing $R_{q,M}$ with $R_{q,M} + I$ in (47) and $R_{q,M}$ with $R_{q,M} + I$ in (48).

**APPENDIX V**

Let us denote the probability density function of a channel with coefficients $\{h_0, h_1, \ldots, h_L\}$ as $p(h_0, h_1, \ldots, h_L)$. Averaging (26) over random channels results in

$$\text{BER}_{q,M} \leq \frac{1}{2} \left[ \text{BER}_{q,M} + \int Q \left( \frac{\sqrt{1/\mu^{(M)}} - 1}{\sqrt{1/\mu^{(M)}} - 1} \right) \times p(h_0, h_1, \ldots, h_L) dh_0 dh_1 \cdots dh_L \right]$$  \hspace{1cm} (52)

where $\text{BER}_{q,M}$ is the average BER of CP transmission with MMSE equalization and

$$\text{BER}_{q,M} = \int Q \left( \frac{\sqrt{1/\mu^{(M)}} - 1}{\sqrt{1/\mu^{(M)}} - 1} \right) \times p(h_0, h_1, \ldots, h_L) dh_0 dh_1 \cdots dh_L$$ \hspace{1cm} (53)

with $\mu^{(M)} = (1/M) \sum_{m=0}^{L-1} (1/(\gamma) |H(W_M^m)|^2 + 1)$.

We notice that

$$H(W_M^m W_M^n) = \sum_{n=0}^{L} h_n (W_2^m W_2^n)^{-n} = \sum_{n=0}^{L} (h_n W_2^{-m}) W_2^{mn}$$ \hspace{1cm} (54)

and change variables such that

$$\tilde{h}_l = W_2^{-l} h_l,$$ \hspace{1cm} (55)

for $l \in [0, L]$. Then, $\tilde{\mu}^{(M)}$ can be expressed as

$$\tilde{\mu}^{(M)} = \frac{1}{M} \sum_{m=0}^{L-1} \frac{1}{\gamma |H(W_2^m W_2^n)|^2 + 1} \left[ \sum_{n=0}^{L} \tilde{h}_n W_2^{mn} \right]^{-1} - 1.$$

Thus, we obtain

$$\int Q \left( \sqrt{1/\tilde{\mu}^{(M)}} - 1 \right) \times p(\tilde{h}_0, \tilde{h}_1, \ldots, \tilde{h}_L) d\tilde{h}_0 d\tilde{h}_1 \cdots d\tilde{h}_L$$

$$= \int Q \left( \sqrt{1/\tilde{\mu}^{(M)}} - 1 \right) \times p(\tilde{h}_0, \tilde{h}_1, \ldots, \tilde{h}_L) d\tilde{h}_0 d\tilde{h}_1 \cdots d\tilde{h}_L.$$ \hspace{1cm} (58)

This is identical with $\text{BER}_{q,M}$ given by (53). Thus

$$\text{BER}_{2,M} \leq \frac{1}{2} [\text{BER}_{q,M} + \text{BER}_{q,M}] = \text{BER}_{q,M}$$ \hspace{1cm} (60)

which completes the proof.
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