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Abstract

This dissertation explores the use of formal verification and Program Seg-
ment Testing (PST) to enhance software reliability. Initially, formal verifi-
cation techniques, such as Event-B and Labeled Transition Systems (LTS),
were proposed to ensure software correctness and reliability. These methods
provide rigorous mathematical frameworks for modeling and verifying sys-
tem behavior and are particularly suitable for safety-critical and completed
systems or specifications. However, these techniques are less suitable for the
iterative and evolving nature of software development, particularly in the
context of Human-Machine Pair Programming (HMPP).

To address these limitations, this research introduces PST as a comple-
mentary technique. PST focuses on detecting runtime exceptions in both
partial and entire programs during the software development process, pro-
viding real-time feedback without human intervention. Integrated within
the HMPP framework, PST allows developers to identify and fix issues early,
enhancing productivity and reducing debugging time.

The effectiveness of formal verification is evaluated through the detailed
modeling and verification of the ARINC653 specification. Separately, the
benefits of PST are demonstrated through experiments that showcase its
ability to detect runtime errors early in the development cycle. This research
highlights that while formal verification is powerful for ensuring system cor-
rectness in completed systems, PST offers significant advantages in iterative
development environments by providing timely error detection.

This dissertation contributes to the field of software engineering by pro-
viding a comprehensive evaluation of formal verification and PST, highlight-
ing their individual strengths and limitations, and proposing practical solu-
tions for enhancing software reliability in different contexts.
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Chapter 1

Introduction

1.1 Background and Motivation

Software reliability is a critical aspect of modern software development, en-
suring that software systems perform correctly and consistently under various
conditions. Software reliability refers to the probability of a software system
performing its intended functions without failure over a specified period.
This is particularly crucial in safety-critical systems, where software failures
can lead to catastrophic consequences. Safety-critical systems include appli-
cations such as avionics, medical devices, and nuclear power plant controls,
where failure or malfunction could result in serious harm to people, prop-
erty, or the environment. Thus, improving software reliability is not just a
technical necessity but also a societal imperative.

Traditional software verification techniques, such as testing and code re-
views, often fall short in providing the necessary guarantees of correctness
for these complex systems. These methods rely on sampling and heuristics,
which may miss critical errors and do not offer formal guarantees about the
system’s behavior.

To address these challenges, formal methods have been developed. For-
mal methods are mathematically based techniques used to specify, develop,
and verify software and hardware systems. They involve the use of formal
logic and discrete mathematics to model and analyze system behavior, en-
suring that the system adheres to its specifications. Formal verification, a
process using formal methods to prove or disprove the correctness of a sys-
tem’s design with respect to certain formal specifications or properties, offers



a mathematically rigorous way to ensure software correctness. These tech-
niques aim to eliminate ambiguities in system design and ensure that the
system behaves as intended under all possible scenarios. Techniques such as
Event-B and Labeled Transition Systems (LTS) are particularly effective for
modeling and verifying the behavior of safety-critical and completed systems
or specifications. Event-B, for example, allows for the incremental refinement
of abstract models into detailed designs, ensuring correctness at each stage.
LTS provides a graphical representation of system states and transitions,
which is useful for analyzing concurrent and distributed systems.

Despite their strengths, formal verification techniques face significant
challenges when applied to the iterative and evolving nature of software de-
velopment. This is particularly true in the context of Human-Machine Pair
Programming (HMPP), where software is developed in a collaborative and
incremental manner. Formal verification can be resource-intensive, requiring
substantial computational power and expertise. The process of creating and
verifying formal models can be time-consuming and may not fit well with the
fast-paced, adaptive nature of modern software development practices. As
a result, these techniques are less practical for providing real-time feedback
during the software development process.

To address these limitations, this research introduces Program Segment
Testing (PST) as a complementary technique. A program segment refers to
a sequence of statements derived from the current version of a program (a
partial or completed program). PST focuses on detecting runtime exceptions
within these segments during the development process. Integrated within the
HMPP framework, PST provides real-time error detection without requiring
human intervention, allowing developers to identify and fix issues early in
the development cycle. This approach enhances productivity, reduces de-
bugging time, and improves overall software reliability. PST’s ability to
work seamlessly in the background, continuously monitoring the software as
it is developed, makes it particularly suited for modern, agile development
environments.

The motivation for this research stems from the need to bridge the gap
between the rigorous but resource-intensive formal verification techniques
and the practical, real-time error detection provided by PST. By leveraging
the strengths of both approaches, this research aims to enhance software
reliability in a comprehensive manner, particularly for safety-critical and
complex systems.



1.2 Research Objectives and Scope

The primary objective of this dissertation is to enhance software reliability
through the evaluation and application of formal verification techniques and
PST. The research aims to address the limitations of each method by leverag-
ing their respective strengths in different phases of the software development
process. Specifically, the research seeks to:

1. Assess the Effectiveness of Formal Verification Techniques

e Evaluate the capabilities of formal verification techniques, such as Event-
B and LTS, in ensuring software correctness and reliability for safety-
critical and completed systems.

e Investigate the application of these techniques to the ARINC653 spec-
ification, a critical avionics software standard, to demonstrate their
effectiveness in modeling and verifying complex system behaviors.

2. Develop and Evaluate PST Methodology

e Develop a robust PST methodology for detecting runtime exceptions
in both partial and entire programs during the software development
process.

e Integrate PST within the HMPP framework to enable real-time error
detection and feedback without human intervention, and evaluate its
effectiveness through experiments and case studies.

3. Compare and Contrast Techniques

e Conduct a comparative analysis of formal verification and PST to high-
light their respective strengths and weaknesses.

e Determine how PST can complement formal verification by address-
ing its limitations, particularly in terms of real-time application and
iterative development processes.

4. Propose Practical Solutions and Best Practices

e Based on the findings from the case studies and experiments, propose
practical solutions and best practices for integrating formal verification
and PST into the software development lifecycle.



e Suggest future research directions to further enhance the effectiveness
of these techniques in ensuring software reliability.

This research focuses on evaluating formal verification techniques and
PST independently to improve software reliability. The scope includes ap-
plying these techniques to specific case studies, such as the ARINC653 spec-
ification, and analyzing their effectiveness in detecting and correcting errors.

1.3 Limitations

While this research aims to provide a comprehensive evaluation of formal
verification and PST, several limitations must be acknowledged:
1. Scalability Issues

Formal verification techniques, especially when dealing with large-scale
and highly complex software systems, can face scalability issues. The com-
putational resources and time required to model and verify such systems can
be significant, potentially limiting the applicability of these techniques in
real-world scenarios.

2. Domain Specificity

The findings from this research may not be directly applicable to all
software domains without additional validation. The results may need adap-
tation to be relevant in different contexts.

3. Tool Support

While tools for formal verification are available, dedicated tools for PST
are still under development. This research evaluates existing tools but does
not propose improvements for them, acknowledging the ongoing need for
better tool support to facilitate the use of PST in practice.

4. Partial Program and Entire Program Testing:

While PST is designed to detect runtime exceptions in both partial and
entire programs, its focus on incremental and real-time error detection during
development means it might not provide the same level of exhaustive veri-
fication as formal methods. This approach prioritizes practical and timely
feedback over comprehensive validation.

5. Formal Method Expertise:

Implementing formal verification techniques requires a high level of ex-
pertise in formal methods and mathematical modeling. The steep learning
curve and the need for specialized knowledge can be a barrier to widespread



adoption, particularly in development teams with limited experience in for-
mal methods.

By acknowledging these limitations, this research aims to provide a bal-
anced and realistic evaluation of the potential and challenges associated with
formal verification and PST in enhancing software reliability.

1.4 Thesis Structure
This dissertation is structured as follows:

e Chapter 1: Introduction - Provides the background and motivation for
the research, outlines the research objectives, scope, and limitations,
and gives an overview of the thesis structure.

e Chapter 2: Literature Review - Reviews existing literature on formal
verification techniques and PST, highlighting their development, appli-
cations, and the gaps this research aims to address.

e Chapter 3: Formal Verification for Software Reliability - Discusses the
application of formal verification techniques, specifically Event-B and
LTS, including a detailed case study on the ARINC653 specification.

e Chapter 4: Program Segment Testing for Software Reliability - De-
scribes the PST methodology, its integration within the HMPP frame-
work, and presents experiment results demonstrating its effectiveness
in detecting runtime errors.

e Chapter 5: Comparative Analysis and Discussion - Compares the strengths
and limitations of formal verification and PST, discusses their com-
plementary nature, and provides insights into their combined use for
enhancing software reliability.

e Chapter 6: Conclusion and Future Work - Summarizes the key find-
ings, discusses the implications for theory and practice, and suggests
directions for future research.

This structure ensures a comprehensive exploration of the research ob-
jectives and provides a clear pathway for understanding the contributions of
both formal verification and PST in enhancing software reliability.






Chapter 2

Literature Review

2.1 Formal Verification

2.1.1 Formal Methods

"Formal methods” refer to various mathematical techniques used for the
specification and verification of software. These methods utilize formal spec-
ification languages as modeling elements and rely on a set of tools to sup-
port formal checks and property verification [I]. With the support of formal
methods, researchers can describe system requirements and behaviors using
rigorous mathematical models and verify whether a given system or model
meets the required properties[2]. Typical formal verification methods include
model checking [3] and theorem proving [4].

Formal methods, known for their rigorous mathematical foundation, are
considered one of the most promising approaches for future system verifica-
tion. Currently, formal methods have been widely applied to the modeling
and verification of various safety-critical systems, such as aerospace systems
[5], railway systems [6], nuclear power management systems [7], and automo-
tive electronic systems [8]. They are gradually extending into fields like the
Internet of Things (IoT) [9], cloud computing [10], and artificial intelligence
(AI) [11].

However, current formal methods often only model and verify certain
aspects or attributes of a system. For instance, modeling languages based
on model-checking methods, such as automaton and LTS, mainly focus on
behavioral aspects. In contrast, formal systems based on theorem-proving
methods, such as Event-B [12], Z notation [I3], and VDM [I4], primarily



focus on data refinement. To achieve comprehensive system verification,
multiple attributes (e.g., timing, spatial efficiency, and energy consumption)
must be considered. This not only requires ensuring data consistency but
also verifying system behavior attributes.

To enhance the expressive power of certain formal methods, researchers
often extend formal modeling languages based on actual requirements. For
example, to improve the structural degree of a type system, languages like
VDM++ [15], Obj-Z [16], and UML-B[I7] have been developed. Event-
B was proposed to meet the needs of event-driven systems, and CSP-OZ
was introduced to visualize the control flow of abstract state machines[18].
To model and verify the temporal characteristics of systems, languages like
Timed CSP [19], CSP-OZ-DC [20], and RT-Z [21I] were proposed. These can
all be seen as extensions of formal methods. Additionally, some research
groups have proposed entirely new formal systems that fully incorporate the
required expressive capabilities. For example, Circus [22] and OhCircus [23]
combine features of CSP and Z.

However, in reality, there is no formal method that can express all as-
pects of a system’s properties[24]. Moreover, learning to use multiple formal
systems is often more practical than redefining a new one. Therefore, a more
flexible and realistic approach is to combine various formal methods based
on actual system modeling and verification needs. For example, to address
the control flow modeling issues in the B-method and Event-B, researchers
proposed CSP || B [25] 26] 27, 28, 29, 30, 31, B32] and CSP | Event — B
[33, 34, [35], 36], which model CSP and B/Event-B separately and then inte-
grate them into a single framework for analysis and verification. Similarly, to
refine the temporal logic properties of Event-B models, S. Schneider and Thai
Song Hoang proposed strategies that combine Event-B and LTL[37, 38, [39],
which is more direct than using ProB.

The combined use of formal methods typically involves manual or auto-
matic transformation, where elements from one formal system are mapped
to corresponding parts in another. For instance, TLA+ models can be trans-
formed into B models to facilitate verification [40], and glue code can be
written to link ProB with the model checking tool LTSmin [41], enabling
reachability analysis of B models [42]. This approach of using multiple formal
systems for modeling and verification is known as combined formal methods
[43), [44].



2.1.2 Formal Verification of Safety-Critical System

Baumann et al. used the VCC verification tool in an avionics project to
verify all the function calls in the source code of the PikeOS partitioned op-
erating system, ensuring the correctness of the kernel services provided to
applications. They proposed a top-level abstract model and identified the
simulation relation theorem between this model and the actual implementa-
tion of the operating system and its applications. This theorem helped in
ensuring the overall correctness of the partitioned operating system kernel
by identifying the properties that all components must possess [45] 46|, [47].
Since safety-critical systems built on PikeOS depend on the correct imple-
mentation of spatial isolation mechanisms, verifying it must consider the
correctness of memory isolation. Therefore, Baumann used the VCC tool to
perform source-level verification of PikeOS’s critical component, the memory
manager [48].

Richards et al. conducted a security verification of Green Hills Software’s
commercial partitioned operating system, INTEGRITY-178B [49]. Their
verification considered five key elements: (1) Formal specification of the sys-
tem’s relevant security properties; (2) Formal representation of the system’s
functional interfaces; (3) Semi-formal and abstract representation of the sys-
tem’s high-level design; (4) Semi-formal and detailed representation of the
system’s low-level design; (5)A model representing the correspondence be-
tween the above four elements. The system was modeled as a state transition
system, which receives current and external inputs to produce new system
states and external outputs. Using this approach, Richards verified the infor-
mation flow security of INTEGRITY-178B’s high-level model. The system’s
low-level design was modeled using the ACL2 theorem prover, ensuring that
the ACL2 model corresponded with the C code.

The kernel of the ARM-based embedded partitioned operating system,
PROSPER, consists of 150 lines of assembly code and 600 lines of C code.
Dam completed the formal verification of PROSPER’s information flow secu-
rity by proving the bisimulation relation between the abstract specification
and the kernel’s binary code [50]. The system model only considers two
partitions executing independently on two specific ARMv7 machines, com-
municating asynchronously via message passing. Dam ultimately verified
that, apart from communication through designated channels, there is no di-
rect or indirect influence between partitions. This was achieved by ensuring
that partitions cannot read or write to each other’s memory except through



explicitly using the pre-designated communication channels for message pass-
ing.

To ensure the information flow security of the Xenon partitioned oper-
ating system, Freitas and McDermott used Circus to create a formal model
of Xenon [5I] Murray et al. modeled and verified the security of the sel.4
partitioned operating system kernel using Isabelle/HOL [52]. They used the
specification of sel.4 to verify the information flow security of the partitioned
operating system. The specification defined a partition-based round-robin
scheduling strategy, allocating fixed time windows to each partition.

The European EURO-MILS project aimed to precisely model PikeOS and
its security policies using Isabelle/HOL, designing a general partitioned oper-
ating system model called CISK (Controlled Interruptible Separation Kernel)
[53]. This model included several aspects of partitioned operating systems,
such as interrupts and context switching between partitions, with detailed
specifications suitable for the formal verification of industrial systems. Subse-
quently, they used the CISK method to verify the non-interference properties
of PikeOS’s inter-process communication API [54].

Sanan et al. used Isabelle/HOL in the ESA’s IMA for Space project to
construct a general partitioned operating system kernel functional model and
security model [55]. The specification used ARINC 653 as the functional re-
quirements and also covered hardware virtualization, CPU timers, and mem-
ory management. Zhao Yongwang et al. designed a top-level model of an
ARINC 653-compatible partitioned operating system using Isabelle/HOL,
considering partition management and other aspects of ARINC 653 [56].

2.1.3 Top-down Formal Modeling of Safety-Critical Sys-
tems

Z Notation, the B method, and the combined formal language Circus all sup-
port layer-by-layer refinement and correctness proofs, making them highly
suitable for implementation-oriented formal modeling. Craig [57] used Z No-
tation to design and refine a relatively complete operating system kernel,
proving that it could be directly translated into executable C code. Sub-
sequently, he further designed and refined a partitioned operating system
kernel, providing most of the functionalities of a partitioned operating sys-
tem, including: (1) Tables for basic process management; (2)Allocation of
partition memory spaces to non-overlapping addresses; (3) Inter-partition
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communication through an asynchronous kernel-based messaging system; (4)
Handling of temporal isolation between partitions using a non-preemptive
scheduler and messaging system; (5) Clear interfaces and external process
identifiers to maintain kernel protection, defining secure kernel exit opera-
tions in case of illegal interface access. (6) Exporting kernel resources as
device processes. Craig used mathematical proofs to verify several basic
properties of the kernel. His formal specification of the partitioned operating
system is quite comprehensive, with a refinement level sufficient for direct
translation into C or Ada code. However, Craig’s work did not include a
model for processes within partitions, and the hardware device models were
relatively simplistic. All formal specifications and correctness proofs were
completed entirely by hand.

Building on Craig’s work, A. Velykis considered more security require-
ments and used automated Z Notation tools to further specify and verify the
partitioned operating system [58, [59]. Using the Z/Eves automated theo-
rem prover, Velykis formalized the specifications, eliminating syntax errors
in Craig’s model and verifying the feasibility and robustness of the APIL.
The improved formal model of the partitioned operating system was entirely
proven using automated theorem proving. However, Velykis’s formal spec-
ification did not address the temporal and spatial isolation of partitions.
Instead, the improved formal model focused on the core data structures of
the partitioned operating system kernel, such as process tables, queues, and
scheduling. The model mainly improved Craig’s scheduler model and con-
verted certain behavioral properties (e.g., deadlock analysis) from informal
requirements to mathematical invariants for proof. Other components, such
as message passing and memory management, were not proven using auto-
mated methods.

Critical Software’s Andre used the B method to design a secure parti-
tioning kernel (SPK) for a formal model of a secure partitioning operating
system kernel [60]. They first fully developed the top-level model of SPK,
completing the system architecture design, and used ProB [61] for simula-
tion and verification. The top-level abstract SPK model consisted of mem-
ory management, scheduling, kernel communication, flow policies, and clock
management. After verification, the top-level model was refined into a fully
formalized SPK. As part of SPK, the information flow policy for partitions
was refined to a level where C code could be automatically generated. This
refinement process was completed with the assistance of Atelier B.

Kawamorita and colleagues also applied the B method to develop a se-
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cure partitioning operating system kernel for embedded devices, named OS-
K, and built a prototype on Intel’s IA-32 architecture [62]. They used the
B method as the development tool for the formal model and used Spin to
verify the model’s properties. The B4free tool was employed to generate and
check proof obligations. Almost all 2700 proof obligations, including verifi-
cations, were automatically verified by B4free. The final partitioning oper-
ating system kernel provided several functionalities: partition management,
inter-partition communication, access control for inter-partition communica-
tion, memory management, timer management, processor scheduling, device
driver operations, and interrupt handling for 1/O interrupt synchronization.

2.1.4 Formal Modeling and Verification of Safety-Critical
System Specification

Gomes at the University of York used Circus to establish a formal model for
the ARINC 653 standard in the IMA system [63]. Zhao Yongwang and his
team at Beihang University proposed a refinement-based formal modeling
and information flow security analysis method for ARINC 653 [64], using Is-
abelle/HOL for the formal specification and information flow security proof
of ARINC 653. They reviewed industrial partitioning operating systems Vx-
Works 653 and two open-source partitioning operating systems, XtratuM and
POK, using this formal specification, and discovered security vulnerabilities
that could lead to information leakage [65].

Zhao Yongwang and his team also developed a formal model for the 57
services of ARINC 653 Part 1 using Event-B. They used the refinement
structure of Event-B to gradually refine the abstract model of ARINC 653
and transformed the service requirements of ARINC 653 into the lower-level
models. Zhao Yongwang utilized the formal reasoning capabilities of Event-B
to identify three hidden errors and incompleteness in the specification. Their
work included considering all factors required by a partitioned operating
system, such as clocks, message queues, partition scheduling, and processes
[65]. This comprehensive approach is a good example of using Event-B for
the modeling and verification of complex systems.

Recently, Zhao Yongwang proposed a method for combining the Web On-
tology Language (OWL2) and Event-B for modeling the ARINC 653 stan-
dard [56]. By using the ontology model of the partitioned operating system
as an intermediary between the non-formal specification of ARINC 653 and
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the formal specification in Event-B, they achieved automatic conversion from
the ontology model to the Event-B model, resulting in a complete ARINC
653 specification described in Event-B. By introducing the ontology, the de-
gree of automatic verification of the Event-B specification for ARINC 653
was further improved.

2.2 Program Segment Testing

2.2.1 Human-Machine Pair Programming

Wang proposes a systematic framework for detecting and fixing security vul-
nerabilities during code construction [66]. The framework uses attack trees to
model various potential security threats in detail and generates vulnerability-
matching patterns based on these models. These patterns can detect code
vulnerabilities in real-time, providing detailed warning reports that include
the location of the vulnerability, possible attack types, and suggested fixes.
By leveraging the advantages of human-machine pair programming, devel-
opers and computers can work interactively to enhance the efficiency and
accuracy of vulnerability detection and repair.

Then, he introduces a novel approach for identifying security vulnerabil-
ities in software by using vulnerability nets, a special type of Petri net [67].
This method integrates data dependence graphs and control flow graphs to
enhance the detection of taint-style vulnerabilities such as buffer overflows
and injection vulnerabilities. The framework is tested on the Securibench
Micro benchmark, demonstrating its capability to accurately identify various
vulnerabilities with low false positive and false negative rates. The approach
aims to combine the strengths of static analysis tools and manual audits by
incorporating the expertise of security auditors into the vulnerability detec-
tion process.

The integration of artificial intelligence into HMPP has significantly trans-
formed this methodology in recent years. The paper [68] investigates the po-
tential for machine learning to enhance remote pair programming (RPP) by
addressing common challenges such as pair incompatibility, imbalanced roles,
and a preference for solo work. The authors collected a dataset of 3,436 utter-
ances from 18 participants in a simulated RPP environment. They evaluated
the effectiveness of machine learning algorithms in classifying dialogue acts,
creativity stages, and pair programming roles. The study found that while
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RPP dialogue poses challenges due to its unstructured nature, the choice of
contextual dialogue features significantly improved the accuracy of machine
learning classifiers. The results suggest that integrating machine learning
agents into RPP could facilitate better coordination and collaboration in
global software development and online computer science education.

Hannay et al. explore the impact of the Big Five personality traits on
the performance of pair programmers, alongside other factors such as exper-
tise and task complexity [69]. The study involved 196 software professionals
from three countries, forming 98 pairs. The analysis, which included both
confirmatory and exploratory parts, revealed that personality traits have
a modest predictive value on pair programming performance compared to
expertise and task complexity. The results suggest that factors such as pro-
gramming skill and learning may be more influential. The study concludes
that while personality traits have some effect, other human-related factors
should be investigated to improve pair programming performance. The find-
ings indicate that a focus on collaborative measures might be more beneficial
for enhancing pair programming outcomes.

2.2.2 Runtime Exception

The paper [70] presents a comprehensive approach to identify and fix faults
in Java programs that lead to runtime exceptions. This method addresses
exceptions caused by incorrect value assignments, such as null pointer deref-
erences, arithmetic faults, and type faults. The technique combines dynamic
analysis using stack trace information with static backward data-flow anal-
ysis. Starting from the point of the runtime exception, it traces back to
the source statement where the erroneous value was assigned. The approach
not only identifies the exact source of the fault but also provides context
information to help developers repair the fault. The method is demonstrated
through its application to null pointer exceptions, showing its effectiveness
in locating and fixing faults compared to using static analysis or stack traces
alone. The paper also discusses the implementation of this technique and
presents empirical studies validating its advantages.

The paper [71] by Westley Weimer and George C. Necula, explores a
dataflow analysis technique to identify and correct error-handling mistakes in
programs. These mistakes often arise from improper resource management,
such as failing to release resources or clean up properly along all execution
paths. The analysis tracks obligations through the program paths, modeling

14



control flow in the presence of exceptions, and highlights violations of re-
source safety policies. The study identified over 800 error-handling mistakes
in nearly 4 million lines of Java code, which commonly resulted in resource
leaks, such as unclosed sockets, files, and database handles. The authors pro-
pose a programming language feature that ensures outstanding obligations
are discharged by keeping track of them at runtime. This feature improves
program reliability by systematically addressing the mistakes found through
their analysis, resulting in more consistent and efficient error handling.

In [72], they present a machine learning approach to predict runtime ex-
ceptions in Java methods using static code analysis. The proposed method,
D-REX (Deep Runtime EXception detector), leverages a neural network
model called the Location Aware Transformer to predict runtime exceptions
and identify exception-prone code elements. D-REX operates by construct-
ing an Action-Context Token Sequence (ACTS) from Java methods, which
captures key elements and their contexts within the code. This sequence is
fed into the Location Aware Transformer model, which uses self-attention
mechanisms to provide accurate predictions. The model is trained on a large
dataset of Java projects from GitHub, achieving 81% Top 1 accuracy in
predicting exception types and 75% Top 1 precision in identifying exception-
prone tokens. The paper demonstrates the superiority of D-REX over other
baseline models, such as Bi-LSTM and plain Transformer models, in both ac-
curacy and precision. This method not only predicts the types of exceptions
but also highlights the specific code elements likely to cause these excep-
tions, helping developers address potential issues proactively. The authors
highlight the importance of handling runtime exceptions to prevent severe
software failures and propose D-REX as a tool to assist developers in im-
proving code reliability and robustness.

Sonal Mahajan et al. introduce a technique and prototype tool named
Maestro [73]. Maestro aims to automatically recommend the most relevant
Stack Overflow (SO) post for fixing runtime exceptions (RE) in Java code.
The tool works by comparing the exception-generating scenario in the devel-
oper’s code with scenarios discussed in SO posts. Maestro extracts relevant
lines from SO posts’ code snippets using Abstract Program Graph (APG)
representations, which abstract and simplify the code structure for effective
comparison. Maestro’s evaluation on a benchmark of 78 Java runtime ex-
ceptions from top GitHub projects showed it could return highly relevant
posts in 71% of cases, outperforming other state-of-the-art tools. A user
study with 10 Java developers further validated its effectiveness, with partic-
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ipants finding Maestro’s recommendations relevant or highly relevant in 80%
of instances.

2.2.3 Program Slicing

In [74], the authors introduce an innovative method for debugging Java run-
time exceptions. This approach integrates program slicing, backward data
flow analysis, and stack trace information to effectively identify the source
of runtime exceptions caused by erroneous value assignments. The method
begins with program slicing to narrow down the search scope to the rel-
evant parts of the program. Subsequently, a backward data flow analysis
is performed starting from the point where the exception occurred, using
stack trace information to guide the analysis in determining the exact source
statement responsible for the runtime exception. This combined approach
addresses the imprecision of static techniques and reduces the performance
overhead often associated with dynamic techniques.

Then, they present another method to identify the causes of null pointer
exceptions in Java programs [75]. This approach begins with a backward pro-
gram slicing from the dereference statement where the exception occurred,
using stack trace data to guide the process. It then conducts null identifica-
tion and alias analysis on the sliced program to accurately pinpoint the faulty
statements responsible for the exception. By combining dynamic and static
analysis, this technique mitigates the limitations of pure static methods, en-
hancing the precision of fault localization. Additionally, a visualization tool
is provided to help developers understand and analyze the results. The imple-
mentation and results confirm that this hybrid approach outperforms static
analysis alone in identifying null pointer exceptions.

Carlos et al. address the challenges of incorporating exception handling in
program slicing [76]. The study demonstrates that the System Dependence
Graph (SDG), commonly used in program slicing, can produce incorrect
and incomplete slices when dealing with exception-handling constructs. The
authors propose a new framework to correctly handle these constructs by
representing all possible exception throwing and catching mechanisms. They
introduce a new type of control dependence called conditional control depen-
dence, which ensures more precise slices in the presence of catch statements.
The proposed framework modifies the traditional construction of SDGs by
creating an exception-sensitive version, termed ES-SDG. This new approach
includes enhancements to control dependence computation, taking into ac-
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count the unique behavior of exception handling constructs. The authors’
solution addresses incompleteness issues seen in previous methods, ensuring
that all relevant exception handling code is included in the slices when nec-
essary. This method is applicable to most modern programming languages
with exception handling capabilities, such as Java, C++, and JavaScript. By
enhancing the accuracy of program slices, the proposed approach improves
the effectiveness of program analysis and debugging, especially in scenarios
where exception handling plays a critical role.

In [77], Matthew Allen and Susan Horwitz extend the existing program
slicing techniques to accurately handle exception handling constructs in Java.
The paper addresses the shortcomings of current slicing algorithms, which
fail to account for the additional control and data dependencies introduced
by exceptions. By incorporating try, catch, and throw constructs into the sys-
tem dependence graph (SDG), the authors develop a method that correctly
identifies all relevant program components affected by exceptions. This en-
hanced slicing technique ensures that both control and data dependencies
are properly represented, providing a more accurate and complete slice of
Java programs that include exception handling. Through this extension,
the method supports better program understanding, debugging, and main-
tenance, especially in complex Java applications where exceptions play a
critical role.

The paper [78] compares the effectiveness of statistical fault localization
(SFL) and dynamic program slicing for identifying faulty code locations. In
a large-scale study of 457 bugs across 46 open-source C programs, it was
found that dynamic slicing was more effective for single faults, pinpointing
faults 62% more accurately and requiring programmers to inspect fewer lines
of code compared to the best performing SFL techniques. Conversely, SFL
performed better for multiple faults. The paper advocates a hybrid approach,
suggesting that starting with the top five most suspicious locations from SFL,
followed by dynamic slicing, yields the best results. This combined method
allows programmers to examine fewer lines of code, enhancing the efficiency
and accuracy of fault localization.

2.2.4 Software Testing

The paper [79] by Saurabh Sinha and Mary Jean Harrold explores the impact
of exception-handling constructs on various program analysis techniques,
such as control flow, data flow, and control dependence. These techniques
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are crucial for tasks like structural and regression testing, dynamic execu-
tion profiling, static and dynamic slicing, and program understanding. The
paper highlights the challenges that arise when analyzing programs with ex-
plicit exception occurrences and presents new techniques and algorithms to
construct accurate representations of these programs, ensuring correct anal-
ysis results. The study emphasizes the importance of considering exception-
handling constructs in Java and C++ to avoid inaccurate analysis informa-
tion that can lead to unreliable software tools. Empirical results from the
study show the frequency and impact of exception-handling constructs in
Java programs, underscoring their significance in various analyses. The au-
thors propose algorithms to incorporate these constructs into control-flow
and control-dependence analyses, and discuss their application in program
slicing and structural testing. The paper concludes that accurate modeling
of exception handling is essential for effective software analysis and testing,
and provides a foundation for further research in this area.

In article [80], they discuss how AI and machine learning (ML) are rev-
olutionizing the field of clinical microbiology. The use of Al is explored in
various applications such as interpreting Gram stains, ova and parasite ex-
ams, digital plate reading of bacterial cultures, and advanced analysis of
MALDI-TOF mass spectrometry and whole genome sequencing data. Al
enhances the efficiency and accuracy of clinical microbiology by automating
tasks that traditionally required significant human effort, thereby improving
patient care. For instance, Al algorithms can automate the interpretation
of blood culture Gram stains, assist in the identification and classification of
parasites in stool samples, and streamline the analysis of bacterial cultures
on agar plates. These Al tools use convolutional neural networks (CNNs)
and other ML models to process and analyze complex datasets, offering sig-
nificant advantages over manual methods.

Samer et al. explore the limitations and solutions for automating UI tests
for dynamic web applications using the TestComplete tool [81]. The study
highlights the challenges faced when using TestComplete’s recorder tool for
dynamic web pages, such as the tool’s inability to recognize onscreen objects
that change properties between test runs, leading to failed tests. To ad-
dress these issues, the authors propose a methodology for writing robust test
scripts using TestComplete’s scripting API. By focusing on attributes that
remain consistent across test runs, such as idStr, innerText, and ObjectType,
testers can create more reliable and maintainable test scripts. The proposed
solution involves writing scripts that ensure the web page is fully loaded be-
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fore interacting with onscreen elements and using stable attributes to locate
these elements. The authors conclude that while TestComplete’s recorder
tool has limitations, its scripting capabilities offer a powerful alternative for
creating robust automated tests for dynamic web applications.

Hongyu Zhou et al. provide a comprehensive overview of the advance-
ments in gesture recognition technologies and their applications in human-
computer interaction (HCI) [82]. The study covers the principles and devel-
opment of four primary gesture recognition methods: electromagnetic wave
sensing, mechanical sensing, electromyographic sensing, and visual sensing.
Each method’s strengths and weaknesses are discussed in terms of dataset
size, accuracy, biocompatibility, wearability, stability, and robustness. The
authors highlight the improvements in sensor structures, signal processing
algorithms, and the selection of characteristic signals that have enhanced
the effectiveness of gesture recognition technologies. They also address the
current challenges in gesture recognition, such as the biocompatibility of sen-
sor materials, the adaptability and wearability of devices, and the stability
and robustness of signal acquisition and analysis algorithms. The authors
conclude that gesture recognition technology holds significant promise for
applications in smart homes, medical care, sports training, and other fields,
offering more natural and intuitive means of interaction compared to tradi-
tional keyboard and mouse interfaces. This systematic review serves as a
valuable resource for researchers and developers working to innovate and im-
prove gesture recognition systems for enhanced human-computer interaction.

2.3 Existing Work and Gaps

Research in the field of software reliability has produced a variety of methods
and tools aimed at improving the correctness and robustness of software
systems. This section reviews existing work on formal verification techniques,
highlighting their development, applications, and the gaps this research aims
to address.

2.3.1 Formal Verification Techniques

Formal verification has been a well-established field of research for several
decades. Techniques such as Event-B and LTS have been widely used to
model and verify critical systems. Event-B, with its emphasis on incremen-
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tal refinement, allows developers to start with an abstract model and grad-
ually introduce details while maintaining system correctness. This method
has been successfully applied in various domains, including transportation,
aerospace, and industrial control systems.

LTS provides a powerful framework for modeling the behavior of concur-
rent and distributed systems. By representing states and transitions, LTS
helps in understanding complex interactions and verifying properties such as
deadlock-freedom and reachability. Tools like the Label Transition System
Analyzer (LTSA) facilitate the construction and verification of LTS models,
making them accessible for practical applications.

Despite their strengths, formal verification techniques face several chal-
lenges:

1. Applicability to Safety-Critical Systems: - Formal verification tech-
niques are well-suited for safety-critical systems and specifications. They
provide a high degree of assurance that the system adheres to its specifi-
cations through rigorous mathematical proofs. However, these techniques
are less suitable for use during the iterative and evolving phases of software
development, such as in Human-Machine Pair Programming (HMPP).

2. Resource Intensity: - Formal verification requires significant computa-
tional resources and time, especially for complex systems. This can limit their
practicality and make them less appealing for projects with tight deadlines
or limited resources.

3. Expertise Required: - The steep learning curve and the need for sub-
stantial expertise in formal methods and mathematical modeling can be a
barrier to their widespread adoption in the software development industry.

2.3.2 Program Segment Testing (PST)

PST is a novel approach proposed in this research to address the limitations of
formal verification in the context of HMPP. Unlike formal verification, which
aims to provide comprehensive proof of system correctness for completed
systems, PST focuses on detecting runtime exceptions in both partial and
entire programs during the software development process. PST is designed
to work within the HMPP framework, enabling real-time error detection
without human intervention.

The key advantage of PST is its ability to provide timely feedback on
runtime errors, allowing developers to identify and fix issues early in the de-
velopment cycle. This approach is particularly useful in agile development

20



environments, where rapid iteration and continuous integration are critical.
By automatically monitoring the program and reporting errors in the back-
ground, PST enhances developer productivity and reduces the time spent on
debugging.

2.3.3 Gaps in Existing Research

While formal verification offers valuable tools for improving software reliabil-
ity in completed and safety-critical systems, there are several gaps in existing
research that this dissertation aims to address:

1. Suitability for Iterative Development:

Formal verification is not well-suited for the iterative and evolving nature
of software development in HMPP. There is a need for methods like PST that
can provide real-time feedback and error detection during the development
process.

2. Tool Support and Usability:

While tools exist for formal verification (e.g., Rodin for Event-B, LTSA for
LTS), they often require significant expertise to use effectively. Additionally,
there is a lack of dedicated tools for supporting PST, limiting its widespread
adoption. This research evaluates current tools and highlights the need for
improved tool support to facilitate the effective use of PST in real-world
development environments.

3. Practical Applications:

While formal verification has been successfully applied in various do-
mains, there is limited research on the practical application of PST in real-
world development environments. This research will provide case studies and
experiment evaluations to demonstrate the effectiveness of PST in detecting
runtime errors and improving software reliability.

By addressing these gaps, this research aims to provide a comprehen-
sive evaluation of formal verification and PST, highlighting their individual
strengths and limitations, and proposing practical solutions for enhancing
software reliability in complex systems.
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Chapter 3

Formal Verification for
Software Reliability

3.1 Combined Formal Method

The combined formal methods approach involves using multiple formal meth-
ods to complete the modeling and verification of various system attributes
[83]. Clarke and others [24] pointed out in the 1990s that no single for-
mal method could fully address the core issues of complex system modeling
and verification in a completely satisfactory manner, suggesting the use of
combined formal methods. Recently, Almeida and colleagues [2] have also
argued that no current formal method can entirely meet the modeling and
verification needs of complex systems. They believe that, given the current
state of formal methods development, combining various methods and tools
is an attractive solution, hence advocating for the use of combined formal
methods.

Among the various combined formal methods, integrating model check-
ing and theorem proving is considered one of the most promising approaches
[24]. Ideally, this approach allows researchers to leverage the strengths of
both methods while avoiding their respective limitations. However, their
practical application still requires careful consideration of various factors. It
is crucial to clearly define the objectives and principles of the combination,
and to carefully choose the appropriate theorem proving frameworks and
model checking tools. Otherwise, it may increase the cost of modeling and
verification. To this end, we have summarized the typical views on the prin-
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ciples and objectives of combined formal methods from existing research to
guide the application of these methods in this paper.

1) Objectives of Combined Formal Methods

The objectives of combined formal methods clarify the capabilities that
the newly obtained combined methods should possess after integrating two
or more individual methods. According to literature [43], when combining
model checking and theorem proving for system modeling and verification,
the following goals should be achieved to some extent:

G1: The combined method should enable a higher degree of automated
verification for infinite state systems, minimizing the workload of in-
teractive proof that requires human intervention.

G2: The combined method should be able to verify larger state spaces
than those that can be handled by using model checking alone, while
also being capable of verifying complex control systems that are difficult
to verify using theorem proving alone.

G3: The combined method should be able to generate counterexam-
ples (i.e., traces that violate properties) for infinite state systems, thus
overcoming the limitation of theorem proving methods which can only
provide a result (correct or incorrect) without offering counterexamples.

2) Principles of Combined Formal Methods

In reality, not all formal systems can be combined with each other. There-
fore, when selecting two formal systems to be combined, the following prin-
ciples should be adhered to [43]:

C1: The transformation from one formal system to another should
be correct, ensuring the behavioral semantic consistency between the
model before and after the transformation.

C2: The transformation process should be bidirectional.

(C3: The transformation should be applicable at every refinement level
of the two heterogeneous models.

C4: The theorem proving framework should be robust enough to be
compatible with most model checking techniques.
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3) How to Combine

Even after selecting two or more formal systems as the sources for com-
bination, it is crucial to consider how to combine them effectively to achieve
the desired goals. Clarke [24] suggests that when combining model checking
and theorem proving methods, two key factors should be considered:

e F'1: Choose an appropriate style to combine the formal methods. The
chosen style should ensure that the advantages of each formal method
are preserved. For example, languages like Z, B, and Event-B are known
for their ease of understanding and low learning curve, making them
accessible and easy to promote. When combining these languages with
other methods, it is important to retain these advantages. Otherwise,
the combination loses its significance.

e ['2: Choose an appropriate meaning to combine the formal methods.
This means finding a common mathematical foundation for the par-
ticipating formal systems, such as LTS or automata. If the common
foundation is not well-defined, the combination may just result in a sim-
ple mix of the two formal systems, without providing any additional
benefits compared to using them separately. A clear interpretation of
the combination allows for the formal modeling of different aspects of
a system and facilitates the refinement and reasoning of the integrated
views.

3.2 System modeling and verification frame-
work based on combined formal methods

We adopt a modular decomposition approach to combine model checking
and theorem proving. This involves decomposing the system model within
the framework into verifiable fragments or components and then performing
integrated verification. Based on the objectives and principles outlined in
the previous section, and considering the strengths and weaknesses of vari-
ous methods as well as the modeling and verification needs of safety-critical

systems, this paper selects Event-B as the theorem proving framework and
LTS [84] as the model checking method.
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3.2.1 Event-B Theorem Proving Framework

Event-B [12] is currently one of the most software engineering-friendly formal
languages. Its approach of gradual refinement and automatic code generation
ensures the correctness and consistency of models while providing strong
support for software engineering.

Based on the following reasons, this paper selects Event-B as the refine-
ment framework for theorem proving methods:

e Event-B has a strict proof obligation generation mechanism and can be
combined with many model checking tools for joint verification, which
aligns with ”Principle C4”.

e Event-B models lack inherent behavioral semantics, allowing users to
assign various behavioral semantics based on actual needs, such as LTS
semantics, automata semantics, etc. This meets the requirements of
"Factor F2” and ”Principle C4”.

e Event-B models can be easily transformed into LTS models for model
checking. Literature [33] indicates that an Event-B model can be
viewed as a complex LTS, and existing work [85] 86, 87] has demon-
strated the feasibility of this transformation. This aligns with ” Princi-
ple C17.

e Event-B has a " UML-like” front-end iUML-B, which uses a Statechart-
like graphical representation to express Event-B model variables and
their states, and supports the expression of refinement relationships.
This is very beneficial for decomposing Event-B models into sub-models
that can be verified by model checking tools. This meets the require-
ments of "Factor F2” and ”Principles C2 and C3”.

We adopts a modular decomposition approach to combine Event-B with
other model checking methods. Specifically, the Event-B theorem proving
framework serves as the main framework, with model checking methods as-
sisting in property verification. This section first provides a brief overview of
the basic concepts of Event-B, including its modeling elements, refinement
framework, and proof obligations. It then analyzes the shortcomings of the
Event-B method, providing a basis for selecting model checking methods to
combine with the Event-B theorem proving framework.

1) Basic Modeling Elements
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An Event-B model consists of two parts: the Context and the Machine
[12]. The Context part includes the static elements of the model, while the
Machine part contains the dynamic elements. Contexts can be extended by
other Contexts and can be referenced by a Machine. Each Machine can be
refined by other Machines. The main components and refinement principles
of an Event-B model are shown in Figure |3.1]

Machine Context
Variables Carrier Sets
Invariants Sees Constants
Events N Axioms
> Sees
Theorems S Theorems
A N A
Refines } AN } Extends
,,,,,,,,,, [ Sa
Other . Sees . Other
Machines Contexts

Figure 3.1: Main components and refinement principles of the Event-B model

The Context of a model can include definitions of sets and constants, as
well as axioms describing the properties of these sets and constants. The
Context can also contain theorems that must be proven to be consistent
with the existing axioms. A Context can be extended by other Contexts and
referenced by one or more Machines. Additionally, a Machine can indirectly
reference a Context. For instance, if a Machine M can reference another
Context C'1 that extends Context C', then Machine M can indirectly reference
Context C.

The Machine in an Event-B model contains the description of the dynamic
behavior of the model. A Machine is composed of basic elements such as
Variables, invariants, Events, and Theorems. Variables, like constants,
correspond to simple mathematical objects such as sets, binary relations,
functions, and numerical quantities. An invariant I(V') is a logical expression
defined over a set of variables, representing the properties that must hold true
when the Event-B model performs various behaviors. Therefore, when the
values of variables change, the invariants should always remain true. The
preservation of invariants must be proven through the fulfillment of proof
obligations.

An Event-B Machine can contain one or more Events, which define the
possible state transitions of the model. Each event is composed of four el-
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ements: the event name, event parameters, guards, and actions. As shown
in Figure 3.2 guards are the necessary conditions for the event to be exe-
cuted, while actions describe the changes in state variables when the event
is executed.

Event

Name
Parameter
Guard

Action

Figure 3.2: The components of event in Event-B

An event can only be executed if its preconditions (guards) are satisfied.
When the guards of several events are true simultaneously, the specific event
to be executed is nondeterministic, meaning only one of the events can be
executed.

2) The Stepwise Refinement Framework of Event-B

In an ideal formal methods-based software development process (such
as the Correct-By-Construction approach), it is desirable to gradually add
design details from the highest level of abstract specification until the fi-
nal implementation specification is achieved. This introduces an important
concept: refinement consistency. Refinement consistency refers to how to
derive an implementation of a system from an abstract specification so that
it has behavior equivalent to the system specification. In other words, given
a concrete specification, how to ensure that its behavior is the same as the
system specification. This is a formal relationship problem between abstract
specifications and concrete specifications.

Refinement [88, 89| is a mechanism that allows model developers to grad-
ually add details to a system model until it becomes an implementable model,
ensuring the consistency between the refined model and the abstract model.
The main principle of refinement is that if the initial formal model is valid
and the refinement process is correct, then the stepwise refinement process
will yield a correct implementation model.

Refinement operators are mechanisms that support the transformation of
system models. They provide rules for converting an abstract model into a
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more concrete implementation model while maintaining the required prop-
erties [90]. Originally developed for the refinement of sequential programs,
refinement operators were extended by Back [91] to handle distributed and
concurrent system models through action system refinement.

Morgan [92] proposed a rule-based refinement method, which uses rules
to automatically transform a model S from one form into another form S’
This transformation S = S'(where S’ refines S) is valid only if S satisfies
all the expected properties of S. Since this method is rule-based, it ensures
that the concrete model is always a refinement of the abstract model.

Another refinement method is the ”posit-and-prove” method. This ap-
proach involves rewriting the concrete model based on the abstract model
(positing) and then using theorem provers or model checking tools to prove
that the concrete model is a correct refinement of the abstract model (prov-
ing). This method requires the modeler to manually verify the correctness
of the refinement, making it a non-automated approach.

Event-B and VDM use the typical ”posit-and-prove” refinement method.
As mentioned earlier, during the development of an Event-B model, the
abstract model is continuously rewritten into a more concrete model, and it
must then be proven that the concrete model is a correct refinement of the
abstract model. The required properties are specified as invariants, which
are predicates composed of state variables that must always hold true during
the refinement process. If the model needs to follow certain LTL properties
or timing constraints, these must also be specified as invariants and proven
to remain true throughout the refinement process.

According to Abrial [12], refinements in Event-B can be classified into
two categories: horizontal extension and vertical refinement. Horizontal ex-
tension involves introducing new objects into the model to meet system re-
quirements that were not modeled at the previous level, thus deferring these
needs to the next level. In a concrete Event-B model, this could mean in-
troducing new variables to represent the state of these objects and events.
For example, in an abstract model of a control system, only the controller
components might be included initially. In the next level of horizontal exten-
sion, controlled objects and the environment are gradually introduced until
the entire system is incorporated into the model.

Vertical refinement aims to add design and implementation details of
specific objects or components to the abstract model, further describing how
the system achieves a particular function. In Event-B models, this means
decomposing an event into more sub-events (edge refinement) or concretizing
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abstract state variables (node refinement). For instance, when modeling a
file transfer protocol, an abstract model might include a ”send message”
event, which could be refined into ”assemble message”, ”buffer message”,
and "transmit” events at a more concrete level.

In the actual system modeling process, both horizontal extension and ver-
tical refinement are typically used simultaneously. For concurrent systems,
horizontal extension is a very important method. It allows the modeler to
avoid facing all the system objects at once by gradually introducing each ob-
ject. Vertical refinement, on the other hand, allows for the behavior of each
object to be detailed from an initial abstract description to more concrete
implementation details.

Based on refinement operators, a theorem proving-based modeling lan-
guage can provide a framework for the stepwise refinement of a system. This
involves initially writing the highest-level abstract specification in mathemat-
ical language and then gradually refining the model step by step until it leads
to an implementation model. Each refinement step makes the model increas-
ingly concrete and closer to the actual implementation. In a theorem proving
framework, numerous related proof obligations ensure that each refinement
step is valid, meaning that the concrete model retains the properties of the
abstract model. Therefore, assuming the original model is correct and each
refinement step is proven to be valid, the system derived from or automati-
cally generated by the final model will have a high degree of reliability.

The stepwise refinement process of Event-B is as follows: the initial spec-
ification S is the initial model Mj; then it can be refined into a more concrete
model M, which is further refined into Ms, and so on, until the final imple-
mentation M, = E. This is show in Equation:

S=MyCEM{EM;EM;E..CM,=F

3) Proof Obligations in Event-B

To ensure the well-formedness and correctness of refinements, the Event-
B modeling and verification process involves generating a large number of
proof obligations using theorem proving tools (such as Rodin [93]). These
proof obligations must be correctly discharged to validate the model. Another
use of proof obligations is to ensure that certain invariants are maintained,
thereby guaranteeing that the system satisfies specific properties. The Rodin
proof obligation generator creates several types of obligations:

e Well-Definedness (WD): Ensures that the axioms, invariants, guards,
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and actions in the model are well-defined.

e Invariant Preservation (INV): Ensures that invariants are not violated
during state changes.

e Guard Strengthening (GRD): Ensures that the guards of concrete events
are a correct refinement of the corresponding guards in the abstract
model.

e Action Simulation (SIM): Ensures that the actions of concrete events
correctly refine the actions of the abstract events.

4) Limitations of Event-B

Although Event-B has many advantages, as Clarke pointed out, no single
formal system can meet all modeling and verification needs. Overall, the fol-
lowing limitations of Event-B make it challenging to fully meet the modeling
and verification requirements of partitioned operating systems:

(1) The Event-B Refinement Process Cannot Guarantee LTL Properties

From the analysis of the Event-B refinement process and proof obligations
in the previous section, it is clear that Event-B’s refinement is primarily at
the event level. This means the ” Action Simulation (SIM)” relationship only
ensures that if there is an event FA in the abstract model, there must be
a corresponding refined event KR in the refined model. The correctness
condition for both the abstract and refined models is simply that the guards
in the refined model are stronger than those in the abstract model.

However, there is an issue here: Does refining an event equate to refin-
ing behavior? Clearly not, because behavior is a sequence of events. In the
Event-B refinement process, even if the model fully complies with the Event-
B refinement process and all proof obligations are discharged, it cannot guar-
antee behavioral equivalence between the abstract and refined models. Here,
behavioral equivalence specifically refers to maintaining LTL properties.

As Schneider [37,89] and Thai Song Hoang [38] pointed out, the Event-B
theorem proving framework does not specifically provide proof obligations
for maintaining LTL properties. Typically, behaviors are ensured by adding
the required properties to the invariant section and proving they are not
violated during the modeling and refinement process. Alternatively, one can
use model checking tools like ProB to verify certain temporal logic properties.
Therefore, tools are needed to ensure the behavioral equivalence between the
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lower-level and upper-level models, thereby ensuring that LTL properties and
timing constraints are maintained throughout the refinement process.

(2) Event-B is Not Well-Suited for Expressing and Verifying Control Flow

As a modeling language based on first-order predicate logic, Event-B
inherently struggles to express the control flow of a system—the sequence of
events that occur. Although there has been extensive research on expressing
control flow in Event-B, such as the AD/ERS method, Flow method, and
CSP || Bmethod, these approaches have not been as intuitive as graph-based
formal systems for representing control flow. Essentially, an Event-B machine
consists of a "flat” collection of events. Moreover, Event-B lacks inherent
behavioral semantics. While Butler has given Event-B behavioral semantics
using a behavioral systems approach, and Hoang has assigned refinement
semantics using the CSP method, these efforts still fall short of providing
direct behavioral formalism like L'TS.

The lack of behavioral semantics poses a significant challenge to verify-
ing LTL properties in Event-B models. Extracting the behavioral semantics
directly from an Event-B model can require extensive learning and analysis.
For instance, the MBT (Model-Based Testing) method [94], 05, [96] acquires
the behavioral semantics of an Event-B model through model learning. How-
ever, this approach does not directly provide behavioral semantics within the
model. Providing explicit control flow constructs during the process of as-
signing behavioral semantics to Event-B models offers a more reasonable
path.

(3) Event-B Models Do Not Support Composition and Decomposition of
Concurrent Objects

Composition and decomposition have long been classic methods for ad-
dressing model state space explosion. Although theorem proving methods
can theoretically handle infinite state systems, the cost of proofs increases
dramatically as the scale reaches the limits of automatic tools. Therefore,
researchers have proposed various methods to support the composition and
decomposition of theorem proving languages, such as Obj-Z, VDM++, and
the Decomposition method in Event-B [97]. However, the Decomposition
method struggles to achieve true decomposition, meaning that multiple sub-
system models can execute in parallel within the same machine.

Researchers have also developed the Modularisation method for Event-B
[98, 99, 100], but this approach is limited to interface-level decomposition.
The fundamental issue with these methods is their difficulty in converting
to automata-based formal models that support composition and decomposi-

32



tion. Colin Snook’s UML-B [101], 102, 103}, 104] and the subsequent iUML-B
method [105] use state machines to represent the transitions of concurrent
components or objects, which is closest to the model checking approach of
system modeling. However, current research on UML-B primarily focuses on
data refinement [106], with less emphasis on model composition and decom-
position.

Based on the above analysis, although Event-B provides a powerful theo-
rem proving framework, it has significant limitations in modeling and verify-
ing safety properties and supporting composition. These limitations make it
difficult to meet the modeling and verification requirements of safety-critical
systems. Therefore, it is necessary to complement Event-B with model check-
ing methods.

3.2.2 Choice of model checking methods

This paper chooses Finite State Process (FSP)[107] as the model checking
component in the combined formal methods framework.

1) LTS Modeling Language FSP

FSP, like CSP, is a formal specification language based on process algebra.
It provides a concise way to describe LTS using syntax similar to CSP, rather
than directly describing the system as a list of states and transitions between
them. The reasons for choosing LTS as the behavioral modeling language for
Event-B in this paper are as follows:

(1)Firstly, the foundation of model checking is the transition system [3].
The essence of model checking is to exhaustively search to determine whether
all states of a transition system satisfy (or do not satisfy) certain behavior
properties expressed in some form of temporal logic. Although researchers
have proposed numerous formal systems based on automata or process alge-
bra to model system behaviors, such as CSP [10§], CCS [109], and Interface
Automata [110], these formal systems typically use LTS as their behavioral
semantics model. Therefore, this paper uses LTS as the behavioral seman-
tics model for Event-B, fundamentally addressing the limitations of other
methods (such as C'SP || B) that cannot be universally applied. Another
advantage of using the combination of LTS and Event-B is the ability to
further utilize variants of LTS, such as IOLTS and TIOTS, to achieve more
powerful analysis and verification capabilities.

(2)FSP was originally invented for modeling the behavior of multithreaded,
concurrent systems, making it highly suitable for the behavioral modeling of
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safety-critical systems. Like CSP, the FSP model is an event-based model,
allowing the system to be described as a set of interacting components, each
modeled as a state machine. The visual state transition diagrams of FSP
provide valuable insights and support for understanding the control flow in
Event-B models. Using the FSP modeling language, two or more LTS can
be combined at any level of granularity. This is of great significance for mod-
eling control flow in the stepwise refinement process of Event-B models and
for the separate analysis of control flows between components.

(3)The FSP model provides a foundation for a wide range of automated
analysis techniques, particularly deadlock analysis, model simulation, and
model checking. Variants of linear temporal logic, such as Fluent Linear
Temporal Logic (FLTL) [111], can be used to check various temporal isola-
tion properties, including liveness and safety properties, of the LTS system
models.

3.3 Preliminary of Event-B and LTS

3.3.1 LTS and its Combinations

LTS belongs to a specific category of automaton, which is widely used to
model and analyze the behavior of concurrent and distributed systems [112].
LTS is a state transition system in which the transitions are marked as ac-
tions. The set of actions of the LTS is called its communication alphabet
[T13]. The following is the formal definition of LTS and its composition.

Definition 1 (LTS [1]): Let States represent a universal set of states,
Acts represent a universal set of actions, and then an LTS P is defined as a
quaternion P = (@, >, A, q) where:

e () C States, representing the state set of P;
e ¥ = aP(aP C Acts), representing the action set of P;

e A CQ x X X Q, representing the transition relation in P, these tran-
sitions are labeled with the elements in 3;

e ¢ C @, representing the initial state of P

If P'=(Q,%,A,q¢), and (¢,a,q') € A, LTS P can be converted to LTS
P’ by action a(a € Acts), denoted as P % P’ .
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We need to use the parallel composition of LTSs to express the interaction
between multiple LTSs. The following gives the definition of LTS parallel
composition.

Definition 2: Parallel composition of LTSs: The parallel composition
of two LTS M = (Q1,%1,A1,¢1) and N = (Q9, 3, Ao, qo) is expressed as
LTS(M || N) = (Q1 X Q2,%1 X 39, A,(q1,q2)), where || is a commutative
and associative operator, which means:

LTS(M | N) = LTS(N || M)

In addition, A is the minimum relation that satisfies the following con-
straints:

M M
_ a¢aN (1)
M|NSM|N
NS N
m -a ¢ aM (2)
M| N%MI|N
MM NSN
’ a#T (3)

M|N3M | N
where a € Y1 U X5, 7 denotes an action that is internal to a subsystem, and
therefore unobservable by its environment.

3.3.2 Event-B, iUML-B State Machine and Its Com-
bination

Event-B is a formal modeling language evolved from the B method. An
Event-B model consists of two parts: machine and context. The context
describes the static elements of the system, including sets, constants, axioms,
and theorems. The machine uses variables and events to describe the dynamic
behavior of the system. In Event-B, an event consists of guards and actions,
which can usually be expressed as:

e:=WHEN guards THEN actions END

When the guards of the event are satisfied, the event can be triggered, and
the expression in the actions part describes the change in the state variable
when the event occurs.
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However, since Event-B is based on set theory and first-order logic, there
is inevitably a problem that modeling is not intuitive enough. Therefore,
C. Snook invented a UML-like Event-B graphics front-end called UML-B [2].
UML-B uses common class diagrams and state diagrams to describe the state
and actions of the system. The system model represented by UML-B can
generate the corresponding Event- B code directly on the Rodin platform
[93]. As UML-B is continuously applied and expanded, UML-B has evolved
into iUML-B.

Each iUML-B state machine can automatically generate some code and
embed it into the Event-B model. When there are multiple iUML-B state
machines in an Event-B model, the behavior of the model is affected by
all automatically generated code. In order to facilitate the analysis and
verification of the behavior of these state machines, this article uses "®” to
represent the combination of iUML-B state machines. Its definition is as
follows:

INITIALISATION (a0 | @O (g

\_/ “a_off |_/ .

 T_on o

INITIALISATION |10

J° roff ——

Generate Code ® __Generate Code
Automatically Automatically

Combiantions of

State Machines
Event-B Model

A 4

a_on 2 r_on 2 a_off S r_off 2
WHEN WHEN WHEN WHEN
@guardl:r=0 @guurdl:{a=1 @guardl:r=1 @guardl:}l=0
@guardZ:a’f: 0 @guard2ir=0 @guard;?‘a =1 @guardr =1
THEN { THEN .~ THEN .~ THEN
@actionl:a“xg: 1 “‘@Qctionlzr = 1---—@actionl:a == 0~ "'@ictipnlzr =0
END .| END END A END

Figure 3.3: Combination of iUML-B state machines

Definition 3: Combination of iUML-B state machines: The Event-B
model generated by the combination of two iUML-B state machines Stm;
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and Stms is symbolically expressed as:
M = Stm1 X Stm2

Further, the Event-B model generated by the combination of N iUML-B
state machines Stmy, Stma, ..., Stmy is symbolized as

M =), Stm;

For example, the Event-B model shown in Figure [3.3]is the combination
of the state machine in the upper left corner and the state machine in the
upper right corner.

3.4 Methodology

In order to combine Event-B and LTS in the process of system modeling and
verification, we first work out the differences and connections between the
event-based refinement process of Event-B and the state-based refinement
process of LTS. Then we propose to use the graphical front-end iUML-B of
Event-B to obtain a unified representation with LTS, and verify the bisimula-
tion equivalence between them. Finally, we briefly discuss the improvements
of this method.

3.4.1 Refinement Process in Event-B and LTS
1) Event-based Refinement Process

Refinement is a technology in which engineers build abstract models for soft-
ware based on requirements documents in requirements analysis, and the
process of modeling will build a series of more and more accurate models
of software. Therefore, the refinement process is a process of increasing the
function of the system and adding details. The establishment and refinement
of the entire system model are completed by the decomposition and addition
of events. Take Figure as an example, in general, the refinement of the
Event-B model follows the following process:

e Define an abstract event (F1 )

e Perform one or more of the following two operations:
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— Refine abstract events into (one or more) concrete events (Fy g is
decomposed into E 1 and Es 1) and add order constraints between
concrete events (E;_; occurs before Fy1); or

— Add a new event (F35) and add a constraint relationship between
the new event and the original event (FE35 occurs before E 5).

e Repeat the second step until the final refined model is obtained.

1) Abstract event decomposed

M, Eio _ into refined events
N < A - ~__2) Add constraints between
Refi t \ - refined events
v J— — ;\;\
M] \\ Ei. — ul Ey | 3) Add new events
h i VAN 1 K
Ref / g
K
M, _Ei2 1 Eo | | Ezz | 4) Add constraints between
Sl _-“4—|><—" " newand old events
Refinement
p L] N - N , N P == N\
[ Eq« )| E; « J \\ E3_x J Ek_x J
f
Refinement ‘
Mn """ 7 \\ E] n ‘/\ \ E2_n /\ \\ E3_n \ \ Ek_n ‘ ‘ Em_n )

Figure 3.4: Event-based refinement process

This approach is very beneficial for expressing event-based systems, but it
also brings about several problems: First, the refinement process is not clear,
and there is no clear distinction between horizontal expansion (i.e., adding
new objects) and vertical refinement (i.e., decomposition of the original ob-
ject), for example, it is difficult to distinguish whether Es; is decomposed
from E;  or a newly added event in the model. Second, it is difficult to model
and analyze concurrent objects. In Figure [3.4] the newly added objects and
the interaction and constraints between these new objects and the original
objects cannot be seen. Third, the event-based refinement process is difficult
to smoothly transform into a state-based expression.

2) State-based Refinement Process

The refinement of an LTS refers to a transformation from an abstract state
machine into a concrete machine. An LTS model can be constructed by
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means of a number of refinement steps. Specifically, such a refinement process
includes the following actions:

e Establish an abstract behavior model of the system, usually an object
containing a few states (an object O; containing states A and B).

e Perform one or more of the following two operations:

— Decompose the state (transition) in the object into several con-
crete states (transitions) (state A is decomposed into D and C,
and event e is decomposed into ey, e, €5), and/or

— Add new states, which is to add new objects (an object Oy com-
posed of state G, I and K) and add behavioral constraints between
new and existing objects (some constraints between objects O
and 02)

e Repeat the second step until the final refined model is obtained.

1)Abstract state decomposed

3) Add constraints between
new and existing objects

M ~  into refined states
0 s . /
2) Add new objects ,
N -——————_——- > A177777/77
Refinement >
M,
Refinement
M, |
Reﬁnﬂment 777777777 777777777
|

Figure 3.5: State-based behavior refinement process

The state-based refinement process is depicted in Figure [3.5] It can be
seen that this refinement process is actually the decomposition and addition
of the state in the object. The advantage of this expression is the ability
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to clearly express the objects that make up the system and the interactions
between the objects. The weakness is that the refinement relationship be-
tween the abstract model and the refined model is not clear. People cannot
understand the correspondence between transitions or states in the refined
model, and corresponding elements in the abstract model even by analyz-
ing the model. For example, it is difficult to distinguish the correspondence
between the states C, D, E, F in M; and A, B in M; in the model.

It can be seen that event-based refinement and state-based refinement
have their own advantages and disadvantages. The former is strong in main-
taining the vertical refinement relationship between the refined model and
the abstract model, while the expressive ability in the addition of concur-
rent objects is weak. The latter is just the opposite. It can clearly express
the behavioral interactions between objects, but lack the ability to express
the refinement relationship of the model. Although studies have been con-
ducted on how to transform an Event-B model to LTS, neither has been able
to fundamentally resolve the syntactic and semantic gap between the two
expressions, making it difficult to achieve a unified representation [4].

3.4.2 Unified Representation

This section uses the graphical front-end iUML-B of Event-B to obtain a
unified representation with LTS, so as to reduce the syntactic and semantic
gap between LTS and Event-B, thus realizing the purpose of achieving an ap-
propriate combination. We achieve the combination by taking the following
actions:

(1) The iUML-B state machine is used as a bridge between Event-B and
LTS. We use the iUML-B state machine to express the state transition and
time-lapse of an object, and use the combination of these state machines to
express the behavioral interaction of concurrent objects. Here, we use the
slightly modified BRP protocol model in Abrial’s article as a case for an
explanation [5]. As shown in Figure 3.6 this model contains three objects:
sender, receiver,and timer. The sender is responsible for sending data to
the channel, the receiver is responsible for receiving the data in the channel,
and the temer is used to record the time. We model them separately. When
they are combined, some behavioral interactions occur. For example, after
the sender sends the data (send_data), at this time, each time the tick_tock
event is triggered, the timer ¢ will increase by one time unit. If the receiver
receives the data within five time units, it means the reception is successful
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(rcv_success), so the guard of this event is "¢ < 5”7, which is the prerequisite
for the event to occur. However, if there is no reception within five time units,
it means the reception failed (rcv_failure). Therefore, the precondition for
this event to occur is 7t > 5”. Regardless of whether the reception is suc-
cessful or unsuccessful, the timer will be reset, so the action of rcv_success
and rcv_failure is "t:= 07, which is the result of the event.

In this way, we use the iUML-B state machine to simulate the expression
of LTS in system modeling, that is, to separate the objects in the system and
model them separately, which provides a basis for completing the smooth
transition from Event-B to LTS.

S1 ] Guard: t<=5_______[R1_

INITIALISATION (g5~ —
ormTON s |y
Sfail |
send Jam e e

A
rev_success (Rsuce |

5 6 end ﬁg\'
Rfail

rev_failure @ ———_ _

Action: t:=0

)ﬂL.. ® INITIALISATION [Ro

receiving_data

(a) Sender State Machine (b) Receiver State Machine

\
\

@ INITIALISATION _k:‘a“" Guard: t5

ﬂ Action: t:=0

Action: t:=t+1
1
tick_tock €«---~
(c) Timer State Machine

Figure 3.6: Timer State Machine

(2) In the vertical refinement direction, the node refinement of the iUML-
B state machine is used to represent the node refinement and edge refinement
in the state transition system [6], that is, state decomposition and transition
decomposition. Figure [3.7(a) is an initial state transition model. If we want
to refine the event part into an event sequence enter — loop* — part (*
means this event can occur from 0 to countless times), then we can adopt
node refinement and edge refinement respectively to complete.

Node refinement is to replace a state in the abstract model with a super
state in the refined model, then add new states within the super state, and
add events between the states. As shown in Figure 3.7(b), the state I in
the abstract model is replaced with the super state I , in which a state [
with the same name and a new state J are added, two opposite edges are
added between state I and J to represent the events enter and part, and
add a reflexive edge to the state J to get the required sequence of events and
complete the refinement.
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Figure 3.7: State refinement and edge refinement

Edge refinement is to replace the edge between the source state and the
target state with a super state, and add some intermediate states to satisfy
the target event sequence. As shown in Figure (c), first replace the edge
part with the super state I , then add an intermediate state J, and finally
use the edge marked by the event to connect the states to complete the
refinement.

i
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(a)Abstract model (b)Refined model

Figure 3.8: Node refinement of iUML-B state machine

For a state transition system like LTS, both state-based refinement meth-
ods can be uniformly represented by the node refinement of the iUML-B state
machine. After node refinement of the abstract model in Figure [3.8(a), the
refined model shown in Figure [3.§(b) is obtained.We retained the original
I state and made it a super state. Since the state with the same name is
not allowed in the iUML-B state machine, we add an I; node to replace the
original I node, and the rest of the states and transitions are constructed as
shown in Figure [3.7|(b), that is, the refined model is obtained.

This means that all vertical refinement of LTS can also be achieved by the
iUML-B state machine. Since the iUML-B state machine model is consistent
with its automatically generated Event-B model, it can ensure the consis-
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tency between the event-based vertical refinement process of the Event-B
model and the state-based vertical refinement process of the LTS model.
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Figure 3.9: Combination of L'T'Ss

(3) In the horizontal expansion direction, we achieve the purpose of adding
new objects in the state transition system by adding new iUML-B state ma-
chines, and adding transition edges between states to add constraints between
new objects and existing objects. The Press system [13] includes multiple
components such as controller and motor. In the abstract model, there is
only the controller LTS, and correspondingly only the controller iUML-B
state machine, as shown in Figure [3.9(a0) and Figure [3.10)(a0) respectively.
When we want to add a motor object, the first is to add the motor iUML-B
state machine, then consider adding the constraints between the motor and
the controller. For example, if the controller issues a start command, the
motor must respond. To put it bluntly, after the treat_start_ motor event
occurs, the motor_start event must occur immediately. In order to meet this
constraint, we can add a reflexive edge "motor_start” to the "ma_working”
state in the controller iUML-B state machine. Other constraints can be
added one by one using similar operations, and finally we get an iUML-B
model with the same behavior as the LTS model.

The horizontal expansion of LTS can be realized by adding new states
and events in iUML-B. Similarly, because the iUML-B state machine model
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Figure 3.10: Combination of iUML-B state machines

and the Event-B model are consistent in behavior, it also means that the
horizontal expansion of the Event-B model is supported, thereby ensuring the
consistency of the event-based horizontal expansion process of the Event-B
model and the state-based horizontal expansion process of the LTS model.

In the introduction, we mentioned that one of the main problems of the
current integrated formal method is that there are gaps in the syntax and
semantics of different formal methods, and that the system is modeled from
different perspectives by modeling objects separately. There is no guaran-
tee that the final system models will meet the same system requirements.
Therefore, we consider first establishing the iUML-B model of the system,
and then transforming it to the LTS model.

Since the iUML-B state machine itself is only an expression of the Event-
B, which cannot directly obtain the corresponding LTS model. Therefore,
we need to transform the iUML-B state machine model into the LTS model.
When constructing the LTS behavioral semantic model, the central idea is
to treat the Event-B model as a combination of all state variables, and at
the same time treat each state variable of the Event-B model as an atomic
LTS. Therefore, the LTS behavioral semantics model of the Event-B model
is a parallel combination of all atomic LT'S.

According to the description in our previous work [7], we use the following
transformation rules:

Rulel: Each variable in the Event-B model is modeled as an atomic LTS,
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and all possible values for this variable form the state space of this atomic
LTS.

Rule2: For each atomic LTS P, if an event e in the Event-B model changes
the value of its corresponding variable from s; to s, then we add an element
(51 — s9) to the transition set of this atomic LTS.

System Requirement

Construction
\ 4

iUML-B State
Machine Model
Automatic
Generate epresentation
Event-B ~ LTS P LTL Property
Model Manual Transform Model Properties Expressions

Verification

Figure 3.11: System modeling and verification process

During the construction of the model, Rodin will generate a large number
of proof obligations for the Event-B model. Only when these proof obliga-
tions are correctly proved can the correctness of the model be guaranteed. In
addition, invariant proofs are also used to verify whether the system violates
the corresponding properties, including safety properties and liveness proper-
ties. However, the Rodin platform’s ability to automatically prove properties
is weak, which means that interactive proofs are required to manually derive
property expressions, which consumes a lot of time and energy, and requires
researchers to have a high mathematical foundation. LTS can use LTSA,1
a highly automated tool, to perform the lineal temporal logic (LTL) prop-
erty expressions constructed according to the system requirements to verify
whether the model meets the required properties. Therefore, we consider the
property verification of the Event-B model to be done indirectly by verifying
the properties of the LTS model. The premise is that there is equivalence
between the Event-B model and the corresponding LTS model, which we
prove in Section 3.4.

The application of these rules can be illustrated by a simple example as
shown in Figure When we model and verify the actual system, we first
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establish its iUML-B state machine model according to the system require-
ments, secondly use the Rodin tool to automatically generate its Event-B
model, then convert it to the corresponding LTS model according to the
transformation rules. Finally, we verify whether the LTS model satisfies the
necessary properties.

3.4.3 Proof of Equivalence

In order to prove that our method is correct, we give a proof of the bisimu-
lation equivalence between the LTS model and the Event-B model, so as to
ensure that the Event-B model generated from iUML-B model is consistent
with the LTS model translated from the same iUML-B model. First, we give
the definition of bisimulation [§].

Definition 4 (Bisimulation Equivalence): Let LT'S; = (Q;, X, Ai, ¢i), i
= 1,2, be labeled transition systems over the actions set ¥. A bisimulation
for (LTS, LTS,) is a binary relation R C ()7 X Q2 such that

e for the initial state ¢; and ¢2, (¢1,¢2) € R
e for any (si,s2) € R, it holds that

— if 51 51 s}, then sy 5 s, with (s}, 5,) € R for some s, € Q,

— if 59 59 55, then 51 5 s, with (s, 5,) € R for some 5] € Q,

LTS, and LTS5 are bisimulation equivalent, denoted as LTSy ~ LT'S,, if
there exists a bisimulation R for (LT'Sy, LT'S;). The bisimulation equivalence
relationship is transmitted, i.e., LT'S| ~ LTSy AN LTSy ~ LTS3 — LTS ~
LTS;.

In the previous section, we mentioned that a system LTS is composition
of multiple atomic LT'S,:

LTS(System) =||i_; AtomicLTS; (4)

where i is the sequence number of the atomic LTS, and n is the total number
of atomic LT'Ss.

The following is the proof process:

(1) We first establish an atomic LTS AtomicLTS = (Q, %, A, q) based on
the atomic iUML-B state machine. The construction process is as follows.
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(a) An "atomic iUML-B state machine” is defined as AtomicStm =
(Node, E, Edge, InitNode), where Node represents a set of nodes in the
iUML-B state machine; E represents the set of events that linked on the
edges of the iUML-B state machine; Edge C Node x E x Node represents
the set of edges in the iUML-B state machine; InitNode represents the initial
node of the iUML-B state machine, which is the target node of the edge that
is linked to the Initialization event.

(b) In the process of establishing the atomic LTS, let @ = Node, ¥ =
E,A = Edge,q = InitNode. For example, if there is a node s; (edge e) in
atomic iUML-B state machine, a state s; (transition t) is also added in the
corresponding atomic LTS. This mapping process is very easy to operate,
and we will not explain it further.

(c) Generate the Event-B code from the iUML-B state machine using the
automatic code generation tool Rodin.

(2) In the following, we prove that the Event-B model generated by Atom-
icStm is bisimulation equivalent to the AtomicLTS translated from the same
AtomicStm.

We define an Event-B model as M = (V, Event, Guard, Action, Vi),
where V' represents variables set of M, Fvent represents event set of M,
Guard represents guard set of M, Action represents action set of M, and
Vinit Tepresents the initial value set for each element in the V. We define the
LTS corresponding to the M as LT'S(M) = (Qar, Xary Anry Gar)-

We named an Event-B model generated by AtomicStm as My = (Vy,
Event s, Guard s, Action g, Vinira). It should be emphasized that at this time
there is only one element var in V4, and Vj,;;4 is the initial value of this
element, because an AtomicStm only describes the change of one variable.
FEvent 4 represents events that modify the value of var, and Guard, repre-
sents those guards that contain var in the when clause of an event. Similarly,
Actiony represents actions that modify the value of var. We assume that
the type of var is D, that is, var € D, then the state space of var is D.

Since the code of My is generated by AtomicStm, we have LTS(Atomic
Stm) ~ LTS(My) = (Qua, Xma, Apa, qua). If an Event-B model M is
generated by a combination of multiple atomic iUMLB states machines, then
we have

LTS(M) =[[izy LTS(Ma;) (5)

where ¢ is the sequence number of the atomic iUML-B state machine, and n
is the total number of atomic iUML-B state machines.
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We explain the equivalence between AtomicLT'S and M4 according to the
rules of Rodin for generating Event-B code from the iUML-B state machine.

(a) First, Rodin will generate a variable based on one AtomicStm and
automatically generate a SET which contains all possible values of this vari-
able. For example, an AtomicStm named node which contains n nodes (e.g.,
S1, 82, ..., Sp) will generate

partition(Node, {s1}, {s2}, ..., {sn}) (6)

which means node € Node. As we mentioned in (1) (b), @ = Node. There-
fore, the state space D of variable node of Event-B model M, is equal to @,
and then Q4 = Q.

(b) Secondly, Rodin generates the following code based on the edge that
links the Initialization event:

INITIALISATION := BEGIN node = s; END (7)

Since s; = ¢ (in the construction process (1) (b)), we have Vj,;; = ¢, and
then qpa = q.

(c) Rodin will generate an event named ”event_i” in the Event-B model
M 4 according to the event ”event +” which has been linked on the edge of
iUML-B state machine, and will generate the following code according to
each edge from the node s; to s; (where s; and s; are the node name):

event_i := when node = s; then node := s, (8)

Therefore, for a transition s; — s; in AtomicLT'S, there will be a cor-

responding transition s; even-t s;j in LTS (My). At the same time, for each

action a in AtomicL TS, there will be an event event_i corresponding to it in
the Event-B model M. So, we have Ay = A.

(d)The reverse mapping process from M, to AtomicLTS is similar, and
we will not repeat them here.

(e) We can define a mapping relationship R so that AtomicLTS and LTS
(My4) comply with the requirement of bisimulation equivalence. In fact, this
R can be a renamed function, such as R(Sender) = sender. Now we get

LTS (AtomicStm) ~ LTS(Ma) ~ AtomicLTS 9)
(3) Finally, we use the theorem in the literature [§].
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Lemma 5 (Congruence w.r.t LTS Composition): For labeled transition
systems LT'S; and LTS; over X1, LTSy and LTS; over Yo, and H C X1 N,
it holds that

LTS, ~ LTS,

LTS, ~ LTS,
impliesLTSy ||y LTS, ~ LTS, ||z LTS, (10)

According to expression (4) and expression (5) and Lemma 1, we have
Iy LTS(Ma;) ~|7y AtomicLTS; (11)

That is, the LTS model LTS (System) of the system and the LTS model
LTS(M) of Event-B model obtained according to the mapping rule of (1) are
bisimulation equivalent:

LTS(M) ~ LTS (system) (12)

3.4.4 Discussion about the Ability of the Method

Having presented the proposed method, we need to discuss about the ability
of the method in modeling and verification. We focus on the following four
points for the discussion:

(1) LTS does not support model refinement, but the combination with
Event-B gives it the ability for refinement.

(2) Use iUML-B state machines to model the behavior of concurrent ob-
jects and make up for the defects of Event-B in the expression of control
flow.

(3) The iUML-B state machine is used to simulate the process of modeling
concurrent objects in LTS. In the simulation, the combination/decomposition
of the Event-B model is transformed into the combination/decomposition of
the iUML-B state machine to avoid the learning of some complex methods
in Event-B, such as Decomposition [9].

(4) iUML-B expresses the interaction between concurrent objects by means
of constantly adding new state machines, which solves the problem that
Event-B is difficult to express the interaction semantics of concurrent ob-
jects.
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3.5 Experiment

To demonstrate the practicality of the method proposed in the previous sec-
tion, we use an ARINC653 specification example to describe how it is used
in practical applications in this section.

3.5.1 Introduction to the ARINC653 Specification

The ARINC653 software specification describes the kernel and related ser-
vices of the standard APEX (Application Executive) [I0]. These services
are supported by a variety of safety-critical real-time operating systems
(RTOS) for use in avionics. The APEX services specified in ARINC653 Part1
mainly include partition management, process management, time manage-
ment, intra-partition (inter-process) communication, inter-partition commu-
nication, health monitoring, etc. These services determine the highly con-
current features of a Partition Operating System.

e Partition management services: In the ARINC653 specification, only
the mode of the partition and the service of obtaining/setting the par-
tition mode are specified. The partition mode includes IDLE, COLD
START, WARM START, and NORMAL four working modes. The
specification does not specify how the partition mode switching is im-
plemented. Therefore, in the specification level modeling, only the
phenomenon needs to be concerned, and there is no need to consider
the object that triggers the phenomenon.

e Process management services: these services include creation, suspend,
resume, stop, start, get process identifier and state, disable/allow pro-
cess scheduling, and other functions. When modeling the state transi-
tion of the process, it is necessary to consider the mode in which the
partition is located. For example, a process can start only when the
partition is in NORMAL mode.

e Time management services: these services include services such as de-
layed waiting, periodic waiting, increasing process time budget, and
obtaining current time value, etc.

e Inter-partition communication services: these services are mainly com-
posed of queue port services and sampling port services, including ser-
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vices such as creation, read/write, and status acquisition of these two
types of ports.

e Intra-partition communication services: the intra-partition commu-
nication specifies various services that can be used for synchroniza-
tion and mutual exclusion between processes within a partition. It is
mainly designed around four objects, including buffers, blackboards,
semaphores, and events.

e Health monitoring services: the health monitoring specifies the fault
response and processing mechanism of the partition operating system,
including three monitoring levels: system level, module level, and par-
tition level.
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Figure 3.12: Modeling process of the ARINC653 model
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3.5.2 ARINC653 Specification Modeling

In this section, we use our method to model the ARINC653 specification.
Separate the concurrent objects that produce phenomena in the specification
in the horizontal direction and model the interaction between these objects.
In the vertical direction, we gradually refine the behavior of concurrent ob-
jects to ensure the behavioral consistency between the concrete model and
the abstract model.

In order to reach the goal of making concurrent objects separated, we
divide the objects involved in the specification into partitions, processes,
inter-partition communication objects (queue port and sampling port), intra-
partition communication objects (buffer, blackboard, event, semaphore), and
use the method proposed in the previous section to complete the modeling
of ARINC653 specification model, as shown in Figure [3.12]

We start with building the abstract model that only contains partitions,
and then take four refinement steps to complete the modeling of all the
required services except the health monitoring service. Figure shows
the final specification containing the models of partitions, processes, intra-
partition communication objects and inter-partition communication objects.
Next, in this paper, we use partitions and processes as an example to describe
our modeling process.

partition[1].create_partition

Init | create_partition|Partition_Mode
- partition[2] create_partition

INITIALISATION N N sarttion m
partltlon_mode_transltmn

‘partition|2] partition_mode_tpartition[1] partition_mode_transition

o

(a) Partition initial iUML-B model (¢) Partition initial LTS model
create_partition 2 partition_mode_transition 2
STATUS STATUS
ordinary ordinary
ANY ANY
Partld Partld
WHERE WHERE
isin_Init : part(Partld) = Init isin_Partition Mode : part(Partld) = Partition_Mode
THEN THEN
enter Partition Mode : part(Partld) := Partition Mode skip
END END

(b) Partition initial Event-B model

Figure 3.13: Partition initial model
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Partition

In the abstract model MO of the system, we introduce the initial partition
model, including the established partition iUML-B state machine model,
the automatically generated partition Event-B model, and the transformed
partition LTS model, as shown in Figure [3.13] It should be mentioned that
in order to more easily and effectively simulate the model, we define two
partitions in the model.

set_partition_mode_from_idle_to_coldstart

set_partition_mode_from_idle_to_warmstart

%

. " set“partition_mode_to_normal
set_partition_mode_ta| coldstart-. 5

(Partition_Ready | partition_start (Cold__Start (Warm Start T~ {wErE Idle

partition_suspend R — \\
create_partition oz e B
ﬂ set_partition_mode_to_warmstart— N
o T : — || set_partition_mode_to_idle
@ [NITIALISATION (partition_schedule ':‘ partition_suspend——— -\
: artition_resume ¥
INITIALISATION Partition_Suspend
partition_start, partition_resume k:‘

(a) Partition_Schedule (b) Partition_Mode

Figure 3.14: Partition model in iUML-B

After a partition is created (create_partition), the partition performs
mode transition (partition_mode_transition). However, in the initial model,
the mode of the partition is only modeled as one state (Partition_Mode),
paving the way for being split into multiple partition mode states in subse-
quent refinements.

partition[1]set_partition_mode_to_idle
partition]1].set_partition_mode_to_idle
partition[1].set_partition_mode_to_warmstart

artition[1..2]. fpartitio , partition_start;
partition(1.2].fpartition_resume, parition_start} ‘partition1].create_ppartition[1 jpartition[1.set_partition_partition[1] partition_suspend partition[1].set_partition_mode_to_idle

mutex:Partition_Schedule(0) partition.1:Partition_Mode -~
J 2 puniv.inn[l].asel _parv.iv.inn_n\ndza_ o_coldstart 0 partition[L]Set_partition_mode_to_warmstart
A
partition[L]set_partition_rpartition]1] partition_respartition[1].set, parition_mode_from_idle_to_warmstart
‘partition[1..2].partition_suspend el
artition[L] set_parition_mode_to_normal
UHon et pantt
partition[L]set_partition_mode_to_coldstart,
L
partition[1] set_partition_mode_from_idle_to_coldstart

(a) Partition Scheduling LTS (b) Partition Mode Transition LTS

Figure 3.15: Partition model in LTS

The initial model is refined layer by layer to obtain the final partition
iUML-B state machine model and the transformed LTS model, as shown in
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Figure and Figure [3.15] respectively. Since the code of the Event-B
model is too large, we will not present it. The model consists of two parts,
Partition_Schedule controls the scheduling of the partition, and Partition
_Mode shows the mode transition of a single partition.

At any one time, only one partition can be scheduled. As shown in
Figure[3.14] (a), when a partition is scheduled for the first time, the scheduler
schedules the partition to the running state by the partition_start event.
When the time window allocated to the partition ends, the scheduler sets it
to the suspended state by activating the partition_suspend event, and waits
for the next time window of the partition to arrive and then schedules the
partition again by the partition_resume event.

In Figure B.14 (b), one partition has four modes: WARM _START,
COLD_START, NORMAL, and IDLE. After a partition is scheduled
in a specified time window, it can be transformed between four modes in
different ways. For example, when the partition is in COLD_START or
WARM _START mode, it can be transformed into NORM AL mode by the
set_partition_mode_to_normal event.

Process

The operating system views the execution of a process as a transition between
a series of continuous process states. In order to complete the modeling of
the process, we introduce the initial model of the process in the first-level
refined model M1 and obtain the following iUML-B model, Event-B model,
and LTS model, as shown in Figure|3.16] For the same reason, we only define
two processes in the model.

The final process iUML-B state machine model and LTS model obtained
by refinement describe the more specific process state and state transitions
conforming to the partition mode, as shown in Figure and Figure [3.18]
respectively.

Combination of Partition and Process

After completing the construction of the partition model and the process
model respectively, we need to consider how to add the constraints brought
about by their combination in the model. For example, only when the parti-
tion is in Normal mode, can the process perform the startup operation. In
other words, all events related to process startup in the process model can
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process_schedule process[1].create_process

1 S —
(Tt | Create_process (Process_State |
 E— [ — Process
INITTALISATION
process_state_transition

process|[2]. {process_schedule, process_state_transiprocess[L].{process_schedule, process_state_transition}

(a) Process initial iUML-B model (c¢) Process initial LTS model

create_process £ process_schedule 2 process_state_transition 2
STATUS STATUS STATUS
ordinary ordinary ordinary
ANY ANY ANY
Procld Procld Procld
WHERE WHERE WHERE
isin_Initl : procO(Procld) = Initl isin_Process_State : procO(Procld) = Process_State isin_Process_State : procO(Procld) = Process_State
THEN THEN THEN
enter_Process_State : procO(Procld) := Process_State skip skip
END END END
(b) Process initial Event-B model
Figure 3.16: Process initial model
process[1] create_process|0] [1].{delaystart,_aperi , instart, start aperi , instart)
‘process{1].set_partition_mode_to_normal
processf{l].suspend
‘process(l]stop
——
‘process{1].set_partition_mode_to_normal  process[1stop, process[l} start_aperiodprocess_innormal process{1}.suspend
S o\ L o
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process.1:Process_State '/"\' i. /(‘\‘ i;\m/"\\i . ’/’é
[1].{process_schedule, timed_wait} 1) , time_our
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‘processi{1].{aperiodicprocess_finished, stop_self}’
rocess[L]stopprocpracess[1] set_ partition_mode_to_normal
e g nay or

preprocess{1]set_partition_mode_to_normal

‘process{1] stop

Figure 3.17: Process state transition model in LTS

only occur when the partition is in Normal mode. In order to meet this con-
dition, we need to add the reflexive edges of these events to the Normal state
in the partition model, as shown in Figure |3.19 The remaining constraints
can be added one by one using similar operations until the correct behavior
model is constructed.

3.5.3 Property Verification of the ARINC 653 Specifi-
cation Model

Labeled Transition Systems Analyzer (LTSA) is a tool that can be used to
check whether the specification of a concurrent system satisfies the required
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Figure 3.18: Process state transition model in iUML-B
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delaystart_aperiodprocess_instart, delaystart_aperiodprocess_innormal,
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resume, process_schedule

Normal Idle

Figure 3.19: Constriants from combination

behavioral properties. It models LTS and properties as state machines, and
then performs compositional reachability analysis between them to exhaus-
tively search for violations of the desired properties. In this section, we use
LTSA to perform the written LTL property expressions for property verifica-
tion on the established system LTS model, so as to ensure that the model we
built satisfies the requirements of the system. Table presents the statistics
for the properties that are automatically proved in the model.

Table gives the informal description of some properties that need to
be verified, and their formalization is given in Table [3.3] The symbols "[J”
and 7<{” in Table 3 represent ”Always” and ”"Final” in LTL, respectively,

Table 3.1: Number of properties that are automatically proved

Refinement Layer | Safety Properties | Liveness Properties
LO 1 1
L1 3 6
L2 12 17
L3 18 29
L4 29 44
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while the symbols "—=" and ”—" represent "negative” and ”implication” in
propositional logic, respectively.

We use LTSA to combine these property expressions with the constructed
system LT'S model to verify the behavior of the system. If there is a behavior
in the model that violates these properties, LTSA will give the sequence of
events corresponding to the behavior. On the contrary, it means that the

model satisfies these properties.

Table 3.2: Informal description of properties to be verified in the system
model

The serial Informal description of requirements
number of
requirements
SAF_1 Two or more processes cannot write into the same buffer
at the same time
SAF 2 Two or more partitions cannot be scheduled at the same
time
LIVE 3 As long as the process is waiting for resources, it will

eventually get resources or timeout

LIVE 4 As long as the process requests the port, it will
eventually get the port or timeout

LIVEDS As long as the start process event occurs, the stop event
of the periodic process or aperiodic process will
eventually occur

LIVE 6 As long as the time_wait event occurs, the time_out
event will occur

After verification, we do not get any information that violates the proper-
ties. In other words, as far as the current situation is concerned, the model we
have established is no error, but it does not mean that it is correct. However,
what we can confirm that as long as we write more property expressions and
no errors are reported after verification, the reliability of the system model
will be higher.
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Table 3.3: The formal description of properties to be verified in the system
model

The serial Formal description of requirements
number of
requirements
SAF1 —(Process[1].send_buf fer A Process|2].send_buf fer))

O
SAF 2 O(=(Partition[l].schedule A Partition|2].schedule))
LIVE 3 C(Processli].req-busy_resource —
O(Processli).receive_buf fer_available V
Processli|.time_out))

LIVE 4 O(Processli].send-buf fer_with full —
O(Processli].receive_buf fer_needwakeupsendproc V
Processli].time_out))

LIVE O(Processli].start —
O(Processli).periodicprocess_finished V
Processli|.aperiodicprocess_finished))

LIVE 6 C(Processli].timed_wait — <y Process|i|.time_out)

3.6 Results and Discussion

In this section, we compare our work with the work of Zhao et al., who used
Event-B alone to establish the system model of the ARINC653 specification
in Section[3.5.2) [11]. The simulation results on the Rodin platform show that
in each layer, the event traces of the model obtained using our method are
consistent with theirs. In their work, all Event-B code is hand-written by
the research team, which involves a large number of variables, invariants,
guards, actions and other elements. Such a huge workload requires a lot of
time and energy, and text-based programming also makes the code extremely
prone to errors.

The growth trend of these elements is shown in Figure [3.20] From the
perspective of statistical data, we can find a phenomenon: as the layer of
refinement increases, the number of codes grows extremely fast. The total
number of variables, invariants, guards and actions is 1374 when refinement
reaches the 4th layer. Moreover, it can be seen that the growth rate of guards
is the fastest, followed by actions. For more complex multi-level control
systems, this phenomenon will be more obvious, which means that the slope
of the two curves will be greater.
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Figure 3.20: Statistics in the Event-B model of the ARINC653 speicification
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Figure 3.21: Statistics in the iUML-B model of the ARINC653 speicification

In our work, we first use the states and edges linked with events in the
iUML-B to build system models, and use the pattern state machine proposed
in our previous work to improve reuse rate and programming efficiency [20],
and then use Rodin tools to automatically generate the Event-B model. The
growth trend of the main elements in the iUML-B model with the increase
of the refinement layer is shown in Figure Since one edge can link mul-
tiple events, the number of edges is greatly reduced, and modeling becomes
easier [12]. Although the variables and invariants in the code still need to be
written manually, the guards and actions with the highest proportion can be
automatically generated. In other words, the percentage of manual coding
we can save is roughly (833 4 390)/1374 = 89%.
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Another benefit of our method is that the control flow and behavioral
interaction become visible. Compared with Event-B’s event-based textual
representation, iUML-B state machine can express and analyze the event
order of the system easily.

Finally, we pointed out in [I3] that we choose LTS as the behavioral
semantic model of Event-B, and convert the Event-B model to the corre-
sponding L'T'S model, so that the behavioral properties of the Event-B model
can be analyzed and verified. From the point of view of behavioral semantic
verification of event-based method, this is an advantage.
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Chapter 4

Program Segment Testing for
Software Reliability

4.1 Overview of Program Segment Testing

H Workflow of Program Segment Testing:

Identification of
Program Segment
ee
) _ = — segment - - -
e € Construction of
...........................
oo o Sub-Program

Programming

"

1]
H -]
@ VE N sub-program Testing of
Feedback H Sub-Program
:
1]
1]

t

test result

Figure 4.1: Workflow of Program Segment Testing

The PST consists of three steps, as shown in Figure 4.1l During the
programming process, the developer works on the machine while the ma-
chine automatically monitors the code to identify program segments with
the potential to cause corresponding runtime exceptions. The program slic-
ing technique is then employed to construct a sub-program that creates a
suitable testing environment for the identified segments. Subsequently, the
testing phase takes place to determine whether the program segment will
cause a runtime exception. The test results are promptly provided as feed-
back to the programmer to help them correct the bug, if any. This entire
process is carried out by the machine in the background, ensuring it does not
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interfere with the ongoing activities of human developers involved in software
construction.

As bugs are discovered and eliminated, the subsequent bugs are con-
tinuously exposed, indicating an iterative process in the utilization of this
technique. This iterative approach is dedicated to developing programs that
ultimately do not have bugs leading to runtime exceptions.

Let us provide a detailed definition of the relevant concepts involved in
PST and the Algorithm [I that implements it.

Definition 1 (Segment). Let P be the program under construction, S;

Algorithm 1 Implementation of Program Segment Testing
Input: Program P
Output: Test Result

1: P < program

2: SEG < empty set

3: VAR < empty set

4: SUB + empty set

5: while P not ended do

6: SEG < ANTLR_Detect(P)

7. for each seg in SEG do

8: VAR, < Extract_Variables(seg)

9: SUBgeq < empty set

10: for each vin VAR, do

11: SUBgey < SUBgey U Program_Slice(P,v)
12: end for

13: if Has_Input(SUB,.,) then

14: Input Varsge, < Identify_Vars(SUB_seg)
15: T «+ Fuzz Test_Generation(Input_Varsse,)
16: for each t in T do

17: Result «— Analyze_Test(t)

18: if Result then

19: Report_Error(t, Result)
20: end if
21 end for
22: end if

23: end for
24: end while
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the i-th statement in P. Then SEG; is a segment of continuous statements
in the program that starts with the i-th statement:

SEG’L = {Sza Si+17 R SiJrnz‘*l}

where n; is the number of statements encapsulated within this segment.

Our practical observations have led us to recognizing that a segment
typically encompasses a single statement. Nonetheless, in scenarios where
adjacent lines of code contain operations that could possibly trigger the same
type of exception, we opt for efficiency by grouping these lines together as a
single segment. We will provide a more detailed introduction to this approach
in Section [£.2.2] Once the target segment is identified, the next step is to
create a suitable environment for testing these segments.

The initiation of exceptions within a segment frequently stems from incor-
rect assignments to specific variables, which we identify as our slicing criteria
of interest. Sole reliance on the program slice that pertains to a particular
variable to assess the likelihood of an exception being triggered proves to
be insufficient. This insufficiency arises because other variables in the code
segment might influence the value of the target variable, potentially precipi-
tating an exception. For example, the array access operation arrfi/ could lead
to an exception if the index variable 7 is improperly assigned. However, the
significance of 7 is not fully appreciated unless it is evaluated in conjunction
with the array variable arr. In isolation, slicing the program based solely on
the variable 7+ does not provide the comprehensive insight required for our
analysis.

To address this issue, we undertake program slicing for each variable
within the code segment. We then amalgamate the statements from these
slices, eliminating any duplicates and reordering them by their line numbers
to construct a sub-program tailored specifically for testing. This sub-program
encapsulates the collection of interactions and dependencies critical for un-
derstanding the behavior of the code segment under test. A detailed proof
of the feasibility of such an operation will be given in Section [£.2.2] Subse-
quently, we will provide a formalized definition of the sub-program derived
from a code segment.

Definition 2 (subProgram). Let P be the program under construction,
S; the i-th statement in P, VS{ the j-th variable in S;, SEG; is a segment of
continuous statements in the program that starts with the i-th statement,
SL! is a slice obtained by performing program slicing on P with (S;, V7) as
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the slicing criterion. Then, a sub-program for SEG; is

i+n;—1
subProgram; = U SL{, where 7 =1,2,... num;

7

where num,; denotes the number of variables in S;, n; represents the number
of lines of statement in SEG;,.

To generate specific test cases for the subprogram designated for segment
SEG;, we employ fuzz testing. This method uses a fuzzer to automatically
generate a large volume of random or semi-random input data for the in-
put variables. These test cases are designed to exercise different scenarios
and edge cases within subProgram;. Mathematically, we can describe this
process as T = Fuzz Test_Generation(Input_Varsse,).

To observe if an exception occurs during the execution of the gener-
ated test cases T, we define an exception function Analyze Test: T —
{true, false} that maps the executed test case to the occurrence of an excep-
tion. Analyze_ Test takes a test case t € T and returns true if an exception
occurs, and false otherwise.

From the analysis above, it is evident that to implement PST effectively,
we must address the following three key challenges:

e RQ1: How to identify program segments that have the potential to
cause runtime exceptions?

e RQ2: How to construct sub-programs to provide a suitable testing
environment for these segments identified?

e RQ3: How to perform the testing to determine whether these segments
will trigger runtime exceptions?

Each runtime exception can be located using different methods to identify
the corresponding suspicious code segments. Additionally, generating test
cases requires various techniques. Therefore, we will use index out-of-bounds
exceptions and arithmetic exceptions as representative examples to illustrate
the application of PST in handling runtime exceptions and addressing these
research issues.
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4.2 PST for Arithmetic Exception

4.2.1 Preliminary
Program Slicing

Program slicing is a powerful technique in software engineering, originally in-
troduced by Mark Weiser in 1981, that focuses on extracting relevant subsets
of a program for specific computations or debugging tasks [114]. This method
simplifies the process of analyzing software by creating a System Dependency
Graph (SDG) which illustrates the flow of data and control between various
program statements [I15]. By analyzing this graph, program slicing identifies
subsets of statements and variables that influence a particular computation
or behavior—referred to as the slicing criterion, which could be a variable,
event, condition, or any program element.

The resultant subset, known as a program slice, encompasses all state-
ments that directly or indirectly contribute to the value of a specified variable
or influence a specific execution point in the program. This creates a con-
cise view of the program’s behavior, reducing the code size and complexity
needed for analysis or debugging purposes.

Program slicing is highly useful in several key areas of software devel-
opment. During program comprehension, it allows developers to focus on
specific functionalities or understand the impact of changes on a particular
part of the program [116]. In debugging, slicing helps isolate the code seg-
ments that are likely connected to a bug, thus enabling developers to focus
on a smaller portion of the code to efficiently locate and resolve issues [117].
Additionally, in the context of software maintenance, slicing can demonstrate
how changes in one section might affect other parts of the program, helping
to prevent unintended consequences [118]. It is also beneficial in test case
generation, where identifying relevant code segments for specific testing sce-
narios can significantly streamline the testing process [119)].

Let us use a short program to demonstrate program slicing. In static
slicing, the slicing criterion has the form of (i, v) where i is the serial number
of a statement in the program and v the variable set. We use (10, product)
to perform static backward slices on the program on the left in Fig. [4.2]
and the slice on the right will be obtained, in which statements irrelevant to
product are excluded.
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1. read(n) 1. read(n)

2.1:=1 2.1:=1

3.sum:=0 3.

4. product := 1 4. product := 1

5. while i <=n do static backward slice 5 while i <=n do

6. sum :=sum + 1 6.

7 product := product * i 7. product := product * i
8 i=itl 8. i:=itl

9. write (sum) 9.

1 1

0.write (product) 0.write (product)

Figure 4.2: An example program for static backward slicing

Fuzz Testing

Fuzz testing, also known as fuzzing, was introduced by Barton Miller at
the University of Wisconsin in 1988 during his course experiments [120].
The core concept of fuzz testing involves inputting automatically or semi-
automatically generated random data into a program and monitoring for
exceptions such as crashes, assertion failures, to identify potential program-
ming errors like memory leaks.

Modern fuzz testing follows a structured procedure that begins with se-
lecting a corpus of “seed” inputs to test the target program [121]. The fuzzer
repeatedly mutates these inputs and assesses the program’s behavior. If an
input produces “interesting” behavior, such as a crash or uncovering a new
execution path, the fuzzer preserves this input for future tests and docu-
ments the findings. Fuzzing ends either upon achieving a specific goal, like
identifying a particular bug, or after a predefined timeout.

Different fuzzers vary in their observational methods when executing pro-
grams. In “black box” fuzzing, the only observation made is whether the pro-
gram crashes. “Grey box” fuzzing captures intermediate information about
the execution, such as the sequence of basic block identifiers, which helps
trace execution paths. “White box” fuzzing delves deeper by analyzing the
source or binary code of the application, enabling more sophisticated obser-
vations and adjustments based on the semantics of the code. This deeper
analysis adds overhead but aims to enhance the effectiveness in bug detection.

The ultimate goal of a fuzzer is generally to generate an input that causes
the program to crash. Depending on the configuration, a fuzzer might ter-
minate upon detecting a crash or continue to explore for additional crashes.

66



1

2)

3

1

6

8

9

10

For example, libfuzzer [122] typically stops when a crash is found, whereas
AFL continues in an attempt to identify multiple crashes[123]. Observations
of prolonged execution times may also indicate potential vulnerabilities due
to algorithmic complexity [124]. The results from fuzzing, including specific
inputs and configurations, allow software developers to confirm, reproduce,
and debug the identified issues.

4.2.2 Case Study

Example Program for Explanation

Listing 4.1: An example program with arithmetic exceptions

main () {
Scanner scanner = new Scanner (System.in);
int p = 12;
int q = scanner.nextInt();
int r = 2;

System.out.println(p/r);
int result = testme (p, q, 1);
System.out.println(result);
}
int testme (int p, int q, int r){
int s = twice(q);
int t = p/(s-r);
int result = p/(t-1);
return result;

int twice(int s){
return s*2;

Our method is effectively integrated into the construction process, though
it currently lacks automated tool support, necessitating manual implemen-
tation. Before detailing the workflow of the PST, let us consider a case
study program to illustrate its application. Imagine a program that defines
three integer variables: p, ¢, and . The variables p and r are initialized
to 12 and 2, respectively, while the value of ¢ is provided by the user at
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runtime. Additionally, a function named twice is defined to return double
the value of its input parameter. Another function, testme, which performs
a series of operations on its input parameters and returns a result, also needs
to be defined. The program requirements include outputting the result of
p divided by r, as well as the result of passing p, ¢, and r as arguments
to the testme function. We assume the program is developed sequentially
from top to bottom as illustrated in Listing [4.1] with particular attention to
the automated handling of parentheses in development environments such as
IntelliJ IDEA[I25] and Eclipse[I26]. For example, when a developer types
an opening parenthesis, these tools automatically insert the corresponding
closing parenthesis, allowing the developer to continue coding within them.
For example, the parenthesis on line 9 is typically completed in conjunction
with the completion of line 1. Thus, for the purposes of this discussion,
we presume the program does not contain syntax errors related to missing
parentheses.

Determination of Suspicious Segments for RQ1

The first step involves using ANTLR (Another Tool for Language Recogni-
tion) to identify the target program segments in which potential exceptions
may occur during execution. ANTLR is a powerful tool designed to process
and parse programming languages, construct lexical analyzers and parsers,
and generate Abstract Syntax Trees (ASTs). This process is further detailed
in several steps as illustrated in the accompanying Figure [4.3]

The initial step involves defining grammar rules, which includes creat-
ing a “.g4” file containing lexical rules (for identifying identifiers, keywords,
literals, etc.) and syntax rules (defining the grammatical structure of the
language). This file establishes the rules for converting source code text into
an AST. Using the ANTLR tool, lexer and parser code for Java is then gener-
ated based on the “.g4” grammar file. This results in a series of Java classes
capable of processing the source code and constructing its AST. Following
this, the generated lexer and parser are utilized to parse the target source
code file. This parsing process reads the source code, conducts lexical and
syntactic analysis according to the rules defined in the “.g4” file, and ulti-
mately produces the corresponding AST. An AST is a tree-like data structure
representing the hierarchical structure of the source code, where each node
reflects a construct in the code, such as declarations and expressions. The
final step involves writing code to traverse the AST, employing the Visitor
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Pattern—a design pattern that allows operations to be performed on ele-
ments of an object structure without changing the classes of the elements.
We extend the visitor class provided by the ANTLR-generated parser to im-
plement our custom traversal logic. During traversal, this logic is employed
to identify code constructs that could trigger runtime exceptions, such as
array access operations and division operations.

In the programming process, once a code fragment that may give rise to
an exception is identified, the statement containing that fragment is deter-
mined and labeled as a suspicious segment. Note that the term “suspicious”
is used because while there is a possibility of an exception being thrown,
the authenticity of this possibility needs to be confirmed through subsequent
testing. However, the process does not end there; we continue to monitor
the program’s development. If the subsequent statement also contains a frag-
ment that could potentially trigger the same exception, it is merged into the
previously established suspicious segment. This merging continues until a
statement is encountered that no longer contains such a fragment. This ap-
proach is based on our experience that consecutive lines of code containing
fragments potentially triggering the same exceptions are usually closely re-
lated. For example, lines 12 and 13 in Listing [4.1, and common scenarios in
various sorting algorithms where multiple lines of code might trigger array
index out-of-bounds exceptions during element swapping. The purpose of

Define Grammar Rules

v

Generate Parser

v

Construct AST

v

Identify Suspicious Segments

Figure 4.3: Process of determination of suspicious segments
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this merging analysis operation is to enhance efficiency. For instance, testing
line 13 independently would inevitably involve the code in line 12.

In the development process of the program depicted in Listing lines
6, 12, and 13 were identified as suspicious segments because they each con-
tained division operations that could potentially lead to arithmetic excep-
tions. Moreover, according to Definition 1 regarding the segment, they are
recognized respectively as segg, segio.

Construction of Sub-program for RQ2

As previously discussed, our objective in this phase centers around employing
program slicing techniques to create a sub-program that serves as a testing
environment for each identified suspicious segment. This step can be further
broken down into detailed processes as illustrated in Figure 4.4

Determine Slicing Criterion

v

Perform Program Slicing

v

Merge Slices

v

Build New Sub-Programs

Figure 4.4: Process of construction of sub-program

Initially, the target variables and statements for slicing need to be iden-
tified. In this context, the target statements are those that might trigger
arithmetic exceptions, such as line 12 in Listing 4.1} The target variables are
those whose inappropriate values could lead to the triggering of exceptions,
such as the variables s and r in divisor. However, since the ultimate goal is to
execute a sub-program for testing, other variables in that line of code, such
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as the denominator variable p and the division result variable ¢, which do not
have a direct causal relationship with the exception, must also be included to
ensure the executability of the sub-program. This means that the target vari-
ables for a suspicious segment include all variables within that segment. The
next step involves performing program slicing on the original program using
these slicing criteria to obtain the program slices. In this paper, we utilize
JavaSlicer—a Java program slicer based on SDG—to accomplish this task
[127]. After obtaining program slices for different variables, the next task
is to consolidate these slices. In the consolidated slices, there may be many
repetitive statements, especially those sharing the same dependencies. It is
necessary to identify and remove these duplicate statements, keeping only
unique instances to form a new, smaller sub-program. This consolidation
process also poses some challenges: whether the sub-program is executable
and maintains the original program’s behavior. Next, we provide a mathe-
matical proof to address these issues.

To validate that the merged slices result in an executable sub-program,
it is crucial to define a few key concepts and build a logical framework for
proof. Here are the definitions and an outline of the proof:

Key Definitions

e System Dependence Graph(SDG): An SDG is a directed graph G =
(V, E), where each node v € V represents a statement in the program,
and each edge e € FE represents a dependency within the program,
including data dependencies and control dependencies.

e Program Slice: Given an SDG G = (V, F) and a slicing criterion (typ-
ically a pair (v,Vars), where v is a node in the SDG and Vars is a
set of variables), a program slice is a subgraph G' = (V' E') of G.
V" includes all nodes that are relevant to the slicing criterion, i.e., all
nodes that can be reached by tracing back through E starting from v,
along with all their interdependencies E'.

e Executability: A sub-program is executable if it can run independently
of the original program without causing syntax or runtime errors.

Proof Outline
To prove that the merged slices are executable, we need to demonstrate
the following:
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e Preservation of All Necessary Dependencies: This means that for any
statement or expression in the slice, all its data dependencies and con-
trol dependencies are still satisfied in the merged slice.

e No Introduction of Syntax or Runtime Errors: This means that the
merging process does not lead to issues such as variable scope errors,
type mismatches, and maintains the program’s control flow structure.

Mathmetical Proof Framework

e Preservation of Dependencies:

— Suppose there are two program slices G7 = (V4, E1) and Gy =
(Va, E5), each corresponding to variables V) and V; related to the
same exception trigger.

— The merged slice G = (V', E') is the union of G| and Gy, where
V' =ViuV,and E' = E; U E,.

— Proof: For any node v in G; and G, its dependencies are preserved
in G’ since E includes all dependencies from F; and E,. Thus,
any dependency from nodes in V; or V5 is retained in G

e No Introduction of Syntax or Runtime Errors:

— Proof: Since each slice GG; and (G5 is extracted from the same SDG
G, they adhere to the syntax and runtime rules defined in GG. The
merging operation merely combines these slices without altering
any internal logic of nodes or introducing new nodes, thereby not
introducing new syntax or runtime errors.

Conclusion

Based on the proof framework outlined, it can be concluded that the
merged sub-program is executable. This ensures that the program can run
without new errors and maintains all necessary dependencies, validating the
effectiveness of our slicing and merging strategy in maintaining program in-
tegrity while isolating critical segments for error analysis.

Continuing with the example from Listing [4.1] we illustrate the steps in-
volved in this phase. When we type out line 6 in the program, responsible
for outputting the result of variable r divided by p, it is identified as a sus-
picious statement, labeled as segg. Subsequently, line 7 does not reveal any

72



fragments that could trigger an arithmetic exception, thus segg includes only
line 6. Through analysis, it is found that segg includes only variables r and
p, setting the slicing criteria as (6,7) and (6, p). Using these slicing criteria,
program slices for variables r and p are derived separately. Once the slices
for these two variables are obtained, the next step is to merge them and elim-
inate any redundant statements, resulting in a new, executable sub-program
for segg. This resulting sub-program, which is devoid of redundancies and
organized in a sequential manner, is illustrated in Listing [£.2] Since variable
q does not influence the values of p and r, the original lines 2 and 4, which
read the user input for ¢, are excluded from the sub-program.

Listing 4.2: The slice obtained from the segment segg

main () {
2 int p = 12;
int r = 2;

1 System.out.println(p/r);

The process outlined above clearly illustrates how a sub-program is gen-
erated from a suspicious segment that has been identified. Continuing with
this approach, when programming reaches seg;o, unlike segg, it includes both
lines 12 and 13, which involve five variables: t, p, s, r, and result. When the
slicing criterion (12, s) is applied to the original program to perform program
slicing, it is discovered that the value of variable s is the return value of the
function twice. However, at this stage, the twice function has not yet been
written, meaning the sub-program generated is not executable. Therefore,
segia must be temporarily suspended until the function is implemented, after
which the process can be restarted.

This situation introduces a challenge: how to determine when the nec-
essary function has been completed in practice. Our current approach in-
volves monitoring the programmer’s ongoing coding activity. When the cur-
sor moves into the function we are concerned with, it indicates that the func-
tion is being written. If the cursor moves out of the function for some time
or begins coding other parts, it may suggest that the function is complete,
at which point we can restart testing the suspicious segment. Of course, it is
also possible that the function may still be incomplete, so to prevent infinite
loops, we set a limit on the number of retests. Once this limit is reached,
further attempts will cease.
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As mentioned earlier, since PST is performed by machines in the back-
ground, it does not interfere with our current programming activities. When
programming reaches line 18, after the completion of the twice function,
segio will be retested for the first time. After merging all slices obtained for
the five variables, the resulting sub-program lacks lines 6 and 8 compared to
the original program.

The comparison between the sub-program and the original program demon-
strates that this method can significantly reduce the scale of the test program,
thus enhancing testing efficiency. This is particularly evident in large-scale
programs, as shown by the systematic experiments discussed in Section [4.2.3

Implementation of Testing for RQ3

In the process of testing a new sub-program, the initial action is to determine
the presence of inputs. If no inputs exist, the program can be executed
directly to assess its behavior. Conversely, if the program does accept input,
the next crucial step involves identifying the input variables involved in the
program’s operation, as shown in Figure [4.5

Once the input variables are recognized, the focus shifts to the generation
of test cases, employing fuzz testing techniques. As discussed in Section [4.2.1],
Fuzz testing is an automated technique that involves providing data as inputs
to the program. For our purposes, we have chosen AFL++ as our fuzzer. The
primary goal of fuzz testing in this context is to uncover potential exceptions
or unexpected behavior, such as arithmetic errors when the divisor could be
Zero.

After generating the test cases, the actual testing is conducted. This
stage involves running the program with all the generated test cases and
closely monitoring the software’s behavior for any runtime exceptions. Ana-
lyzing the test results is crucial; if any of the test cases cause an exception
to be thrown, it indicates the presence of bugs. Identifying and recording
the specific conditions and input values that trigger exceptions is vital for
understanding the reasons behind these exceptions and guiding future code
repair recommendations.

If the developer needs to modify the code, such analysis helps pinpoint
the exact issues needing attention. Conversely, if no bugs are found and
the program operates as expected across all test scenarios, no feedback is
necessary. This approach ensures that feedback provided to programmers
is constructive, specifically enhancing the robustness of the program under
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various input conditions, thereby contributing to the development of more
reliable and fault-resistant software.

The sub-program derived from the segment segg, as depicted in Listing
[4.2] does not require any user input and executes without throwing any arith-
metic exceptions, suggesting that this segment is secure within the context
of this program. Thus, no further testing or feedback to the developer is
necessary for this segment.

Conversely, the sub-program from the segment segis, which does involve
user input for the variable g, highlights a critical aspect of testing. In this
sub-program, the only input variable is ¢, which becomes the focus of our test
cases. For instance, when ¢ is set to 1, the value of s becomes 2, leading to a
division by zero in line 12, thus triggering an arithmetic exception. Similarly,
when ¢ is set to 4, the value of s becomes 8, and the value of ¢ becomes
2, resulting in another division by zero in line 13 and again triggering an
arithmetic exception. This indicates that a single segment can have multiple
test values that can lead to exceptions, reinforcing our choice of AFL++ as
our fuzzer, as it is designed to exhaustively identify all test values that could
cause the program to crash.

Following these findings, the system prompts the programmer to mod-
ify the program to prevent ¢ from taking values that could lead to runtime
crashes, such as 1 and 4. However, it’s important to note the inherent limita-
tions of fuzz testing: while it is effective in randomly generating test values,
it may not always produce specific values like 1 and 4 within the constraints

| Determine whether Input Exists |

I
l Yes No

| Identify the Input Variables

!

| Generate Test Cases | |

}

| Perform Testing |

¥
| Analyze the Test Results |

!

| Feedback to Programmer |

A

Execute Directly

Figure 4.5: Process of implementation of testing
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of time and resources available. This limitation means that sometimes, fuzz
testing might not detect all potential exceptions, thus not guaranteeing the
absence of defects that could trigger exceptions in the program.

4.2.3 Experiment

In this section, we acknowledge that the tools required to fully support the
PST are still under development. Consequently, a comprehensive perfor-
mance evaluation is not feasible at this time. Instead, we will manually
assess the effectiveness of the PST through a series of code evaluations. We
will also describe our experiment setup, present our findings, and analyze the
results.

Experiment Design

We conduct the experiments manually with the help of four doctoral stu-
dents. For simplicity in this discussion, they will be referred to as Student 1,
Student 2, Student 3, and Student 4. Student 1 is responsible for analyzing
our experiment program to determine the actual number of effective code
lines in each program used for the experiment. Student 2 is tasked with us-
ing our predefined logic to identify suspicious segments within the programs.
Student 3 takes charge of using program slicing to construct a sub-program
that serves as a testing environment for each identified suspicious segment.
Student 4 is responsible for generating the corresponding test cases, execut-
ing the tests, and recording the test results. To mitigate potential biases
in the evaluation of experiment results, we ensure that the outcomes are al-
ways reviewed under the supervision of an independent party. Specifically,
we choose an "academic peer’'—a colleague from a different academic depart-
ment who has no involvement in our project. This step is crucial to maintain
objectivity and ensure that the results are interpreted accurately and impar-
tially. To lend credibility to our experiment, we chose several programs from
the Software Artifact Infrastructure Repository for analysis [128]. These
programs are considered "real” in the sense that they are non-trivial appli-
cations developed by experienced software programmers to address actual
problems, rather than being crafted specifically for research or educational
purposes. This choice was made because these programs are commonly used
in fault localization and software testing studies, emphasizing their relevance
and importance in our study [129, 130, 13T, 132].
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Table 4.1: Overview of the experiment results

Program Name | LOC.OP | SUSPICOUS | 1o op | 1y op | pv_gp | PXpected | Actual
Segment Result | Result

AccountSubType 124 68 69 2 2 X X
AllocationVector 127 7 36 4 1 X X
. 189 63 1 v v
BinaryHeap 76 105 0 1 i 7 7
BinarySearchTree 209 261 192 2 2 v v
76 25 5 X X

BoundedBuffer 88 86 29 5) 5 X X
136 39 5 v X

309 65 0 X X

. 313 52 0 X X
CruiseControl 262 377 13 0 g > >
319 59 0 X X

Disjoint 7 130 42 2 2 v v
LinkedList 176 16 13 2 2 v v
OrdSet 230 56 17 5 1 v v

28 27 4 X X

Piper 85 35 32 4 4 X X

48 34 4 X X

75 32 4 X X

ProducerConsumer 134 01 9 4 1 > >
RaxExtended 160 22 38 2 1 X X
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Result Analysis

The findings from our experiment, summarized in Table [{.1] offer a de-
tailed view of the different programs we analyzed, and the results obtained
through our application of the PST. LOC_OP represents the number of ef-
fective code lines in each original program, excluding blank and comment
lines, as meticulously identified by Student 1. As identified by Student 2,
Suspicious Segment refers to segments within the program that could poten-
tially trigger arithmetic exceptions. For clarity in the table, these segments
are represented by the subscript. LOC_SP, also determined by Student 1,
represents the number of effective code lines in each sub-program constructed
for the suspicious segments.

The box plot depicted in Figure |4.6|encapsulates the ratio of LOC in sub-
programs relative to their respective original programs, providing a statistical
summary of the distribution of efficiency gains from slicing. The median
ratio, marked at approximately 0.49, indicates that the central tendency
of LOC reduction is just under half of the original program size. This is
supported by the mean, signified by the ’X’, which is slightly above the
median, suggesting a distribution that’s mildly right-skewed—there are a
few instances where slices retain a larger proportion of the original LOC. The
interquartile range, representing the middle 50% of the data, is quite narrow,

0.9 ©0.92

0.83
0.8

0.7

0.6

0.5 49

04 %0.38

0.3 28
.23

0.2

0.1

0.07

Figure 4.6: The ratio of LOC in sub-programs relative to their respective
original programs
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between roughly 0.23 and 0.28, indicating consistency in slicing efficiency
across various programs; most slices tend to be about a quarter of the size of
the full program. The outliers at 0.83 and 0.92 show exceptional cases where
the slices have a higher LOC ratio, possibly indicating complex dependencies
that result in less reduction. The extent of the upper whisker up to 0.92 and
the lower whisker down to 0.07 demonstrates the variability in the efficiency of
program slicing. A whisker reaching down to 0.07 denotes that in some cases,
slices can be extremely efficient, reducing the original program’s LOC to just
7%. The absence of outliers below the lower whisker further emphasizes the
consistency of achieving significant LOC reduction through slicing. Overall,
the box plot suggests that our method is generally effective at reducing the
size of code to a significant extent.

In addition to the reduction in size of the sub-programs compared to their
original programs, our analysis also revealed that the number of input vari-
ables contained in the programs sometimes decreased. This is indicated by
two metrics: IV _OP, which represents the number of input variables in each
original program, and IV _SP, which denotes the number of input variables
in each sub-program. For instance, in the case of the OrdSet program, the
number of input variables was reduced from five in the original program to
just one in the sub-program. This reduction occurred because the target
suspicious segment did not involve the use of the other variables. Therefore,
these unrelated input variables were excluded during the construction of the
sub-program. The reduction in the number of input variables also implies a
geometric decrease in the number of test cases required, which significantly
reduces the time needed for testing. This efficiency gain from size and vari-
able reduction not only streamlines the testing process but also enhances
the focus on the critical parts of the code that are more likely to affect the
program’s behavior, allowing for more targeted and effective testing.

Expected Result refers to whether the suspicious segment is expected to ac-
tually trigger an arithmetic exception, as determined by the lead researcher.
A mark of 7 x” indicates that the segment will not trigger an exception in the
current context of the program, whereas a ”v'” suggests the opposite. Nor-
mally, exceptions may be triggered by incorrect values of certain variables.
However, there are special cases where the context of the program prevents
an exception from being triggered. For example, consider the synchronized
put method in the ProducerConsumer program as displayed in Listing 4.3}
which is used to place objects into a buffer. The sixth line of code updates
the in variable, indicating the next position to place an object. Theoreti-
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cally, an arithmetic exception could be triggered when the buffer size size
is zero. However, if size is zero, it means there is no space in the buffer,
no interaction between the producer and consumer occurs, and the count of
objects remains zero. As the while loop in the second line indicates, the
thread will be suspended indefinitely, and the sixth line of code will never
execute, hence the exception will never be triggered.

Listing 4.3: The synchronized put method in the ProducerConsumer program

public synchronized void put(Object o) {
2 while (count==size)
3 wait () 5
| buf [in] = o;
++count;
6 in=(in+1) % size;
7 notifyQ;
<}

Actual Result represents the outcome obtained from testing the sub-
program with our method, performed by Student 4. As previously men-
tioned, the programs used in our experiments are non-trivial, created by
experienced software programmers to address real-world problems, and typi-
cally involve relatively small input values. To enhance efficiency, we generally
limit the range of generated test cases to between -100 and 100. Additionally,
due to the resource constraints, we set the testing period to 24 hours. Of
course, testers can adjust the timing flexibly based on actual requirements.
After comparing with the Fzpected Result, we found, for instance, that in the
BoundedBuffer, Segi3s was expected to trigger an exception, but the actual
test results showed it did not. This was due to the inability to generate test
cases within the limited time that could trigger the exception. Yet, we believe
that with sufficient time to generate enough test cases, we would eventually
produce cases that cause the expected exception.

Although our testing method shows some limitations under conditions of
constrained resources and time, it generally succeeds in accurately predicting
program behavior in most cases. This indicates that our testing strategy is
fundamentally effective. While it is only testing and cannot provide the
exact certainty of model checking or formal verification, it suffices for most
practical scenarios.
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4.3 PST for index out of bounds exceptions

4.3.1 Preliminary
Index out of Bounds Exceptions in Java

An index out of bounds exception is an error that occurs when trying to
access an element with an index that is outside the bounds of a defined array,
collection, or string. When this happens, the system may return a random
value, leading to unpredictable results. In addition, out of bounds errors
often result in buffer overflows. The empirical study in [I33] indicates that
approximately 34% of buffer overflows are caused by index out of bounds
errors. Unfortunately, almost all programming languages do not perform
bounds checking to improve program execution speed, which can lead to
crashes at runtime. The Common Weakness Enumeration (CWE) TOP 25
is a list of the most dangerous software weaknesses that provide attackers
with a way to take over a system, steal data, or prevent applications from
working [134]. Out of bounds are the most common weakness on this list.
Therefore, it is crucial to identify the bugs that have the potential to cause
them in order to prevent them from arising at runtime.

Index out of bounds exceptions in Java can be roughly classified into
three categories, including array index out of bounds exceptions, collection
index out of bounds exceptions, and string index out of bounds exceptions.
These exceptions are primarily instigated by unauthorized access attempts
on elements with arrays, collections, and strings.

ArrayInderOutOfBoundsException. This occurs when attempting
to access to an element of an array with an index that is outside its permis-
sible range. Java arrays adhere to a zero-based indexing convention, where
the valid index range for an array named arr is from 0 to arr.length -1.
Access is typically performed using the syntax arr/i/, where i is the index.
If 7 is set to a value less than 0 or greater than or equal to arr.length, an
ArrayIndexOutOfBoundsFException is triggered.

CollectionIndexOutOfBoundsException. In Java’s collection frame-
work, the Collection interface is the root interface with List and Set as its
primary sub-interfaces. These interfaces provide specific methods to manip-
ulate collection elements. Methods such as remowve, get, set, and subList are
commonly used with lists and require an index parameter. Providing an
index beyond the collection’s current size results in an IndexOutOfBound-

81



sException. It is crucial to note that while the List interface supports index-
based operations, the Set interface does not, reflecting its inherent unordered
nature.

StringIndexOutOfBoundsException. Strings in Java, along with
their mutable counterparts, StringBuilder and StringBuffer, necessitate the
use of built-in methods for character manipulation. For the String class,
methods like charAt and substring can lead to exceptions if the index pro-
vided is outside the string’s length. Similarly, StringBuilder and StringBuffer
classes offer methods such as delete, replace, insert, and setCharAt. These
methods, while providing mutable operations on the string, also carry the
risk of throwing an exception if the index is improperly used.

Boundary Value Analysis

To introduce the concept of boundary value analysis, it is first necessary
to explain the method of equivalence class partitioning. Equivalence class
partitioning is a black box testing technique that involves dividing the input
domain of a program into distinct data classes, from which test cases are
derived [135]. The input set is partitioned into subsets or classes, each of
which represents a set of test inputs with similar features and specifications.
By testing one condition from each class, we can assume that all conditions in
that class will be treated in the same way by the software, thereby reducing
the number of test cases required.

The validity of each subset or class depends on the input constraints.
For instance, a program that only accepts one-digits integers would have a
valid equivalence class of integers ranging from -9 to 9, while the invalid
equivalence classes would be integers less than -9 and greater than 9.

During software development, dealing with the boundary values of equiv-
alence classes can be a source of errors for programmers. To address this
challenge, boundary value analysis is another black box testing method that
is used to create test cases that exercise the boundaries of input and output
classes [I36]. This method involves identifying both valid and invalid bound-
aries within the equivalence classes and deriving test cases from them. To
perform BVA effectively, the following guidelines should be followed:

1. If an input condition specifies a variable with a range of values between

m and n, test cases should be designed with four values and divided
into four cases as shown in Table [£.2]
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2. If an input condition specifies multiple values, the minimum and max-
imum values, and values just above the maximum value and below the
minimum value should be used as test cases.

Test Cases = {Min, Max, Min — 1, Max + 1}

Table 4.2: Input conditions and their corresponding test cases

Input Condition Test Cases
var € (m,n) {m,n,m+ 1,n-1}
var € [m,n) {m,n,m-1,n-1}
var € (m, n| {m,n,m + 1, n+ 1}
var € [m,n| {m,n,m-1,n+ 1}

Looking back at the aforementioned program that accepts only one-digit
integers, whose valid equivalence class is integers from -9 to 9, that is,
input € (—10,10) N Z. However, if the restriction added to the input is
erroneously written as input < 10 && input > —10, then the test case
will be Test Cases = {—11,—10,10,11}. This error leads to the program
accepting invalid inputs. Furthermore, when the input is given -10 or 10,
no error is reported, which violates the requirements. This illustrates that
there is a design flaw in the program that does not conform to the specific
requirements.

4.3.2 Case Study

Example Program for Explanation

Assuming that such a program is implemented now, in which an array of
int type with a length of 10 is defined. The variable ¢ and j are both index
variables of the array, the value of ¢ is initialized to 3, while the value of j
is input by the user during runtime. Moreover, a function called swap has
been defined to exchange the position of two elements in the array. It is
required to output the i-th element of the array and then output the array
after swapping the i-th element with the j-th element by calling the swap
function. Such a program realized according to the above requirements is
shown in Listing [£.4]
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Listing 4.4: An example program with array index out of bounds exceptions

main () {

2 int[] arr = new int[]{0, 1, 2, 3, 4, 5, 6, 7, 8, 9};
3 int i = 3;

s int j = 7;

print arr[i];
6 int[] newarr = swap (arr, i, j);
7 print newarr;

s}

oint[] swap (int[] arr, int i, int j){

10 int t = 0;

11 if(i >=0 && i<=arr.length && j >=0 && j<=arr.length){
2 t = arrl[i];

13 arr[i] = arr[j];

14 arr[j] = t;

15 }

16 return arr;

IT}

Determination of Suspicious Segments for RQ1

In addition to ANTLR, we can also use regular expressions to identify the
target suspicious segments .

Table 4.3: Regular expressions corresponding to arrays, collections, and

strings
Type Pattern Regular Expression
Array ArrayName[index] ](;fi?ew )\bla~zA-Z J+\w\[[”
: \bla-z_]+\w*\. (get|set|remove|sub
Collection Met(hjgggﬁ?gfii L=\ (<o) 1101 [ (7<-e>)
D YA XCADDAVICA NG ARD)
\bla-z_]+\w*\. (charAt|substring|
Stri StringName. delete|replace|insert|setCharAt)
HI8 1 MethodName(index, ...) | \((\((7<c>) 1 I~ O]\) (?<-c>))+(7
NV NL.+\1)?
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As mentioned in Section [£.3.1] that an index out of bounds exception
is thrown means that there is an operation that attempts to access an ele-
ment in an array, collection, or string using an unexpected index. We have
discussed common methods with the potential to cause such exceptions. In
fact, identifying suspicious segments involves searching for statements that
contain these methods in the program. In this paper, we make use of regular
expressions corresponding to arrays, collections and strings shown in Table
[4.3] to match these methods.

The program depicted in Listing |4.4] is subjected to matching, and the
analysis reveals that there exist four statements (i.e., fifth, twelfth, thirteenth
and fourteenth statements) containing array element access operations. Sub-
sequently, according to the rules described in Algorithm (1, these four state-
ments are identified as two suspicious segments to wait for further analysis,
which gives segs, segs.

Construction of Sub-program for RQ2

As discussed earlier, our objective in this phase is to create a sub-program
that serves as a testing environment for each identified suspicious segment.
Continuing with the example of the program in Listing [4.4. The segment
segs is responsible for outputting the i-th element of the array. To effectively
analyze segs, we identify the variables engaged in this operation, which are
arr (the array) and ¢ (the index). We then apply the slicing criterion (5, arr)
to derive a program slice for the variable arr. This slice is comprised of all
the statements that have a direct or indirect impact on the value of arr.
Analogously, we utilize the slicing criterion (5,7) to generate a program slice
for the variable 7. Once we have acquired the program slices for both arr
and 4, we proceed to remove any overlapping code between the two slices.
The goal is to consolidate these slices into a single, cohesive sub-program
that encompasses all necessary elements to facilitate the testing of segs. The
resulting sub-program, which is devoid of redundancies and organized in a
sequential manner, is then illustrated in Listing |4.5]

Similarly, for the segment seg;o, which involves exchanging the position
of the i-th and j-th elements in the array arr in the formal parameter, we use
the variables involved in the segment as slicing criteria to slice the program
and obtain another sub-program depicted in Listing [4.6| By replicating this
procedure for each suspicious segment, we can systematically generate sub-
programs for all identified segments.
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Listing 4.5: The slice obtained from the segment segs

main(){

D

3

2

3

6

7

9

int[] arr = new int[]1{0, 1, 2, 3, 4, 5, 6, 7, 8, 9};
int i = 3;
print arr[i];

5+
Listing 4.6: The slice obtained from the segment seg;s
main () {
int[] arr = new int[]J{0, 1, 2, 3, 4, 5, 6, 7, 8, 9};
int i = 3;
int j = 7;
int[] newarr = swap (arr, i, j);
}
int[] swap (int[] arr, int i, int j){
int t = 0;
if (i>=0 && i<=arr.length && j>=0 && j<=arr.length){
t = arr[il;
arr[i] = arr[j];
arr[j] = t;
+
return arr;
+

Implementation of Testing for RQ3

For index out of bounds exceptions, we utilize a specialized test case gener-
ation method. It also begins with determining whether there is any input
from the user in the segment. If not, it will be executed directly. Otherwise,
a series of steps as shown in Figure [4.7| will be taken to complete the testing
process. The first step is to identify the input variables and the restrictions
on them by means of the lexical analysis of the code, and then determine
their boundary values. Next, specific test cases are defined according to the
generation rules outlined in Section [£.3.1] However, in some cases, it is not
always possible to obtain the boundary values of the input variables. In this
case, fuzz testing is needed to randomly generate test cases. Then, the test-
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Figure 4.7: The process of the testing

ing is conducted, which runs the program with all the generated test cases.
Finally, these results are analyzed to identify bugs or defects.

The sub-program obtained from the segment segs; in Listing does
not involve any user input. Upon execution, no array index out of bounds
exceptions is thrown, leading to the conclusion that this segment is exception-
safe in this program. Therefore, there is no necessity to perform any further
operations on it or provide any feedback to the developer.

For the sub-program from the segment seg;, in Listing [4.6] in which the
value of the variable j is input by the user when the program is executed.
Variable j is the index variable of the array arr, whose restriction in the
program is j > 0 && j < arr.length. Therefore, it can be seen from the
generation criteria in Table [.2) that test cases should be designed with values
0 and arr.length, as well as values just below 0 and above arr.length, that is,
Test Cases = {—1, 0, arr.length, arr.length + 1}.

When the test case is -1, 0 and arr.length+1, the program runs normally
or outputs an incorrect result but no exception will be thrown. However,
when 7 is assigned the value of arr.length, which exceeds the bound of the
array, it will cause the program to throw an exception. At this time, the
system requires the developer to modify the program so that the program
will not be terminated during runtime.
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4.3.3 Experiment

This section introduces our study to evaluate PST and compare it with three
other existing fault detection techniques using a set of programs. We will first
provide an overview of the three techniques and then describe our experiment.
Finally, we will present the results of the experiment and provide an analysis
of them.

Java Fault Detection Tools

Checker Framework. The Checker Framework significantly enhances Java’s
type system, providing developers with tools to detect and prevent errors in
their Java code more effectively than Java’s built-in type system [137]. It in-
cludes a variety of compiler plug-ins, known as checkers, which are designed
to identify bugs or verify their absence. These checkers cover a wide range of
error types, from null pointer exceptions to concurrency flaws. Moreover, the
framework allows for the creation of custom checkers, enabling developers to
enforce specific correctness properties unique to their applications.

SpotBugs is an analysis tool for Java, which uses a series of ad-hoc tech-
niques designed to balance precision, efficiency and usability [138]. One of
the main techniques SpotBugs uses is to examine a class or JAR file, com-
paring the bytecode to a set of bug patterns to find potential vulnerabilities.
For example, SpotBugs checks whether creating an 10 stream object in a
Java program using classes such as FileInputStream and InputStream is ac-
companied by a close operation, which is considered a safe operation in most
cases. In some cases, SpotBugs also employs data flow analysis to check for
bugs. For example, SpotBugs uses simple intraprocedural data flow analysis
to check for null pointer references.

SpotBugs allows users to configure detection rules, that is, users can
determine the types of bugs reported after program detection, such as bad
practice and malicious code vulnerability. Futhermore, SpotBugs can be
extended by implementing unique validation rules, although this requires
inheriting its interface when customizing a specific bug pattern.

ESC/JAVA, the Extended Static Checking system for Java, performs for-
mal verification of properties of Java source code depending on theorem
proving [139]. ESC uses an automatic theorem-prover to reason about the
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semantics of the program, which allows ESC to give static warnings for er-
rors caught at runtime. ESC allows program developers to record design
decisions in Java, and issues warning when the program violates these de-
sign decisions. Moreover, ESC/Java is designed so that it can produce some
useful output even without any specification, which is how we use it in our
study. In this case, ESC/Java is able to detect runtime exceptions such as
null pointer dereferences, index out of bounds.

Experiment Design and Analysis

We conduct the experiments with the assistance of four doctoral students and
an assistant professor, who are experienced in software development, software
fault detection, and the PST method respectively. For brevity, they will be
referred to as student 1,2,3 and 4 in the following discussion. Student 1,
with a background in software development, is tasked with employing regu-
lar expressions to identify suspicious segments within the programs. Student
2 analyzes the code to ascertain the actual effectiveness of these suspicious
segments. Student 3 is responsible for injecting bugs into the original pro-
grams, while the assistant professor conducts tests on them using our PST
method. To mitigate potential biases in the evaluation of test results, we
ensure that the outcomes are always reviewed under the supervision of the
authors. To lend credibility to our experiment, we chose several programs
from the Software Artifact Infrastructure Repository for analysis. These
programs were selected due to their common use in fault localization and
software testing, highlighting their relevance and importance in our study
[129, 130, 131, 132].

Table[4.4)offers a comprehensive summary of the various programs utilized
in our study and presents the findings obtained through our method. LOC
stands for the Lines Of Code in each program, specifically referring to any
text line that is neither a blank line nor a comment line, as identified by
the first author. The term Matched Suspicious Segment (MSS) denotes the
number of segments identified by Student 1 that could potentially cause index
out of bounds exceptions, as detected using the regular expression techniques
described in Section 3.1. However, the number of segments that actually
result in exceptions may differ from those identified through matching due
to various factors. Consequently, Student 2 evaluates the program to provide
the actual count of Effective Suspicious Segments (ESS), reflecting the true
number of problematic segments.
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Table 4.4: Overview of the experiment program and experiment results using PST

Program zmﬁ.o w@m mm.m.oﬁ.:\m Injected Faulty Successful Failed
LOC | Suspicious | Suspicious . . .
Name Bugs Version Detection | Detection
Segment Segment

Account 146 12 12 2 2 2 0
AlarmClock 338 12 12 2 3 3 0
ArrayPartion 63 8 8 1 1 1 0
LinkedList 138 13 13 3 4 3 1
SleepingBar 154 2 2 1 1 1 0
Lang 2448 71 71 5 10 8 2
ProducerConsumer | 193 11 11 2 2 2 0
Vector 454 21 29 4 7 7 0
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For example, in the AlarmClock program, both the MSS and ESS figures
are initially twelve, which might seem consistent. Yet, upon closer examina-
tion, we find that the elementAt method, flagged for its suspicious operation
of accessing an array element, is overridden in the program but never in-
voked, thus it would not trigger an exception. This oversight suggests that
the ESS should be adjusted to eleven. Nevertheless, the program includes a
removeFlement method, akin to Java’s remove function, which is employed
once. This method, not originally flagged as suspicious, was missed in the
regular expression match, leading to a false negative. Accordingly, the ac-
curate count for ESS is corrected back to twelve. Similarly, in the Vector
program, the discrepancy of eight additional ESS compared to MSS is at-
tributed to the inclusion of getElement and modifyFElement methods. These
methods are designed to obtain and modify a specific element in the vector
respectively, and are invoked eight times within the program.

The Injected Bugs column in our data illustrates the number of bugs
that Student 3 introduced into various programs, each designed to trigger an
exception during runtime. These modifications resulted in different versions
of the programs, each harboring one or more deliberate bugs. A version
is deemed to have achieved Successful Detection if all introduced bugs are
identified; otherwise, it falls under Fuailed Detection, as determined by the
assistant professor. The data reveals that our method did not completely
detect the bugs in two versions of the Lang program and one version of the
LinkedList program. This outcome underscores a limitation in our approach
when applied to entire programs that contain multiple bugs, a topic we plan
to explore further in Section 4.5.

The Detected Bugs column reflects the count of distinct bugs discovered
in all faulty versions of the programs, as verified by Student 4. A compar-
ative analysis between this column and the Injected Bugs column reveals a
discrepancy in the Vector program, where one less bug was detected than the
number initially injected. Specifically, a bug introduced into the previously
discussed getFElement function was not flagged as a suspicious statement dur-
ing the matching process, culminating in a false negative.

Experiment Results and Analysis

In Figure 4.8 we present the comparative outcomes concerning suspicious
segments that could potentially lead to exceptions within the programs, as
delineated in Table [4.4l The illustration indicates that our method did not
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Figure 4.8: Comparison results of suspicious statements

seamlessly match all suspicious segments, evidenced by the discrepancies be-
tween the MSS and the ESS. Particularly, in programs such as AlarmClock
and Vector, there are noticeable instances of false positives/negatives, which
highlight the challenges in accurately identifying all problematic segments of
code. Nonetheless, the overall results demonstrate a substantial degree of
accuracy. Specifically, our method successfully identified a significant pro-
portion of the true positives, which is indicative of the precision of the regular
expressions used and the effectiveness of the subsequent analysis. Despite the
challenges, an accuracy rate of 150 out of 158, or 94.9%, provides a compelling
indication of the method’s reliability. This high accuracy rate is critical be-
cause it lays a robust foundation for attaining a significant fault detection
rate in the ensuing phases of our research. Moreover, it also suggests that
with further refinement, particularly in reducing the false positives/negatives
as seen in the red columns of the chart, the method could be made even more
effective.

The experiment results comparing the injected bugs with the actual de-
tected bugs will be discussed in the next section when we compare our tool
with others.
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Experiment Comparison

In this section, we engage in a comparative analysis of bug detection results
using established and widely adopted tools as compared to those obtained
via our method, a process undertaken by the second author. Consistent with
standard practice, we evaluate and compare these tools based on their effec-
tiveness and efficiency, as cited in references [131} [140]. However, given that
our method is not yet supported by an automated tool and is implemented
manually, the comparison in terms of efficiency, that is, the time required to
perform the detection, is of no reference value. Therefore, our comparison
focuses solely on effectiveness, which we measure by the count of successfully
detected injected bugs. A higher number of detected bugs is indicative of
a tool’s greater effectiveness. The findings of this evaluation are organized
in Table 4. This table features several columns for easy reference: the first
column specifies the names of the programs tested, the second column enu-
merates the number of bugs injected into each program, and the subsequent
columns (third to sixth) present the detection results garnered by PST and
the other tools that were introduced earlier in Section 4.1.

Spotbugs is a powerful tool capable of detecting bugs across ten major
categories, each containing dozens or even hundreds of more precise bug
types. For example, it can identify Security issues, such as the use of unsafe
external inputs; Multithreaded Correctness, which includes code that might
lead to deadlocks; and Malicious Code Vulnerability, where the code is at
risk of being attacked by malicious software, such as returning a mutable
reference stored in an object field, among others. Of particular interest is the
Correctness category, which points out code that may cause runtime errors,
such as index out of bounds. Unfortunately, despite these capabilities, the

Table 4.5: Experiment comparison results using PST and three other tech-

niques

Program Name Injected Bugs | Program Segment Testing | Index Checker | SpotBugs | ESC/Java
Account 2 2 2 0 1
AlarmClock 2 2 0 0 0
ArrayPartition 1 1 1 0 0
LinkedList 3 3 0 1 0
SleepingBar 1 1 0 0 1
Lang 5 5 3 1 1
ProducerConsumer 2 2 2 0 1
Vector 4 3 0 1 0
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performance of Spotbugs in analyzing the results is not always satisfactory.

ESC/JAVA employs an automatic theorem-prover to perform formal ver-
ification of properties of Java source code, which allows it to give static
warnings for potential runtime errors. Analysis of the ESC detection results
reveals that the warnings primarily fall into three types: (1) The prover can-
not establish an assertion; (2) Precondition conjunct is false; (3) Associated
declaration. The first type can be further subdivided into multiple sub-types,
such as PossiblyNegativelndez, which indicates that the index of the array
may be negative, PossiblyTooLargeIndex, which suggests that the value of the
index may be too large, such as exceeding the upper bound of the Int type
variable, and ArithmeticOperationRange, which implies that the prover can-
not verify the loop condition of a loop structure when it contains arithmetic
operations. Upon close examination of these warnings, it is evident that ESC
will issue a warning for any operation that accesses array elements, much like
the operation of identifying suspicious statements in our method. However,
ESC’s focus is limited to arrays, which constrains its utility for methods that
access elements in strings or collections. Furthermore, ESC predominantly
performs tests in extreme cases, such as determining if the value of a variable
exceeds the upper and lower bounds of the Int variable or 0. It lacks the ca-
pability to verify more nuanced conditions, such as whether a variable is less
than a fixed value like the length of an array. The experiment results clearly
indicate that only when exceptions that the tool is capable of handling occur
in the program, can it manage to provide a report, albeit an imprecise one.
Consequently, the number of exceptions detected is quite sparse.

The Checker Framework utilizes a series of custom type systems that
operate as plugins for the javac compiler to find and prevent various bugs
within programs. The Index Checker, specifically designed to warn against
potential out-of-bounds accesses to sequence data structures, prevents In-
dexOutOfBoundsException that may arise if an index expression is likely
to be negative or equal to or greater than the sequence’s length. This is
achieved by writing annotations to indicate which expressions are indices
for which sequences. For example, if a variable i is used as an index for
an array myArray, we annotate the type of ¢ with @IndexFor(”myArray”)
during its declaration. This annotation ensures that the variable 7 is always
non-negative and less than the length of myArray during runtime, that is,
0 <1 < myArray.length. The Index Checker prohibits any operations that
could potentially violate these properties and utilizes them when verifying
index operations.
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Figure 4.9: Experiment comparison results using PST and three other tech-
niques

However, the Index Checker is limited to checking only fixed-size data
structures, whose sizes cannot change after creation, such as strings and ar-
rays. This implies that it is not suitable for mutable data structures like lists,
which can alter their size through methods like add and delete. This limita-
tion was clearly confirmed in programs such as LinkedList and AlarmClock.
Additionally, the Index Checker does not check for arithmetic overflow; thus,
if there is a potential risk of overflow in the expressions of a program, the
Index Checker will not provide warnings. While this is unlikely to be a con-
cern in most practical developments, we also confirmed this limitation in
the SleepingBar program. In other scenarios, the Index Checker can provide
warnings as long as appropriate annotations are placed correctly within the
program. This presupposes familiarity with the various annotations of the
checker and their meanings, ensuring that the framework’s annotations are
correctly understood and applied. However, this can be daunting for large
codebases that lack prior type annotations.

In conclusion, to present the comparison results more intuitively, we trans-
late the data from Table into a line graph, as shown in Figure In
this graphical representation, the line corresponding to our method appear
higher than those of all other methods. This visual elevation of the PST line
in the graph clearly illustrates its effectiveness and superiority, corroborating
the analytical findings previously discussed.
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4.4 Threats to Validity

Addressing threats to validity is crucial in ensuring the reliability of ex-
periment results in software engineering research. Here we discuss various
measures implemented to mitigate such threats during our experiment.

1. Selection and Diversity of Target Programs

One potential threat involves the number and complexity of the target
programs used for testing. To enhance the reliability of our results, we se-
lected programs from the Software Artifact Infrastructure Repository. These
programs are commonly employed in studies involving fault localization and
fault detection, covering typical issues encountered in software development,
such as producer-consumer problems and sorting algorithms. While the pro-
grams used may not suffice for an exhaustive evaluation of our method due
to their limited scope, they serve well for initial observations and analyses
in smaller-scale scientific research experiments. Although no instances were
encountered where our method underperformed or proved invalid, extending
our approach to a broader array of programs might reveal different outcomes.
Therefore, conducting larger-scale empirical studies is essential for a more
comprehensive evaluation of our method in diverse software environments.
2. Human Factors

Human factors significantly threaten the validity of experiment results
due to the potential for bias and subjective influences. To mitigate these
threats, we adopted a blind experiment design. In this setup, individuals
involved in specific tasks were kept unaware of the activities of others partic-
ipating in the experiment. This method helps prevent biases or preconceived
notions from affecting the outcomes, as experimenters do not have prior
knowledge about what the expected results should be.

Moreover, to further reduce the impact of subjective human errors, all
experiment interactions and evaluations were recorded and periodically re-
viewed by an independent party not involved in the experiment phases. This
process of external review helps to identify any inconsistencies or biases in
the handling or interpretation of data collected during the experiments. By
incorporating these checks, we aim to ensure that our experiment conclu-
sions are based on objective observations and are not unduly influenced by
the experimenters’ expectations or personal experiences.

3. Experiment Controls and Repetition

To further solidify the integrity of our findings, we maintained strict con-

trol over the experiment conditions. This included consistent use of equip-
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ment, settings, and methodologies across all test scenarios. Repeating ex-
periments under the same conditions helps in identifying any anomalies or
inconsistencies in the results, thereby providing a more robust set of data to
support our conclusions.

By addressing these potential threats to validity, we aim to ensure that
our findings are not only insightful but also dependable and applicable in real-
world settings. Future studies could expand upon this foundation, exploring
larger datasets and more complex program structures to fully validate and
potentially enhance the efficacy of our proposed method.

4.5 Discussion about PST

PST is a dynamic and automated testing methodology specifically designed
to identify and handle runtime exceptions during the software development
process. Initially developed for Java, PST focuses on detecting common
runtime exceptions such as arithmetic errors, which are prevalent during the
execution phase of software.

1. Expansion to Other Exception Types

The fundamental approach of PST, which involves identifying potentially
problematic code segments, setting up a targeted testing environment, and
conducting tests, can indeed be expanded to detect other types of runtime
exceptions. For instance, adaptations of PST could effectively pinpoint issues
like null pointer exceptions. These are typical errors that can also cause
significant disruptions in software operations.

To extend PST to cover these additional exception types, the detection
logic and testing mechanisms need to be appropriately modified. This in-
volves adjusting the criteria for segment selection and enhancing the testing
algorithms to recognize and react to the specific nuances of each new type of
exception.

2. Adaptability Across Programming Languages

Moreover, the core principles of PST are not confined to Java and can
be seamlessly adapted to other programming languages. This adaptability is
crucial given the diverse programming environments and the specific error-
handling mechanisms inherent to each language.

e C++: Adapting PST to C++ would involve integrating with its excep-
tion handling and memory management features. C++ programs may
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face unique issues related to pointer arithmetic and memory allocation,
which PST could be tailored to monitor and test.

e Python: For Python, adapting PST would mean focusing on dynam-
ically typed variable issues and runtime errors common in a scripting
environment, such as type errors or index errors in lists.

e JavaScript: In the context of JavaScript, PST could be adapted to
handle errors typically found in asynchronous programming and event-
driven architectures, such as callback errors and promises rejections.
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Chapter 5

Comparative Analysis and
Discussion

5.1 Introduction

This chapter provides a comparative analysis of formal verification techniques
and PST, highlighting their respective strengths, limitations, and comple-
mentary nature. The aim is to understand how these techniques can be
leveraged together to enhance software reliability and to identify scenarios
where each method is most effective.

5.2 Strengths of Formal Verification Techniques

Formal verification techniques, such as Event-B and LTS, offer several strengths:

1. Rigor and Precision:

Formal verification provides a mathematically rigorous way to ensure soft-
ware correctness. By using formal methods, developers can create precise
models of system behavior, eliminating ambiguities and reducing the risk of
erTors.

2. Proof of Correctness:

These techniques allow for the comprehensive proof of system properties,
ensuring that the software adheres to its specifications. This is particularly
important for safety-critical systems, where failures can have severe conse-
quences.

3. Modeling Complex Interactions:
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Techniques like LTS are effective in modeling and analyzing concurrent
and distributed systems. They provide a clear representation of system states
and transitions, helping to identify potential issues such as deadlocks and race
conditions.

5.3 Limitations of Formal Verification Tech-
niques

Despite their strengths, formal verification techniques face several limita-
tions:

1. Resource Intensity:

Formal verification can be highly resource-intensive, requiring significant
computational power and time to model and verify complex systems. This
can limit its practicality, especially for large-scale projects with tight dead-
lines.

2. Expertise Required:

The steep learning curve and the need for substantial expertise in formal
methods and mathematical modeling can be a barrier to widespread adop-
tion. Many development teams may lack the necessary skills to effectively
use these techniques.

3. Limited Real-Time Feedback:

Formal verification is typically performed after the software design is com-
plete, making it less suitable for providing real-time feedback during the
development process. This can delay the detection and correction of errors.

5.4 Strengths of PST

PST offers several advantages that complement the strengths of formal veri-
fication:

1. Real-Time Error Detection:

Integrated within the HMPP framework, PST provides real-time feedback
on runtime exceptions. This allows developers to identify and fix issues early
in the development cycle, enhancing productivity and reducing debugging
time.

2. Applicability to Iterative Development:
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PST is particularly well-suited for agile development environments, where
software is developed incrementally. It can be applied to both partial and
entire programs, providing continuous error detection as the software evolves.

3. Reduced Expertise Requirement:

PST does not require the same level of mathematical and formal methods
expertise as formal verification. This makes it more accessible to a broader
range of development teams.

5.5 Limitations of PST

PST also has its limitations:

1. Scope of Error Detection:

While PST is effective in detecting runtime exceptions, it may not provide
the comprehensive proof of system correctness that formal verification offers.
It focuses on identifying specific types of errors rather than verifying all
system properties.

2. Tool Support:

Dedicated tools for PST are still under development, limiting its widespread
adoption. The effectiveness of PST is heavily influenced by the availability
and usability of these tools.

5.6 Complementary Nature of Formal Verifi-
cation and PST

Formal verification and PST have distinct strengths that make them com-
plementary:

1. Enhanced Reliability:

By combining the rigor of formal verification with the real-time error de-
tection capabilities of PST, developers can achieve higher software reliability.
Formal verification ensures that the software adheres to its specifications,
while PST provides continuous monitoring and immediate feedback during
development.

2. Improved Development Workflow:

The integration of both techniques into the software development lifecycle
can streamline the process. Formal verification can be used to validate the
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initial design and critical components, while PST can be employed to monitor
and test the software as it is being developed.

3. Balanced Resource Utilization:

Combining both techniques allows for a balanced approach to resource
utilization. Formal verification can be applied to the most critical parts of the
system, while PST can be used more broadly across the entire development
process, providing a practical and efficient solution.

5.7 Discussion

The comparative analysis highlights that formal verification and PST are not
mutually exclusive but rather complementary techniques. By leveraging the
strengths of both methods, developers can enhance software reliability in a
comprehensive and efficient manner. The key is to integrate these techniques
thoughtfully into the software development lifecycle, using formal verification
for critical components and design validation, and PST for continuous mon-
itoring and error detection during development.
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Chapter 6

Conclusion and Future Work

6.1 Summary of Key Findings

This dissertation set out to enhance software reliability through the evalua-
tion and application of formal verification techniques and PST. The research
aimed to address the limitations of each method by leveraging their respec-
tive strengths in different phases of the software development process. The
key findings from this research are summarized as follows:

1. Effectiveness of Formal Verification Techniques:

Formal verification techniques, specifically Event-B and LTS, have been
shown to be highly effective in ensuring software correctness and reliability
for safety-critical and completed systems. The application of these techniques
to the ARINC653 specification demonstrated their ability to rigorously prove
system properties and ensure adherence to specifications.

2. Challenges and Limitations of Formal Verification:

Despite their strengths, formal verification techniques face significant
challenges in dynamic and iterative development environments such as HMPP.
These challenges include resource intensity, the need for substantial expertise,
and limited real-time feedback capabilities.

3. Development and Evaluation of PST:

PST has been developed and evaluated as a complementary technique to
formal verification. Integrated within the HMPP framework, PST provides
real-time error detection without human intervention. The experiments and
case studies demonstrated PST’s effectiveness in identifying runtime excep-
tions early in the development cycle, enhancing productivity and reducing
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debugging time.

4. Comparative Analysis:

The comparative analysis highlighted the complementary nature of formal
verification and PST. Formal verification provides rigorous proof of system
correctness, while PST offers practical, real-time error detection during de-
velopment. Together, these techniques can significantly enhance software
reliability.

6.2 Implications for Theory and Practice

The findings from this research have several important implications for both
theory and practice:

1. Theory:

This research contributes to the theoretical understanding of software re-
liability by demonstrating the complementary strengths of formal verification
and PST. It provides a framework for integrating these techniques in a way
that leverages their respective advantages.

2. Practice:

For practitioners, the research offers practical insights into how formal
verification and PST can be integrated into the software development lifecy-
cle. By applying formal verification to critical components and using PST
for continuous monitoring, developers can improve the reliability of their
software in a resource-efficient manner.

6.3 Future Research Directions

Based on the findings and limitations identified in this research, several future
research directions are proposed:

1. Tool Development:

Continued development and refinement of tools to support PST is es-
sential. These tools should be made more accessible and user-friendly to
facilitate widespread adoption.

2. Integrated Frameworks:

Research should focus on developing integrated frameworks that seam-
lessly combine formal verification and PST. Such frameworks would provide
a cohesive solution for enhancing software reliability across various domains.
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3. Empirical Studies:

Further empirical studies are needed to validate the effectiveness of com-
bining formal verification and PST in different domains and development
environments. These studies would help to generalize the findings and pro-
vide additional evidence of their benefits.

4. Education and Training:

Enhancing education and training programs to equip developers with the
necessary skills to effectively use both formal verification and PST is crucial.
This would help to bridge the expertise gap and promote the adoption of
these techniques.

6.4 Conclusion

This dissertation has demonstrated that formal verification and PST are
powerful techniques for enhancing software reliability. While formal verifi-
cation provides rigorous proof of system correctness, PST offers practical,
real-time error detection during development. By leveraging the strengths of
both techniques, developers can achieve higher software reliability and im-
prove the efficiency of the development process. The insights gained from
this research provide valuable guidance for future research and practical im-
plementation, ultimately contributing to the development of more reliable
software systems.
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