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Abstract

Current image captioning methods mainly adopt the autoregressive approach, where the
sentences are predicted word-by-word. Despite the success of diffusion models (a non-
autoregressive model) in image generation, their potential in image captioning remains
underexplored due to the discrete nature of language and the continuity and redundancy of
images. In this work, we present a masked conditional diffusion model (MC-Diffusion). It is
based on a discrete denoising diffusion probabilistic model (D3PM) parameterized through
a Markov Chain, conditioned on a vector quantized variational autoencoder (VQ-VAE) to
extract discrete image features. Specifically, we first extract holistic discrete features via
VQ-VAE for each image. With this comprehensive understanding of discrete features serving
as conditions, the discrete diffusion model could be trained through cascaded transformer
blocks and generate sentences in a non-autoregressive manner. Furthermore, we propose a
masked condition strategy as a better substitute for classifier-free guidance. In classifier-free
guidance, part of the data is trained without condition while others are trained with condition.
Our masked condition technique, however, masks some partitions within the condition.
Experiments on the CUB-200 dataset show that the proposed model performs better than the
autoregressive baseline on several metrics. Compared to classifier-free guidance, our masked
condition strategy achieves similar performance on CLIPscore while alleviating the hurt on
reference-based metrics (e.g. BLEU, Meteor, etc.).
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Chapter 1

Introduction

Image captioning aims to generate natural language descriptions of an image. This multi-
modal task bridges the realms of natural language processing and computer vision, requiring
the model to meticulously capture both global and local features of an image. Autoregressive
model[6] stands out as a widely used approach for image captioning. Based on the autore-
gressive model, current state-of-the-art models [13, 9, 45, 26, 46] have achieved remarkable
results in image captioning by capitalizing on the encoder-decoder structure. Specifically,
an image encoder transforms the image into high-level semantics, and a text decoder is
utilized to generate sentences word-by-word sequentially. However, such techniques suffer
from unidirectional semantic passing issues. If a wrong word is predicted, incorporating this
mistake as input will propagate the error to the subsequent sentence.

To mitigate the weakness above, recent advances of non-autoregressive image captioning
approaches[50, 30] which allow for bidirectional semantic passing are motivated by the suc-
cess of diffusion model in image generation. Diffusion models[21, 38] are a generative model
that has laid the milestone for image generation, producing varied results while maintaining
visual fidelity. With the pioneering work of Bit diffusion[7], which explores continuous diffu-
sion model to generate discrete texts with each word represented as binary bits, SCD-Net[30]
is able to generate image descriptions with the relevant semantic conditions.

Despite their success, existing diffusion-based image captioning methods still have
limitations that require improvement. One issue is the image representation. Images are
data with high-level redundancy, performing low information density; Text is discrete with
highly abstract information, it can describe images concisely. Existing methods extract the
continuous image representation as an input of the discrete text decoder. However, it is
non-trivial to align continuous image representation and discrete text feature well. Discrete
representations are a more natural fit for many modalities we are interested in[40]. Hence,
for better feature alignment, discrete representations may be better for image captioning.
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(a) The continuous diffusion process for image generation

(b) The discrete diffusion process for text generation. The noise depends
on the transition matrix. [M] denotes mask token.

Fig. 1.1 Two types of diffusion models
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Another issue is the classifier-free guidance[22]. Classifier-free guidance improves
p(image|caption) at the expense of p(caption|image) in image captioning, which demon-
strates the trade-off between image description capability and grammatical accuracy[24].
DDCap[50] exploits classifier-free guidance by removing image conditions from some
training data. Nevertheless, classifier-free guidance may lead to a great decrease in reference-
based metrics which measure the similarity between generated and human-written captions
(e.g. BLEU, ROUGE, etc.). The performance degradation can be attributed to simply remov-
ing the image condition in some examples may not allow the model to learn a comprehensive
understanding beyond low-level features, i.e. worse alignment between features.

We devise a Masked Conditional diffusion model (MC-Diffusion) to address the limi-
tations. First, we leverage the Vector Quantised Variational AutoEncoder (VQ-VAE)[40]
as an image encoder to convert an image into discrete image tokens. These tokens are then
used as conditions to guide the discrete diffusion model in generating descriptions. Roughly
speaking, as shown in figure1.1(b), the forward process of the discrete diffusion model is
parameterized by a Markov chain, corrupting the original sentence into noise through a
transition matrix. Starting from noisy data, the inference process gradually denoising towards
the desired caption.

Secondly, thanks to the discrete image tokens modeled by VQ-VAE, we introduce a
masked condition strategy: for each data sample, a portion of the discrete image tokens
are removed before input into the discrete diffusion model as the condition. In contrast to
MAE[19], where masking occurs on small patches of an image before being processed by
a vision transformer encoder, our work leverages the advantage of VQ-VAE in modeling
discrete latent space, enabling masking on crucial image tokens spanning across multiple
pixels. Consequently, this poses a more challenging task for MC-Diffusion, as it needs a
more comprehensive understanding beyond low-level image features and better alignment.
In addition, the masked condition strategy can be regarded as another form of classifier-free
guidance with a lower expense of p(caption|image), as it involves removing a portion of
discrete image tokens rather than discarding the entire image data for certain examples.

To assess the performance of the MC-Diffusion, we conduct image captioning experi-
ments with the CUB-200[44] dataset. Our method achieves better results on all reference-
based metrics than the autoregressive baseline. We further verify the proposed masked
condition strategy, experiment results confirm our idea that our masked condition strategy
achieves similar performance on CLIPscore[20] while alleviating the hurt of reference-based
metrics.

To sum up, the main contributions of our work are as follows.
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• MC-Diffusion designs a novel model structure for image captioning. There is a VQ-
VAE encoder to extract discrete image tokens and a discrete diffusion model to generate
caption.

• MC-diffusion also paves a new way to guide the discrete diffusion model with masked
condition strategy.



Chapter 2

Related Work

2.1 Autoregressive Models

The early image captioning methods[8, 11, 32] focus on utilizing a convolutional neural net-
work (CNN) as an encoder to learn high-level image representations followed by a recurrent
neural network (RNN) to predict the sentence word-by-word. Later on, techniques[2, 23]
leverage attention mechanism are explored to predict the caption by concentrating on relevant
image region. Sparked by the advantage of bilinear pooling[15] in capturing more discrim-
inative representation, X-LAN[33] is able to capture 2nd interaction between multimodal
features.

After that, with the triumph of Transformer[41] in the NLP field, M2 transformer[9],
which is one of the current state-of-the-art methods, exploit mesh-like connectivity to extract
both low and high level features. RSTNet[49] enhances the transformer decoder with the
adaptive-attention module to measure the importance of visual-language prior. DLCT[31]
explores the intrinsic properties of descriptive region features and traditional grid features
by an advanced Dual-way self-attention layer. CaMEL[5] is an approach with two different
but interconnected Transformer models, performing mean teacher learning with knowledge
distillation to learn from each other. The text decoder of the above methods generates text in
a left-to-right reading order, where the prediction of the next word is always based on the
words generated in previous steps.

2.2 Non-autoregressive Models

Unlike the autoregressive methods mentioned, non-autoregressive methods predict each
word independently of previously generated ones. A look back mechanism[14] is intro-
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duced for variable refinement and faster caption generation. NAIC[18] first trains a non-
autoregressive model in a reinforcement learning mode to maximize a sentence-level reward.
Yu et al.[48] develop an end-to-end model by adopting the Swin-Transformer with a semantic
retrieval module to increase the decoder input scale, which achieved state-of-the-art perfor-
mance. SAIC[47] makes a trade-off between captioning speed and model performance by a
semi-autoregressive model which jumpily predicts some words by autoregressive module
while other skipped words by non-autoregressive step. MNIC[16] proposes masked non-
autoregressive techniques to generate more diverse captions, it is worth noting that the idea
of MNIC coincides with the subsequent application of the D3PM[3] with an absorbing state.

Most recently, a non-autoregressive method called diffusion models first proposed in [37]
made a huge success in image generation[10, 36, 36, 17]. As shown in Fig1.1, depending on
the data type, diffusion models can be divided into continuous diffusion models[21, 38] and
discrete diffusion models[3, 50]. On one hand, inspired by the continuous diffusion models,
Bit Diffusion[7] projects tokens into continuous space and generates text using a continuous
diffusion model. SCD-Net[30] further improves Bit Diffusion by better visual-language
alignment through cascaded transformer blocks. On the other hand, DDCap[50] first utilizes
a discrete diffusion model with a Contrastive Language-Image Pretraining[35] (CLIP) image
encoder in the image captioning task.

Our work also falls into the discrete diffusion model for image captioning. A new masked
condition strategy is designed to guide the diffusion model with better feature alignment.



Chapter 3

Preliminaries

3.1 Loss Functions of Continuous Diffusion Models

Diffusion models focus on modeling the data distribution p(x0) through maximum likelihood
estimation: maximize the likelihood p(x0) of all observed x0:

Objective: argmax
θ

log p(x0) (3.1)

where θ denotes the model parameter. Recall Evidence Lower Bound (ELBO):

log p(x0) = log
∫

p(x0:T )dx1:T

= log
∫ p(x0:T )q(x1:T |x0)

q(x1:T |x0)
dx1:T

= logEq(x1:T |x0)[
p(x0:T )

q(x1:T |x0)
]

≥ Eq(x1:T |x0)[log
p(x0:T )

q(x1:T |x0)
] (3.2)

Note the last step is based on the Jenson Inequality. q(x1:T |x0) denotes the joint distribution
of forward process from time step t = 1 to t = T conditioned on raw data x0, p(x0:T ) denotes
the joint distribution of data from time step t = 0 to t = T , which could be parameterized as:

p(x0:T ) = p(xT )
T

∏
t=1

pθ (xt−1|xt) (3.3)

where p(xT ) is sampled from noise distribution N(0,I), pθ (xt−1|xt) refers to the denoising
neural network to predict xt−1 from xt for one step. Furthermore, we can maximize the lower
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bound Eq3.2 rather than the direct objective 3.1:

argmax
θ

log p(x)

∝argmax
θ

Eq(x1:T |x0)[log
p(x0:T )

q(x1:T |x0)
]

=argmax
θ

Eq(x1|x0)[log pθ (x0|x1)]︸ ︷︷ ︸
L0

−DKL[q(xT |x0)∥p(xT )]︸ ︷︷ ︸
LT

−
T

∑
t=2

Eq(xt |x0)[DKL(q(xt−1|xt ,x0)∥pθ (xt−1|xt))]︸ ︷︷ ︸
Lt−1

(3.4)

∝argmin
θ

T

∑
t=2

Eq(xt |x0)[DKL(q(xt−1|xt ,x0)∥pθ (xt−1|xt))] (3.5)

From Eq3.4 to Eq3.5, the term LT can be seen as a constant because it has no learnable
parameters and term L0 can also be ignored for two reasons: 1. it can be approximated by the
same network in Lt−1. 2. it makes better performance and simple to implement. Furthermore,
with the summation over time step t is equivalently approximated by Monte Carlo estimation:

argmin
θ

Et∼U(2,T )Eq(xt |x0)[DKL(q(xt−1|xt ,x0)∥pθ (xt−1|xt))] (3.6)

By further derivation, we have the following three equivalent loss functions:

Lsimple = Et,x0∥x̂θ (xt , t)−x0∥2
2 (3.7)

Lsimple = Et,x0∥ε̂θ (xt , t)− ε0∥2
2 (3.8)

Lsimple = Et,x0∥ŝθ (xt , t)−∇xt log p(xt)∥2
2 (3.9)

Eq3.7 refers to estimate the raw data x0 with neural network x̂θ (xt , t) which takes the noise
data xt and time embedding t as input. Similarly, Eq3.8 and Eq3.9 can be interpreted as using
neural network ε̂θ (xt , t) and ŝθ (xt , t) to approximate the noise ε0 added to the raw data and
the gradient of the log of noise data xt .

3.2 Guidance in Diffusion Models

Diffusion models enable the sampling of random data points from the learned distribution
p(x). However, in image captioning, as shown in Fig3.1, our goal is often to control the
generated data explicitly rather than generating random data that may not meet our interests.



3.2 Guidance in Diffusion Models 9

(a) Diffusion model without condition

(b) Diffusion model with condition

Fig. 3.1 Generate interested data in Diffusion models

A natural idea is to learn the conditional distribution p(x|y) shown in Fig3.1(b), i.e., to
take the image through the image encoder and extract features that are used as additional
inputs in the text decoder of the diffusion model. However, experiments demonstrate that
such a paradigm will generate data less relevant to the condition information[29, 39]. Later
on, researchers developed Classifier guidance[10] and Classifier-free guidance[22] to better
control the synthesized data.

3.2.1 Classifier Guidance

Here, we start by letting the model estimate the gradient of the log conditional distribution
∇xt log p(xt |y) in Eq3.9,

∇xt log p(xt |y) = ∇xt log
p(xt ,y)

p(y)
= ∇xt log p(xt ,y)−∇xt log p(y)

= ∇xt log p(xt)p(y|xt)

= ∇xt log p(xt)+∇xt log p(y|xt) (3.10)
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Note that the equation from the second to the third line is because log p(y) is independent
of xt , so the gradient term equals to 0. Eq3.10 reveals that training a conditional model
∇xt log p(xt |y) is inherently training a unconditional model ∇xt log p(xt) plus the gradient of a
classifier ∇xt log p(y|xt). To manipulate how relevant the generated data is to the conditional
information, the authors rearrange the Eq3.10 by introducing a hyperparameter γ as:

∇xt log p(xt |y) := ∇xt log p(xt)+ γ∇xt log p(y|xt) (3.11)

Nevertheless, the classifier guidance requires us to train an additional classifier, meaning that
it consumes additional computational resources, so researchers have devised classifier-free
guidance to guide the diffusion models without a classifier.

3.2.2 Classifier-free Guidance

Let’s begin with the classifier guidance formula Eq3.11,

∇xt log p(xt |y) : = ∇xt log p(xt)+ γ∇xt log p(y|xt)

= ∇xt log p(xt)+ γ(∇xt log p(xt |y)−∇xt log p(xt)) (3.12)

= (1− γ)∇xt log p(xt)+ γ∇xt log p(xt |y) (3.13)

As shown in Eq3.13, classifier-free guidance learns a conditional diffusion model
∇xt log p(xt |y) and a unconditional diffusion model ∇xt log p(xt). A higher γ value indicates
that the model takes more account of conditional information, with γ = 1 representing a fully
conditional diffusion model. In the training step, the conditional model and unconditional
model are trained in one model by randomly replacing the condition with zeros.

Another interpretation goes to Eq3.12 where the term ∇xt log p(xt |y)−∇xt log p(xt) rep-
resents a directional vector in high-dimensional data space, pointing from the unconditional
distribution ∇xt log p(xt) to conditional distribution ∇xt log p(xt |y). The hyperparameter
γ adjusts the scale of this direction. Classifier guidance at this point biases the original
unconditional data distribution to the new data distribution according to this directional
vector.
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Kornblith et al.[24] rearrange Eq3.12 in image captioning as,

∇xt log p(xt |y) = ∇xt log p(xt)+ γ(∇xt log p(xt |y)−∇xt log p(xt))

= ∇xt log p(xt)+ γ∇xt log
p(xt |y)
p(xt)

= ∇xt log p(xt)+ γ∇xt log
p(y|xt)

p(y)
= ∇xt log p(xt)+ γ∇xt log p(y|xt) (3.14)

They interpret Eq3.14 as follows: when γ = 1, the model learns a complete conditional model
, but when γ > 1, it enlarge the p(y|xt). This represents a trade-off between p(image|caption)
and p(caption|image). Notice that Eq3.11 and Eq3.14 have the same form, but they have
different meanings: Eq3.11 is meant to guide the diffusion model with a classifier while
Eq3.14 emphasizes the implicit image generation model. They differ in the meaning of
conditional information y, one is class information and the other is the image itself.

3.3 Vector quantized variational autoencoder

The Vector Quantized Variational Autoencoder (VQVAE)[40] learns to extract discrete
representations from high-dimensional data (e,g. image and video) and then reconstruct them.
As shown in figure4.1, the encoder e = E(x) ∈ Rh×w×d first compresses the given image
sample x ∈ RH×W×3 into latent features, followed by a discretization operator Q(e,Y) to
map each feature with the closest embedding in codebook Y = {yk}K

k=1:

yi j = argmin
yk∈Y

∥ei j− yk∥2
2 (3.15)

where ei j ∈ Rd and yi j ∈ Rd represents (i, j) entry of the encoded image feature e ∈ Rh×w×d

and the output of discretized image tokens y ∈ Rh×w×d , respectively. H and W denote the
image height and width, whereas h and w denote the height and width of the encoded image
feature. Hence, the decoder D can reconstruct the data by x̄ = D(y). VQ-VAE is trained via
the following objective:

L = ∥x−D(y)∥2
2 +∥sg[E(x)]−y∥2

2 +β∥sg[y]−E(x)∥2
2 (3.16)

where sg refers to the stop-gradient operator. The second term of Equation 3.16 is the
codebook loss, which minimizes the distance between the output of the encoder and codebook
embedding.
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Roughly speaking, embeddings in the codebook represent various discrete features, such
as species, age, and gender in the image. Replacing the output features of the encoder with
the embeddings from the codebook is equivalent to removing redundant information from
the image, thereby increasing the information density of the output features.



Chapter 4

Masked Conditional Diffusion Model

4.1 Model structure

As shown in figure 4.1, the MC-Diffusion is constructed as a VQ-VAE image encoder
and a discrete diffusion text decoder. Given an image, the VQ-VAE encoder first encodes
the image into latent representations. Then it maps this representation with the closest
embedding in the codebook as condition y. The discrete diffusion text decoder contains
several transformer blocks with a self-attention, a cross-attention, a feed-forward layer, and an
Adaptive Layer Normalization layer. The decoder integrates the condition y with the current
text representation xt in the cross-attention layer and predicts the noiseless text sequence
x0. Furthermore, the masked condition strategy is applied between the image encoder and
discrete diffusion decoder to randomly mask some discrete image tokens in the condition.

4.2 Discrete Diffusion Model

Given an image-caption pair, MC-Diffusion begins with a VQ-VAE to extract discrete image
tokens, represented as y∈Rh×w and reshaped into a vector y= {y1,y2, ...,yN}, where N = hw.
Assuming the ground truth caption is x, the MC-Diffusion aims to maximize p(x|y).

4.2.1 Forward Process

Unlike continuous diffusion models that corrupt an image by gradually injecting Gaussian
noise, discrete diffusion models corrupt text by randomly replacing some of the tokens with
other tokens or [MASK] token step-by-step through a Markov chain.

Specifically, consider the one-hot version of a token xt−1 ∈ R1×(M+1), where t denotes
the time step, and M+1 denotes the size of vocabulary plus the [MASK] token. The forward
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Fig. 4.1 Overall framework of Masked Conditional Diffusion Model (MC-Diffusion).

process can be parameterized by a transition matrix Qt ∈ R(M+1)×(M+1) and [Qt ]i j = q(xt =

j|xt−1 = i). To reduce ambiguity, Xt denotes the random variable and Xt = xt its realisation.
The one-step transition can be written as

q(Xt |Xt−1 = xt−1) = xtQt ∈ R1×(M+1) (4.1)

where q(Xt |Xt−1 = xt−1) is the probability distribution over the different tokens Xt given the
previous time token xt−1. xtQt refers to the row vector which is the product of row vector
xt ∈ R1×(M+1) and matrix Qt ∈ R(M+1)×(M+1). Notably, xt−1 represents a single token; we
assume that the transition equation Eq4.1 is applied to each token independently in a text.

Similar to the continuous diffusion process, t-step marginal can also be parameterized
from x0:

q(Xt |X0 = x0) = x0Q̄t ∈ R1×(M+1), with Q̄t = Q1Q2...Qt (4.2)

Given the noiseless token x0, Eq4.2 enables us tp directly compute the noise token xt . There
are multiple choices for the transition matrix Qt . Here, we follow Mask-and-replace diffusion
strategy from VQ-Diffusion[17],

Qt =


αt +βt βt βt . . . 0

βt αt +βt βt . . . 0
βt βt αt +βt . . . 0
...

...
... . . . . . .

γt γt γt . . . 1

 (4.3)
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This transition matrix can be interpreted as follows: additional [MASK] token is introduced,
each token has a probability of γt to be replaced by [MASK] token, βt to transfer to another
token in the vocabulary, and αt = 1−Mβt− γt to be unchanged.

It can be proved that this Markov process has a stationary distribution, which means that
after unlimited steps, the original one-hot distribution will become:

p(xT ) = [β̄T , β̄T , . . . , β̄T , γ̄T ]
⊺ (4.4)

where γ̄t = 1−∏
t
i=1(1− γi), ᾱt = ∏

t
i=1 αi and β̄t = (1− ᾱt − γ̄t)/K can be computed and

stored as noise schedule. In MC-Diffusion, γ̄t is set to linearly increased from 0 to 0.9 and β̄t

from 0 to 0.1.

4.2.2 Reverse Process

Starting with the noise tokens xT sampled from the probability distribution Eq4.4 and the
image condition y, we can write the one-step reverse process:

q(Xt−1|Xt = xt ,y) =
q(Xt−1,Xt = xt |y)

q(Xt = xt |y)

=
∑x0 q(Xt−1,Xt = xt ,X0 = x0|y)

q(Xt = xt |y)

=
q(Xt = xt |y)∑x0 q(Xt−1,X0 = x0|Xt = xt ,y)

q(Xt = xt |y)
= ∑

x0

q(Xt−1|Xt = xt ,X0 = x0,y)q(X0 = x0|Xt = xt ,y) (4.5)

Note that we do not have q(X0 = x0|xt = xt ,y) but can be approximated by neural network
pθ (X0 = x̂0|Xt = xt ,y). In MC-Diffusion, pθ (X0 = x̂0|Xt = xt ,y) is several transformer
blocks with input xt and y:

q(Xt−1|Xt = xt ,y)≈ pθ (Xt−1|Xt = xt ,y)

= ∑
x0

q(Xt−1|Xt = xt ,X0 = x0,y)pθ (X0 = x0|Xt = xt ,y) (4.6)
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where the posterior is

q(Xt−1|Xt = xt ,X0 = x0) =
q(Xt = xt |Xt−1,X0 = x0)q(Xt−1|X0 = x0)

q(Xt = xt |X0 = x0)
(4.7)

=
q(Xt = xt |Xt−1)q(Xt−1|X0 = x0)

q(Xt = xt |X0 = x0)
(4.8)

=
xtQ⊺

t ⊙x0Q̄t−1

x0Q̄tx⊺t
(4.9)

where ⊙ denotes element-wise multiplication. We use the property of the Markov Chain
when deriving from Eq4.7 to Eq4.8.

In sum, the reverse process of the discrete diffusion model first samples a random token
sequence xT from distribution Eq4.4 and encodes an image into discrete image tokens y. Then
input xT and y into the transformer blocks pθ (X0 = x̂0|Xt = xt ,y) to predict the noiseless
token sequence x̂0. Finally, the xT , y and predicted x̂0 are used to compute xT−1 according
to Eq4.6 and the process above is repeated until we have the x0.

4.2.3 Loss Function

Different from DDPM[21] that directly predict the added noise Lsimple[3.8], we follow
D3PM[3] to minimize the Lvlb[3.6] plus an auxiliary loss which encourages to predict better
x0:

L = Eq(xt |x0)[DKL(q(xt−1|xt ,x0)∥pθ (xt−1|xt))]+λEq(x0)Eq(xt |x0) log pθ (x0|xt ,y) (4.10)

4.3 Masked Condition Strategy

Classifier-free guidance[22] has shown the trade-off between variety and quality in image
generation. In image captioning, as discussed in section3.2.2, it also makes a trade-off
between p(caption|image) and p(image|caption). Recall classifier-free guidance Eq3.13:

∇xt log p(xt |y) : = (1− γ)∇xt log p(xt)+ γ∇xt log p(xt |y) (4.11)

It trains a conditional model ∇xt log p(xt |y) and an unconditional model ∇xt log p(xt) at the
same time by removing the condition information in some training samples. Our masked
condition strategy, however, does not remove all condition information but masks some
entries in the unconditional model ∇xt log p(xt). To do this, each discrete token yi ∈ y =
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{y1,y2, ...,yN} has a probability Pmask to be masked:

yi =

{
[MASK], p≤ Pmask

yi, p > Pmask
(4.12)

where p is a random number sampled from U(0,1). Then the condition is divided into y[M]

representing the [MASK] tokens and yother denoting the tokens not masked.

∇xt log p(xt |y) := γ∇xt log p(xt |y[M],yother)+(1− γ)∇xt log p(xt |y) (4.13)

Eq4.13 is our masked condition strategy. We have a fully conditional model ∇xt log p(xt |y)
and a conditional model with mask ∇xt log p(xt |y[M],yother). Once again like classifier-free
guidance, γ controls how much we care about the condition information. As Algorithm 1
shows, in the training period, the two models ∇xt log p(xt |y) and ∇xt log p(xt |y[M],yother) are
trained in one model by masking the condition in pCM of the data in the dataset while leaving
others fully conditioned.

By masking some condition information, the model is trained to align different image
features with text at each time step. Hence, this strategy poses a more challenging problem
to the neural network to learn the holistic understanding beyond low-level features.

Algorithm 1 Training of the MC-Diffusion with masked condition strategy

Require: Data with partial condition rate Ppart_cond ∈ [0,1]
repeat

(image, caption)←sampled from the training dataset
t ∼U({1, ...,T})←sample a time step t
x0←CLIP text embedding(caption), y← VQ-VAE image Encoder(image)
xt ←add noise to x0 ▷ Eq4.2
random number p←sampled from U(0,1)
if p < Ppart_cond then

(y[M],yother)←mask some entries in condition y ▷ Eq4.12
(x̂0,xt−1)←discrete diffusion decoder (y[M],yother,xt) ▷ Eq4.6 and 4.9
Loss← (x̂0,xt−1,x0) ▷ Eq4.10

else
(x̂0,xt−1)←discrete diffusion decoder (y,xt)
Loss← (x̂0,xt−1,x0) ▷ Eq4.10

end if
until converged
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Algorithm 2 Inference of the MC-Diffusion with masked condition strategy
Require: Guidance scale γ , maximum time step T

xt ←sampled from p(xT ) ▷Eq4.4
y← VQ-VAE image Encoder(image)
for t = T to 1 do

(y[M],yother)←mask some entries in condition y ▷ Eq4.12
xt−1,cond←discrete diffusion decoder (y,xt)
xt−1,part_cond←discrete diffusion decoder (y[M],yother,xt)
xt−1← γxt−1,part_cond +(1− γ)xt−1,cond ▷ Eq4.13

end for
return Generated caption x0

If we further make some derivation on our masked condition strategy:

∇xt log p(xt |y) = γ∇xt log p(xt |y[M],yother)+(1− γ)∇xt log p(xt |y)

= γ∇xt log
p(xt ,y[M],yother)

p(y[M],yother)
+(1− γ)∇xt log p(xt |y)

= γ[∇xt log p(xt ,y[M],yother)−∇xt log p(y[M],yother)]+(1− γ)∇xt log p(xt |y)
= γ∇xt log p(xt ,y[M],yother)+(1− γ)∇xt log p(xt |y)
= γ∇xt log p(y[M]|xt ,yother)p(xt ,yother)+(1− γ)∇xt log p(xt |y)
= γ[∇xt p(y[M]|xt ,yother)︸ ︷︷ ︸

Image Inpainting Model

+ ∇xt p(xt |yother)︸ ︷︷ ︸
Partial Caption Model

]+ (1− γ)∇xt log p(xt |y)

(4.14)

we can alternatively view the masked condition strategy as implicitly learning an image
inpainting model ∇xt p(y[M]|xt ,yother), a partial caption model ∇xt p(xt |yother) and a fully
conditioned model ∇xt log p(xt |y). The implicit image inpainting model predicts the masked
image features y[M] using the non-masked image features yother and the caption xt . It enhances
the alignment between the masked image features and the current caption. The partial caption
model and the fully conditioned model, however, learn to generate the caption with different
amounts of conditional information, which improves the performance of the denoising neural
network.



Chapter 5

Experiments

5.1 Dataset and Experimental Settings

Experiments are conducted on CUB-200[44] dataset which contains 8855 training images
and 2933 test images. Each image includes 10 text descriptions. The average description
length is 14.2.

Our VQ-VAE image encoder is taming_f8_8192_openimages_last.pth which comes from
the VQGAN[12] trained on OpenImages[25] dataset with codebook size K = 2886. It extracts
32× 32 discrete image representations from preprocessed 256×256 images. Our diffusion
decoder contains 18 transformer layers with a hidden size equal to 512. The model includes
122M parameters. As for classifier-free guidance and masked condition strategy, we set the
data with partial condition rate Ppart_cond and condition mask rate Pmask to 0.1.

We set the maximum length as 30 and diffusion step T = 100. Our MC-Diffusion
is optimized by AdamW[28] on four RTX3090 GPUs with optimizer parameter β set to
(0.9,0.96) and weight decay ε = 4.5e− 2. The minimum learning rate is 1.0e-6 and the
learning rate increases to 4.5e-4 after 1000 warmup steps. The batch size is set to 32 per
GPU and the training epoch is 200.

5.2 Evaluation Metrics

We use the standard reference-based image captioning evaluation metrics BLEU-4[34],
Meteor[4], ROUGE[27], CIDEr[42], SPICE[1] and RefClipScore[20] and a reference-free
metric CLIPscore[20]. Reference-based metrics evaluate the similarity between the generated
text and ground-truth text, while reference-free metrics compute the similarity between the
generated caption and input image.
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BLEU and ROUGE measure how well the generated text by comparing the overlapping
n-grams with the ground-truth text and Meteor addresses the shortcomings of BLEU by
considering the accuracy and recall over the entire corpus. CIDEr uses Term Frequency-
Inverse Document Frequency (TF-IDF) to assess the importance of each token in the text and
also measures the overlap of n-grams. Unlike above-mentioned metrics, SPICE assesses the
underlying connection of meaning and semantics of the generated caption and ground-truth
caption.

RefClipScore and CLIPscore leverage the CLIP ViT-B/32[35] model to extract CLIP
embedding of the generated caption c, ground-truth caption g, and the input image i. Re-
fClipScore and CLIPscore is defined as RefClipS = 2.5×max(cos(c,g),0), CLIPscore =
2.5×max(cos(c, i),0), respectively.

5.3 Results

5.3.1 Performance Comparison with autoregressive models

Table 5.1 shows the performance comparison. Source Pre-trained and DCC are two au-
toregressive baselines with a CNN image encoder and LSTM text decoder. ATCIC is the
state-of-the-art model on CUB-200 dataset. Both the three approaches are pre-trained on
the MSCOCO dataset while our model only pre-trained the VQ-VAE image encoder on the
Openimages dataset. Our MC-Diffusion exhibits better performance than autoregressive
baselines across all metrics. Specifically, the Meteor and SPICE score of MC-Diffusion is
103.0% and 12.2%, demonstrating an improvement of 1.8% and 1.1% compared to autore-
gressive baselines. Nevertheless, our MC-Diffusion still can’t beat the state-of-the-art model
ATCIC with an autoregressive structure on the CUB-200 dataset.

Table5.2 further illustrates the ground truth captions (GT1, GT2, GT3) and generated
caption for five images in the test set of the CUB-200 dataset. MC-Diffusion is able to predict
relevant captions. Furthermore, it produces more descriptive and longer captions compared
to ground truth captions. For the second image in table 5.2, non of the ground-truth captions
point out that the bird has black feathers covering the top but our MC-Diffusion. However,
the text generated by MC-Diffusion may contain more grammatical errors (e.g. "in with a
all" in the first image caption result of table5.2) and have less fluent sentence structure.

5.3.2 Masked Condition Strategy

Table 5.3 and table 5.4 compare the results on the same MC-Diffusion with different guidance
scales γ . As shown in tables, as the guidance scale γ increases, when γ ≤ 3, both classifier-
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Table 5.1 Result comparison on CUB-200 dataset.

Method BLEU-4 Meteor ROUGE CIDEr SPICE RefClipS CLIPscore

Source Pre-trained 6.1 12.9 33 3 4.6 - -
DCC[43] 21.4 23.8 46.4 11.9 11.1 - -
ATCIC[8] 32.8 27.6 58.6 24.8 13.2 - -
Ours 28.1 25.6 54.1 103 12.2 79.2 68.0

MC-Diffusion: this bird is brown and white in color in with
a all and black back and beak.
GT1: this bird has wings that are black and has a long black bill
GT2: grey bird with black flat beak with grey and white big wings
GT3: the dark brown bird has black eye ring and black rectrices.

MC-Diffusion: this small bird has a yellow coloring belly ,
and a light black specks throughout it !
GT1: this bird is brown in color, with a curved beak.
GT2: this bird has a brown crown, brown primaries, and a brown belly.
GT3: a small yellow bird with dark spots on its crown and wings

MC-Diffusion: a small bird with red and face has
black feathers covering top with .
GT1: this bird has a grey crown, grey primaries, and a grey belly.
GT2: this is a grey bird with orange on the crown and cheek patches.
GT3: the bird has black throat, gray breast, feet, belly and abdomen,
it has small beak when compared to its body size.
MC-Diffusion:medium a sized bird with white
and brown feathers and a large black beak .
GT1: this bird has wings that are blue and has a long bill
GT2: this bird has wings that are black and blue and has a long bill
GT3: this bird has a brown head a brown body blue wings and a
white color around it’s neck he also has a very large beak

Table 5.2 Examples of image captioning results generated by MC-Diffusion
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free guidance and masked condition strategy exhibit a trade-off between the reference-based
metrics and reference-free metric. However, when γ > 3, the excessively high guidance
scale γ may cause the magnitude in the direction from the noise distribution to the real data
distribution to be too large, resulting in surpassing the real data distribution and consequently
causing both two kinds of evaluation metrics to decline.

To more intuitively compare classifier-free guidance and masked condition strategy, we
plot the results from the two tables as Fig5.1. In each subplot, the vertical axis represents
the reference-free metric CLIPscore, while the horizontal axis represents various reference-
based metrics. Our masked condition strategy performs slightly worse than classifier-free
guidance in terms of CLIPscore, with scores of 69.7% and 69.5% when γ = 3, respectively.
However, as the guidance scale increases, during the trade-off process between the two kinds
of evaluation metrics, it can be significantly observed that the masked condition strategy
shows a much smaller decline in reference-based metrics compared to classifier-free guidance.
This may be attributed to our masked condition strategy, which, similar to BERT and MAE,
enables the implicit partial condition model ∇xt p(xt |yother) to learn higher-level language
features by masking parts of the information.

Table 5.3 Classifier-free result with different guidance scale γ

Method BLEU-4 Meteor ROUGE CIDEr SPICE RefClipS CLIPscore

γ = 1 27 25.1 53.4 103 12.4 78.9 67.5
γ = 1.5 24.7 24.5 51 95 11.7 78.5 68.9
γ = 2 23 23.2 49.6 86 10.5 77.9 69.5
γ = 3 21.9 22.5 47.1 83 9.9 77.8 69.7
γ = 4 19.5 22.2 46.3 82 9.7 77.4 68.3

Table 5.4 Masked condition result with different guidance scale γ

Method BLEU-4 Meteor ROUGE CIDEr SPICE RefClipS CLIPscore

γ = 1 27.3 24.9 53.9 102 12.2 79.2 68.5
γ = 1.5 25.6 24.1 52.7 96 11.5 78.9 69.3
γ = 2 24.2 23.2 50.1 93 11.0 78.5 69.4
γ = 3 23.7 23.0 49.2 91 10.7 78.2 69.5
γ = 4 22.4 22.9 48.9 90 10.6 77.7 69.4
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Fig. 5.1 Performance comparison on different guidance scales γ





Chapter 6

Conclusion

In this work, we dive into the idea of encoding the discrete image features in the discrete
diffusion model for image captioning. To verify our claim, we devise a masked conditional
diffusion model (MC-Diffusion) with a VQ-VAE image encoder and a discrete diffusion
decoder. A masked condition strategy is further proposed to better guide the diffusion model.
We empirically validate the MC-Diffusion against the autoregressive baselines and state-of-
the-art methods on the CUB-200 dataset. At the same time, we also compare the performance
of the masked condition strategy and classifier-free guidance on different guidance scales.
Although our method is slightly inferior to classifier-free guidance on CLIPscore, we are
happy to see that our method alleviates the hurt of reference-based metrics with the increase
of guidance scales.

For future work, we can validate our proposed model and methods on more datasets such
as MSCOCO. Additionally, since classifier-free guidance in the image generation field also
presents a trade-off between image fidelity and diversity, we can test whether the masked
condition strategy performs better in this aspect as well.
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