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Abstract

Water Window X-ray Emission from Gold Foil Targets 
under Nd:YAG Laser Pulse Irradiatio

D213009  

Soft x-ray sources developed by laser produced plasma (LPP) hold great promise for 
applications in diagnostic and manufacturing nano-devices. Particularly, soft x-rays in the 
water-window (WW) region (2.3-4.4 nm) offer significant advantages for biological 
diagnostics. The K-absorption edges for C (4.4 nm), N (3 nm) and O (2.3 nm) fall within this 
wavelength range, providing high transmission contrasts in living biological cells rich in 
these elements. Consequently, it is employed in soft x-ray microscopy (SXM) for biological 
diagnostic in various scenarios. This not only allows imaging of relatively thick living organ 
samples without sample pretreatments (such as dehydration and sectioning), but also enables 
the observation of organelles in the cytoplasm with high contrast.

The imaging resolution and quality for SXM are significantly limited by the photon 
fluence reaching the sample surface. Currently, only large facilities using synchrotron 
radiation sources can achieve a brightness exceeding 1014 photons/ (sr ∙ s ∙ μm2 ∙ 0.1% 
bandwidth) for high-quality imaging. However, the brightness of LPP hinders the widespread 
deployment of SXM, not to mention the associated costs and availability of the required 
devices. Hence, it is crucial to enhance the photon fluence produced by tabletop devices.

One of the methods is to use laser-produced Au plasma. Due to the n=4-4 and 4-5 
transitions in the highly ionized Au ions, x-ray emissions emitted from countless energy 
levels forms unresolved transition arrays (UTA) with a peak wavelength within the WW 
region. On the other hand, WW x-ray emission enhances when generating laser-produced Au 
ions in a low pressure N2 gas, benefiting from the KLL-Auger electrons emitted from the N 
atom interact with the highly charged Au ions. These make Au a suitable material for LPP 
scheme to develop a WW x-ray source.

The contact type SXM is favorable for the laser-produced Au plasma scheme. The 
generated x-rays with short pulse duration effectively reduce blur, while the focused laser 
spot can confine the emission in a small region with high brightness. However, a high-
repetition tape target system is needed to develop a practical contact SXM. An optimal target 
thickness not only reduces the target cost drastically but also decreases plasma debris, 
extending the durability of the optical components.

In this work, a comprehensive measurement on the optimal Au target thickness for WW 
emission was conducted. Foil targets and thermal deposition Au targets ranging from 300μm 
to 0.1 μm were manufactured and tested. A subsequent optimization of the laser focus 
condition at a fixed laser energy was also applied to find the most effective condition for 
WW radiations. The experimental results were compared with the numerical simulations 
using the Flexible Atomic Code and the Star-2D code. Thermodynamics of the particles in 
the plasma were studied, providing a comprehensive explanation for the emission behavior 
observed by the emission spectroscopy. 
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1. INTRODUCTION

A wide range of applications using different kinds of light have been brought into our 
daily lives, such as the lighting, optical imaging, and laser technology. The variety of the light 
properties, whether it is treated as wave or particles in the quantum physics, gives much 
versatile on their behaviors. In particular, lights with different wavelengths can be divided into 
different ranges as shown in Fig. 1.

In this work, a special wavelength band known as the “water window” (WW) within the 
soft x-ray region was investigated to explore the potential development of a short-wavelength 
light source for scientific research. This chapter provides a comprehensive introduction to WW 
x-ray, organized in the sequence of source, application, and ultimately our research motivation.

1.1 Water window x-ray

Soft X-rays in the so-called water-window (WW) region are important for biological 
research, as this wavelength range lies between the K absorption edges for carbon (4.4 nm) 
and oxygen (2.3 nm), exhibiting a high transmission contrast between atomic carbon and 
oxygen (water), which are the two main constituents of living organisms (see Fig. 2). 

The K-edge refers to the photon energy level just beyond the binding energy of the K-
shell electrons in an atom, where the absorption coefficient increases drastically then decrease 
gradually as the energy becomes higher. After the absorption, the electron is ionized due the 
photoelectric effect, leaving a vacancy in the inner shell. This vacancy can be filled by an 
outer-shell electron, resulting in the emission of an Auger electron or characteristic x-ray, 
which depends on the atomic number. Same behavior also occurs for L-shell, known as the L-
edge.

Fig. 1: Spectral ranging from infrared (IR) to hard x-ray. The 4 points indicated are the K-
edges of the labeled elements. The photon energy is shown in the top-axis. Visible light is 

shown in rainbow band.
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One of the most important applications for WW x-ray is used as the light source for x-
ray microscopy. Because the resolution of the optical microscopy using visible light source is 
limited by the wavelength of light according to the Rayleigh criterion as, 

where NA is the numerical aperture for the system, and  is the angular resolution,  is the 
wavelength of light. The equation describes two images which are just resolvable when the 
center of the diffraction pattern of one coincides with the first minimum (dark fringe) of the 
other. Resolution for optical microscopy is consequently limited to several hundred 
nanometers. On the contrary, WW x-rays have a short wavelength with characteristic 
transmission bands, making them favorable for being used as imaging light source. 

Since water and carbon-based organelles are the main substances in the biological cells, 
WW x-rays offer remarkable properties in terms of contrast and penetrating power. A 
comparison of the attenuation length for water and protein is shown in Fig. 3 [1].

Fig. 2: Transmittance for carbon and water around the WW region (2.3-4.4 nm). The K-edges 
for both elements are marked. The thicknesses for both substances are set the same as 500 nm. 
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1.2 Soft x-ray microscopy (SXM)

1.2.1 Characteristics
Short wavelength was not the sole factor that rendered SXM irreplaceable. Biologists 

have employed various microscopy tools, such as optical and confocal microscopy, electron 
microscopy, and atomic force microscopy. However, none of them could fulfill an alternative 
role.

The optical microscopy has limited resolution as explained above. This resolution was 
then improved by the confocal microscopy, which utilized the focused laser and pinholes to 
obtained optical sectioning of the object. An example is shown in Fig. 4 [2], the out-of-focus 
light was eliminated by the aperture before the detector, which increased the resolution of the 
system. Resolution for this technology could reach several hundred nanometers [3]. However, 
the high phototoxicity from the laser irradiation could not be ignored when compared to the 
other microscopies.

The electron microscopy (EM), including transmission type and scanning type, can 
produce almost unlimited resolution for imaging cellular structures. Because the size of the 
electron is negligible compared to the object. But the sample needs to be placed in the vacuum 
as shown in Fig. 5 to receive the electron interaction, which brings damage at the same time. 
Also, the penetration depth for the electron beam is typically below 1 μm [4]. These limitations 
make sample for EM need to be section and dehydration, which is not suitable for observing 
living cells. 

Atomic force microscopy is utilized as a surface evaluation technology, where the atomic 
force between the cantilever and the sample atoms is detected and converted into a signal. This 
method can be applied in both air and liquid environments, making it versatile for numerous 
applications. However, it is important to note that the inner structure of the sample is not 
accessible through this method [5].

Fig. 3: The depth into the material measured along the surface normal where the intensity of 
x-rays falls to 1/e of its value at the surface [1].
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Fig. 4: Schematic of a confocal microscopy [2].

Fig. 5: Schematic of the typical scanning electron microscopy (SEM) and transmission 
electron microscopy (TEM).
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Compared to the aforementioned techniques, SXM utilizing WW x-rays boasts unique 
contrast with excellent penetration power, thereby enhancing the signal-to-noise ratio. In SXM, 
the scattering process is negligible in comparison to absorption, with the photoelectric effect 
dominating in this photon energy range (as depicted in Fig. 6) [6]. This aspect is crucial for 
maintaining image quality, as the scattering process can introduce blur to the image. 
Additionally, the depth of field for SXM has been improved to a relatively large range [7,8], 
enabling the possibility of 3D imaging.
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Fig. 6: Graph of the Rayleigh, photoelectric, Compton, pair production, and total mass 
attenuation coefficient for tissues (Z=7) as a function of photon energy. [6]
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1.2.2 Different types of the SXM
The structure of SXM undergoes significant changes over time. Since x-rays were first 

discovered by Röntgen [9], it was soon applied to a point-projection microscopy by Malsch 
[10] as shown in Fig. 7. The electrons were emitted from the filament cathode to the aperture. 
A collection coil was applied to the tube, focusing the electrons onto a metal foil with a spot 
diameter of 0.1 mm. The interaction between the electrons and the metal foil radiates x-rays 
from the foil surface due to the bremsstrahlung (braking radiation). Finally, the object placed 
near the radiation point could be imaged onto a luminous screen as a magnified shadow. The 
image was obtained with a resolution of a few microns, indicating a high potential for 
developing high-resolution microscopy.

After decades of the development, three types of SXM have come into view. 

Contact x-ray microscopy

The contact SXR utilizes x-ray sensitive resist underneath the sample to convert x-ray 
images into the detectable form (e.g., AFM or visible light). The technique was developed by 
Spiller, E., et al. [11], who used carbon K  line (4.48 nm) and synchrotron radiation source 
to obtain SXM images with a resolution of near 10 nm. A laboratory contact x-ray microscopy, 
which used picosecond single pulse soft x-ray from the laser-produced plasma, observed 
nanometer-scale inner structure of the living biological specimen in a hydrated condition [12].

An example structure of the contact SXM is shown in Fig. 8. Soft x-rays were emitted 
from the laser produced plasma and collected by using the grazing-incidence toroidal mirror. 

Fig. 7: Schematic of a point-projection microscope [10].
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The focused soft x-ray spot penetrated through the sample and absorbed by the scintillator. 
Since the transmission rate for the sample’s inner structures were different, the image was then 
converted to the visible light and finally detected by the camera. Since the soft x-rays were 
generated for the single pulse shot, the short exposure time could avoid the radiation damage 
of the sample. Moreover, the brown motion of the cells and diffusion of proteins were found 
to be at a microsecond or sub-microsecond time scale, while the duration of the X-ray pulse is 
almost consistent with the pumping nanosecond/picosecond laser pulse [13]. A 3D imaging 
was even possible by using stereo-pairs with different observing angle. However, it is obvious 
that many aspects may affect the final image quality, such as the diffraction, the penumbral 
blur due to the sample thickness, and nonlinear effects in the resist development [14,15].

Scanning transmission SXM

The scanning transmission SXM was first demonstrated by [16] as illustrated in Fig. 9. 
A zone plate served as a condenser to focus the x-rays from the synchrotron source into a point 
on the sample. To obtain the image, the x-ray energy was held constant, and the sample was 
raster-scanned in the focus of the x-ray microprobe forming a 2D map of the x-ray absorbance. 
The scanning transmission SXM benefits from the high brightness and consistent output of the 
synchrotron source, a characteristic that is challenging to replicate on a laboratory scale where 
limited brightness of x-ray sources is common.

Fig. 8: Schematic of a typical contact SXM.
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Full-field transmission SXM

The primary difference between the full-field transmission SXM and the scanning 
transmission SXM is that the x-ray is focused onto the full-field of the sample, without a 
requirement of moving the sample stage for scanning. The first development was achieved by 
[17] (Fig. 10). In this setup, a polychromatic radiation source was dispersed by a holographic 
laminar grating through a holographically zone plate, generated a reduced monochromatic 
image of the synchrotron source in the object plane. The image optics was a micro zone plate 
which generated the magnified image on the image plane. This full-field imaging scheme was 
suitable for a tomographic 3D imaging due to the relatively short exposure time. Similar as the 
stereo-pairs described in the contact SXM, imaging from several angular projections was 
possible when used a rotation sample stage [18].

Laboratory scale SXM

A wide deployment for the SXM is undoubtedly craved as the excellent imaging quality 
obtained using synchrotron x-ray sources. However, achieving the same order of brightness as 
a synchrotron source for x-rays is currently impossible on a laboratory scale. Lots of attempts 
have been made to develop a compact SXM so far.

Fig. 9: Schematic of the Stony Brook scanning transmission SXM [16].

Fig. 10: Schematic of the first full-field transmission SXM [17].
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In [19], a compact cryogenic soft x-ray computed tomography was developed using a z-
pinch plasma as the x-ray source. Resolution better than 50 nm was achieved. While in [20], a 
full-field transmission SXM was developed using the laser-produced plasma as the pumping 
scheme to generate WW x-rays (Fig. 11). The resolution of this setup reached 40 nm when 
irradiating the nitrogen gas target with a laser power of 60 W.

Although good imaging quality was achieved in these works, the huge gap in the 
brightness between synchrotron x-ray source and other schemes made the resolution of the 
biological images incomparable. 

Fig. 11: Schematic of the compact full-field SXM using laser-produced plasma [20].
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1.2.3 Optics
Most focusing optics used in the wavelength range of visible light are not available for 

x-rays, due to the complex refraction index is almost 1 and the absorption of the medium is 
high. The complex refraction index  is given by,

where δ   describes the ratio of the free-space speed of the light to the speed in the 
medium, β describes the absorption aspect of the electromagnetic wave [21]. For the common 
optics made by SiO2, the factors of refraction index are shown in Fig. 12. While the absorption 
coefficient α of the material can be calculated by,

It is evident that alternative methods are necessary to efficiently focus WW x-rays from 
the source onto the sample. Below, the most common optics for collecting x-rays are discussed.

Zone plate

The zone plate is a kind of optics using diffraction and phase shifting for the passing 
light wave to generate a focus point. was first developed by Baez, A. [22]. For a classical type, 
it consisted of a series of transparent and opaque concentric rings or zones, with a designed 

Fig. 12: The factors of the complex refraction index for SiO2,   and  , as a function of 
wavelength [1].
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width so that monochromatic x-rays was focused onto one point by the diffraction. The 
principle is illustrated in Fig. 13, as the rings of the zone plates follow:

where  refers to the -th zone,  refers to the order of the diffraction wavelength. The 
value   is due to the several orders generated from the diffraction, which can affect the 
efficiency ηm of the zone plate by,

When a higher order of the focus is used, the efficiency reduces correspondingly. The equation 
(1-4) illustrates when the path between two x-rays emerging from two neighboring zones is 

 , interference can be generated at the focus point F. In this way, constructive and 
destructive interferences are combined at F. By blocking the destructive interferences (n = 1, 
3, 5, …), a constructive focal point can be generated. However, since  is a function of , 
chromatic aberration can reduce the focusing efficiency.

Errors during the manufacturing of the zone plates can also cause aberrations, since zone 
plates generally consist of several tens of thousands of rings with a size in nanometer scale 
[23].

Grazing incidence mirror

The grazing incidence mirror refers to the optics that used in a small incident angle 
(nearly 90 degrees) for x-ray reflection. It can also be used for Schwarzschild focusing mirror, 

Fig. 13: Schematic of the Fresnel zone plate.  is the first order of the zone plate focal point. 
 refers to the -th zone,  refers to the order of the diffraction wavelength.
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multilayer mirror, and so on. Principle of the grazing incidence mirror can be obtained from 
the diffraction formula as,

where  and  are the incident angle and diffraction angle, respectively.  and  are the 
refraction indexes of the incidence medium and diffraction medium, respectively. Noting the 
refraction index is connected the former equation (1-2) as, 

When the diffraction angel  becomes 90 degrees,  reaches the critical angle, where 
any  larger than the critical angle can generate a total reflection. For x-ray coming from the 
vacuum, , while the refraction medium (e.g. Au coating for 2.55 nm WW x-ray) has a 

 . Consequently, the critical angle is 84 degrees which is a grazing incidence 
condition.

Multilayer mirror

The multilayer mirror consists of many reflection layers, each layer reflects part of the 
x-ray, and the rest is reflected by the underneath layer. The primary principle is given by the 
Bragg’s law as, 

where  is the incidence angle, is the spacing between each layer,  is the integer. This 
schematic is also illustrated in Fig. 14. As the reflected waves have a constructive interference 
similar to the principle described in the zone plate section, the reflection can be enhanced. In 
the practical case, the spacing   continuously changed, governing the direction of the 
reflection light into the desire shape [24]. The layers usually consist of two kinds of materials 
to create an index contrast. The multilayer mirror can be manufactured into a spherical shape, 
which owns a wide incident angle for x-ray focusing when compared with Fresnel zone plate.

Fig. 14: Schematic of the Bragg’s law.
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The materials which have absorption edges in the WW x-ray region are usually used to 
manufacture the multilayer mirror due to the high diffraction index (as shown in Fig. 15). For 
examples: In [25], W/B4C and Co/C were developed for multilayer mirrors with reflectivity 
of >40% and >10% at 2.48 nm and 4.47 nm, respectively. In [26], V/Sc mirror was used to 
produce a reflectivity of 18.4% at 3.129 nm and 5.2% at 2.425 nm. A list of refraction index 
of the complex oxide was given by [27], emphasized the importance of complex oxide for high 
reflectivity multilayer mirror. Besides, large grazing incidence angle and normal incidence 
mirror were also developed as described in [28–31].

Fig. 15: Delta value for the common elements used for x-ray multilayer mirror at the WW 
region [1].
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1.2.4 WW x-ray source
The WW x-ray source is one of the most important parts in the SXM. While the practical 

use of the SXM is highly dependent on the brightness of the light source, the size of the device 
can also impose limitations on widespread deployment. Several main schemes have been 
developed for producing WW x rays.

Synchrotron radiation

The synchrotron radiations use strong magnetic field to bend high-speed electron, 
emitting strong x-rays due to the bremsstrahlung process. The speed of electron is near to the 
speed of light, giving an ultra-relativistic condition where the total energy  of the electron 
is almost completely equal to its kinetic energy. As giving by

where  is the speed of light,  is the Einstein relativistic factor.  is the particle velocity 
and  is the particle mass [32]. For the particles that , the emitted photons from the 
electron have a highly forward direction, which is crucial to predict the final spectra and spatial 
radiation distribution for the source. Since in this case,

where  is the Lorentz invariant momentum. Both electrons and emitted photons are moving 
along , because most of the electron momentum is associated with the forward motion [33].

Different from the bonded electrons in the atoms, the accelerated electrons do not have 
energy levels so that selected continuum spectra band can be emitted, providing high 
brightness for a wide range of applications from hard x-ray to infrared. Depending on their 
principles, synchrotron sources can be divided into four types: bending magnet, wiggler, 
undulator, and free electron laser. Each one has different radiation characteristics as illustrated 
in Fig. 16. The bending magnet employs a magnetic field perpendicular to the direction of 
electron motion, generating Lorentz force to bend the electrons. Since the bending is a gradual 
process, continuum spectra are generated in this case, which also have a relatively large 
radiation diversity. Wiggler and undulator, on the other hand, use alternating electromagnetic 
field to continuously bend electrons, emitting radiations along the forward direction. The 
undulator utilizes a periodic magnetic field to ensure emissions from the same electron exhibit 
good coherence, while there is no coherence among different electrons. Harmonic radiation 
can also be generated as shown in the third line in Fig. 16. Coherent radiation can be achieved 
by the free electron laser, as the radiations are controlled to be in the same phase. Consequently, 
strong radiation with sharp spectral peak is obtained [34,35].

Synchrotron radiation sources have been applied to SXMs in many works. In [36], the 
x-ray photon energy of 516 eV was used to observe freshwater organism with a resolution less 
than 100 nm for structure in hydrated condition. In [37], free electron laser operating at a 
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wavelength of 13.7 nm obtained an output at 2.75 nm as the 5-th order harmonic. A summary 
of the brightness of WW x-ray source utilizing state-of-the-art synchrotron sources is provided 
in reference [38].

Synchrotron radiations can produce intense WW x-rays, suitable for achieving 
resolutions in the range of a few tens of nanometers [39]. However, these facilities require 
significant space and incur high operating costs, rendering them impractical for widespread 
deployment.

Discharge pinch plasma

Generally, discharge produced plasma (DPP) is generated by applying high voltage to a 
gas, liquid and solid. When the material is initially ionized by the electric field, electrons are 
generated and collide with the remaining particles, leading to the formation of a nearly fully 
ionized plasma. Subsequently, a self-focusing of the plasma occurs due to the strong magnetic 
field induced by the abundant electric charges [40], pulling the plasma through the central axis 
[41]. The compressing causes an increase in the temperature and density, and the emission gets 
stronger. The compressed plasma is known as the z-pinch plasma. The letter "z" is used to 
denote that the electric current direction is longitudinal. The schematic is shown in Fig. 17.

The discharge plasma can produce stable, sustainable WW x-rays as illustrated in [42], 
where a strong line spectrum at 2.88 nm was generated from the He-like nitrogen ions in a 
pinch plasma. SXM using a z-pinch capillary discharge plasma source illustrated in [43] 
achieved a resolution of 75 nm using the same gas. Since the plasma source is relatively large 
when compared with other schemes, the broad emission area may not be efficiently used and 

Fig. 16: Schematic of the different types of synchrotron radiation source. The middle row 
shows radiation part for each type. The row on the right side shows the output characteristics 

for each type.
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result in a low brightness. 

Laser-produced plasma

Laser produced plasma (LPP) has also been considered suitable for WW x-ray sources. 
Generally, a high-energy laser pulse, either single or multiple, is focused onto a target, ablating 
the target into vapor. As the temperature continues to rise, hot dense plasma is generated. The 
electron density of the plasma increases during the heating process, reaching the critical 
density where the laser can no longer penetrate further. Consequently, the laser energy is 
effectively absorbed in this region, while the remaining energy is reflected to some extent. The 
concentrated high-energy laser pulses enable intense x-ray emission to be confined to a small 
area within the plasma, resulting in high brightness. The detailed principles of the laser-
produced plasma are discussed in the next section.

Various parameters in this process can be manipulated to select the desired emission 
wavelength. For example, targets in different types have been used for WW generation: In [44], 
Argon-Helium gas target was used for LPP, giving a photon fluence of 103 photons/ (μm2 × 
pulse) in the WW region. A resolution of 80 nm was achieved when observed biological 
specimen in a helium atmosphere. The x-ray laser scheme, utilizing the three-body 
recombination process in the He-like carbon plasma, was also employed to produce lasing 
emission at 4.03 nm [45]. It is clear that the brightness of LPP source is several orders of 
magnitude smaller than the synchrotron radiation sources. However, the LPP scheme is 
favorable for developing a compact, low cost SXM, which is essential for this application.

Brightness

Brilliance (brightness), which is defined as photons/ (s × sr × μm2 × 0.1% Band width 
(BW)), is often used to evaluate a WW x-ray source [38]. It describes the number of photons 
emitted per second, per unit solid angle, per area, with a specific wavelength in a narrow band. 

Fig. 17: Schematic of the z pinch plasma. The electric field is pulled by the magnetic field, 
compressing the plasma to high temperature and density.
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The brightness is useful as the effective WW intensity applied on the sample is limited, and 
the spatial and angular flux can be calculated by integrating over the solid angle and the area, 
respectively [19].

A convenient method to calculate the minimum photon fluence is given by D. Sayre [46] 
by calculating the transmitted photons behind the protein sample for an image signal-to-noise 
ratio over 5 (schematic shown in Fig. 18). 

The result is shown in Fig. 19. Four areas are shown with different characteristics, green: 
the electron microscopy performance better than the x-ray microscopy in this region due to 
less required radiation dose. Gray: the radiation dose above 109 Rads is no longer capable for 
the structure survival of organic molecules. Light blue: optical microscopy is possible to reach 
the resolutions in this region, where no need to use the x-ray microscopy. Red: WW SXM 
takes advantages where the sample structure can survive after the radiation, and the resolution 
is beyond the optical microscopy.

It has been calculated that a photon fluence of ~106 photons/μm2 is required to obtain an 
x-ray microscopy image of protein with a spatial resolution under 100 nm with a sample 
thickness below 10 μm. The value of the signal-to-noise ratio is known as the Rose criterion, 
which illustrated a signal-to-noise ratio of at least 5 is required to be able to distinguish image 
features with certainty [47]. 

Incident 
photons

SampleWater

Protein

Transmitted 
photons 

Image with 
S/N 5

Fig. 18: Schematic of the calculation described by D. Sayre in [46]. The incident photons pass 
through the sample, which consists of water and protein (feature region) (thickness ). The 
imaging object is an idea cube in the size of  (length)  (width)  (thickness). Only 
absorption and transmission are considered in this case. An detector is placed below the 
sample, imaging the area with no photon loss. 
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However, the exposure time for a sample is also limited when considering practicability 
and the image blur caused by the Brownian motion of the particles [47]. An x-ray microscope 
using synchrotron radiation sources can achieve a brilliance of over 1018 photons/(s  mrad2 
× mm2 × 0.1%BW) [48]. In contrast, a permanent laser-plasma setup can only reach a brilliance 
of 1012 photons/(s × sr × μm2 × 0.1%BW) [49].

Indeed, it is crucial to highlight that the practical resolution of a SXM is influenced by 
all components, ranging from the light source to the imaging detector. Furthermore, the 
contrast of the image can vary based on the ratio of wavelengths in the spectra. Improving the 
conversion efficiency (CE) remains one of the primary points for LPP in the development of 
a compact WW x-ray source.

250 nm

Fig. 19: Minimum photon fluence for a bright-field mode x-ray microscopy as a function of 
specimen thickness t, and feature thickness tF. The unit size of the specimen d  d was set as 

 for the convenience of calculation. Only 4 lines are shown the plot. The read line 
shows the edge where electron microscopy and x-ray microscopy perform the same with the 
same radiation dose. The thick dash line shows the limit resolution for the optical microscopy. 
The short dash lines which separate the area show the optimal wavelength for the minimum 
photon fluence in that region. Four color regions show different characteristics.
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1.3 Fundamental of LPP and research motivation

The LLP scheme has been developed for contact type [50,51], scanning type [52], and 
transmission type [53] SXM, due to its feasibility for all kinds of laboratories. This potential 
serves as a catalyst for our commitment to advancing the development of a compact WW x-
ray source, characterized by high intensity and cost-effectiveness. Moreover, the 
characteristics of the short WW emission pulse from LPP make contact-type SXM a preferred 
choice. Additionally, the x-ray-sensitive resist beneath the sample is easy to utilize, thereby 
saving costs and minimizing photon flux loss from the objective optics. Results from prior 
research series have demonstrated that laser-produced Au plasma is one of the promising 
candidates for an intense WW emission source.

In this chapter, the fundamental aspects of LPP are introduced, providing the motivations 
for the research presented in this work.

1.3.1 Initial ablation
The generation of the LPP for a solid target can be divided into several steps. Initially, 

particles at the irradiated region are heated into the vapor and ionized due to the energy 
absorption. The formation of ions contributes to the creation of an initial plasma. The 
temperature keeps increasing due to the following laser irradiation. This brings frequent 
collisions between ions and electrons, leading to an enhancement of electron density. When 
the electron density reaches the critical density, the incident laser cannot penetrate the critical 
surface, causing an energy deposition on the critical surface and a hot dense region generated 
within the plasma.

Thermal transfer

The initial ablation of materials by the laser pulse can be described using a one-
dimension two-temperature physical mode for electron and ion [54–56]. The spatial and 
temporal evolution of the electron and lattice (or ion if ionized) can be described as, 

where e and  are the heat capacities (per unit volume) of the electron and lattice. e and 
i  are the temperature of electron and lattice.   is the heat flux propagated in the  

direction perpendicular to the target surface.  is the laser-induced heating rate expressed by 
laser intensity , surface absorptivity  (0 for no absorption, 1 for completely absorbed), 
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and the material absorption coefficient α  (cm-1). γ  is the parameter characterizing the 
electron-ion coupling.   is the thermal conductivity. The equation (1-11) describes the 
variation of the electron temperature is connected to the thermal diffusion, lattice (ion)-
electron interaction, and the laser heating. The thermal diffusion for lattice is negligible in the 
period, since the time scale is much longer. 

When the thermal diffusivity Ce can be considered as a constant, the electron 
cooling time Ce  and lattice heating time Ci  can be insert into Eqs. (1-11) and 
(3-10). To find the solutions, a series of initial and boundary conditions are used together with 
assumed laser intensity , , and  at  have

Where τL is the laser pulse duration, , ,  are the constants of proportion.  and  
are the optical penetration depth and heat penetration depth. Using the method described in 
[56], the heat penetration is then calculated as,

where   is the effective heat diffusion time during laser irradiation. In the case of 
nanosecond laser pulse (τL τi),

In this way, the initial ablation condition can be described [57].

Critical density

The critical density is an important threshold where the laser cannot propagate into the 
plasma anymore, resulting in an energy deposition at the critical density region where heating 
is effective.

The critical density  for a laser with a frequency  as given by,
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where m is the electron mass [58]. Therefore, a Nd:YAG laser pulse with a wavelength of 1064 
nm can only penetrates the plasma when the electron density is lower than 1021 cm-3.

1.3.2 Unresolved transition array from laser-produced Au plasma
In the LPP scheme, plasma is generated from laser–target interactions. The target 

material and shape strongly affect the x-ray emission yield. Two types of the emissions in the 
WW region are usually used for developing light source, line spectra from the low-Z elements 
and band/continuum spectra from high-Z elements. 

For low-Z element targets, gas such as argon and nitrogen can emit strong line spectra 
in the WW region [59]. A comprehensive investigation for solid targets (Al, Si, Ti, Cu, Ta, and 
W) in [60] also revealed that emissions from low-Z elements (Al, Si, Ti, Cu) tend to be narrow 
compared to the high-Z elements (Ta and W). 

These line emissions are effective for zone plates and multilayer mirrors, as these optics 
exhibit high reflectivity only within a narrow bandwidth specific to the wavelength of interest. 
Contrastingly, the grazing incidence mirror has a comparatively large bandwidth, making it 
suitable for chromatic emissions from high-Z plasma. Furthermore, the combination of the 
high-Z plasma and grazing incidence mirror makes it favorable for contact-type Scanning X-
ray Microscopy (SXM), as the objective lens can focus chromatic lights.

Various target types for LPP, including foil [61,62], gas [63,64], liquid [65], foam [66], 
aerosol [67], and nanostructures [68,69], have also been reported for WW x-ray radiation.

According to the quasi-Moseley law proposed by Ohashi et al. [70], x-ray spectra 
emitted from plasma of high-Z elements exhibit strong radiative transitions from the highly 

Fig. 20: Schematic of the critical density where laser can no longer penetrate. The energy 
deposited at this region, heating the plasma effectively.
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ionized ions, resulting in an unresolved transition array (UTA). The peak of the UTA emission 
from n=4-4 transitions in the elements with atomic number Z=50-83 was calculated, 
expressing as,

where  is the Rydberg constant. The plot for this result is shown in Fig. 21. The elements 
lying in the blue region exhibit strong emission in the WW region. Atomic numbers ranging 
from 79 (Au) and beyond are predicted to be suitable for WW x-ray emission. However, 
considering the toxicity and radioactive, only Au and Bi can be practically used as the LPP 
target. Another strong UTA emission in the WW region is attributed to the n=4 - n=5 transitions 
in the highly-charged Au, Pb, and Bi plasma as illustrated in [71]. 

1.3.3 Enhancement of WW emission under N2 gas atmosphere
One of the reasons that make laser-produced Au plasma essential for developing WW x-

ray sources is, an emission enhancement from 2.9 nm to 6 nm was observed when adding a 
low-pressure nitrogen to the Au plasma [72]. A high-power laser was utilized to generate a 120 
J/pulse energy, 600-ps duration pulse on an Au foil with a thickness of 200 μm. Nitrogen gas 
was introduced into the vacuum chamber during laser ablation, resulting in an enhancement 
of up to 5 times when the gas pressure was 400 Pa. This setup was applied to a contact SXM, 
achieving a spatial resolution of 80 nm with a photon number of 4.4  photons/mm2 in 
the wavelength of 2.2 - 4.4 nm. Although the laser energy was much stronger than that by the 
commercial laser device, the same results was soon reproduced using a compact commercial 
Nd:YAG laser.

Jonh et al. [73] have reported anomalous enhancement of WW emission from Au plasma 

Fig. 21: The peak wavelength from 4d-4f transition for elements with atomic number Z=46-
84, calculated by the quasi-Moseley law.
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under a nitrogen gas atmosphere using a table-top Nd:YAG laser. Similar enhancement in the 
spectral intensity was observed using a grazing incidence spectrometer (shown in Fig. 22). The 
drop at 3.1 nm was attributed to the K-edge of nitrogen, which is possible to be suppressed if 
injecting the gas at a precise time before the laser ablating with optimal volume. The Auger 
electrons emitted from the nitrogen ions were considered to be the reason. The KLL Auger 
electron had an energy of ~360 eV [74], which excited the 4f-5g transition and its satellite 
transitions to emit WW x-rays.

The results strongly encourage efforts to develop a practical contact SXM utilizing the 
laser-produced Au scheme. However, the cost of the Au target can become substantial if 
multiple exposures are required for imaging, especially when employing a high-repetition 
system.

1.3.4 High-frequency tape target for SXM
To develop a practical WW x-ray source using laser-produced Au plasma, the target 

supply is one of the most important technical issues. For an Au target, foils can be employed 
as tape targets and irradiated at a 1-kHz repetition rate [75], making it possible to generate 
almost continuous WW emission. The prior research conducted at the Kansai Institute for 
Photon Science [76] successfully developed a laser-produced-Au-plasma-based contact SXM. 
A rotary disk composed of several samples was used to give attempts on developing a high-
repetition imaging system (as shown in Fig. 23). However, replacement for the Au target limit 
the repetition, a tape target system was consequently craved to give a continuously plasma 
generation. 
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Fig. 22: Spectra generated from a laser-produced Au plasma under the nitrogen atmosphere 
with different pressures.



24

Thinner Au targets are favorable for x-ray emission, as they not only tend to yield less 
debris, which is essential for extending an x-ray mirror’s lifetime, but also significantly reduce 
the cost of the expensive Au target. Although various WW radiation conditions for Au thin 
foils have been investigated [61,77,78], no optimal thickness for WW radiation has been 
reported yet. The optimal focus condition of the incident laser beam also needs to be clarified, 
as the spot size drastically changes the laser intensity (fluence) as well as the size of the 
generated plasma plume. In an LPP, self-absorption (radiation trapping) occurs, where the x-
rays emitted from the center of the hot dense plasma are re-absorbed by the peripheral plasma 
[79,80]. Thus, the effective x-ray yield that can be practically utilized is reduced considerably. 
The absorption coefficient for the plasma and the absorption length are strongly coupled with 
the fraction of self-absorption [81–83]. As the initial plasma condition is determined by laser 
ablation, optimizing the irradiation conditions is important for increasing the system CE.

1.3.5 Objectives
In this work, WW UTA spectra emitted from Au laser plasma with different Au target 

thicknesses and laser focus conditions were investigated. The limit of Au layer thickness for a 
maximal WW emission with a fixed laser pulse energy was investigated. The optimal laser 
spot size at a fixed laser energy was also determined, where a larger plasma plume with a 
longer density scale length can emit more WW x-rays than a tight focus condition. Furthermore, 
the spatial distribution of the spectra in the Au plasma was investigated to efficiently utilize 
the light source.

Fig. 23: Rotary sample stage and the Au foil target.
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2. EXPERIMENTAL SETUP

Experimental setup for studying laser produced Au plasma consisted of a driving laser 
beam line, a laser-target interaction vacuum chamber (3D overview in Fig. 24), and plasma 
diagnostic tools. The driving laser pulse having p-polarized with gaussian energy profile was 
focused into the vacuum chamber, where Au target and diagnostic tools were installed. Soft x-
rays emitted from Au plasma were captured by several diagnostic devices to investigate the 
spectra, emission size/ shape, and other characteristics of the plasma. The overview of the 
experimental apparatus is shown in Fig. 25.

Fig. 25: Schematic of the setup for laser produced Au plasma.

Fig. 24: 3D model of the vacuum chamber used in this work.
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The Au targets used for laser interaction were prepared in three different ways: 
commercial bulk target, foil target, and thermal evaporation target. Thicknesses of the targets 
were precisely controlled from 300 μm to 0.1 μm, ensuring the dependence of target thickness 
can be measured accurately. The setup details will be explained in the following sections.

2.1 Driving laser pulse

A table-top seeder-injected commercial Nd:YAG laser (Continuum Powerlite Precision 
II 8010, wavelength 1064 nm) was utilized as the driving laser for plasma generation. Laser 
pulse properties were measured as: pulse duration  ns, beam size= 7 mm (FWHM), 
wavelength 1064 nm, gaussian spatiotemporal profile. The laser was operated in 10 Hz, with 
a maximum energy of 1.65 J/ pulse. The view of Continuum laser and its inner structure is 
shown in Fig. 26 and Fig. 27.

Although the laser was operated by single shot mode in the system, the unignorable 
energy fluctuation caused by timing jitter made it unable to use. Since the continuous 10 Hz 
mode produced much more stable pulse train, an external mechanical shutter (Fig. 28) was set 
to pick up a single pulse, while the laser itself operated in a stable 10-Hz mode. The 
synchronization between the shutter and the laser pulse was achieved by connecting the laser’s 
output flash lamp signal to the shutter’s host. A pulse generator DG535 was added to fine-tune 
the timing of the shutter rotation movement.

Fig. 26: (a) Continuum laser set on the optical table during the experiment. (b) Inside 
view of the laser device. The seed laser was generated from the seeder and led into the 
oscillator and amplifier. The arrows show the laser path in the device.
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Both Q-switch and flash lamp signals could be used as the trigger signal for the pulse 
shutter. However, the timing jitter from the Q-switch output signal was unignorable during the 
experiment, the vibrations and drifts in the sync output signal from the Q-switch made shutter 
cannot separate single pulse precisely. Therefore, flash lamp signal was selected as the trigger 
signal. Schematic of the setup is shown in Fig. 29, and the signal processing is illustrated in 
Fig. 30. The shutter started a reservation when received the “fire” command, waiting for the 
next delayed signal from the flash lamp. The delayed signal triggered the shutter, letting the 
second pulse pass through the hole on the shutter disk.

Fig. 28: View of the pulse shutter. The red line shows the laser beam path. The sponges pasted 
on the shutter blocked pulses while it was closed. When the rotate signal received, the shutter 
rotated 90 degrees to allow one pulse from the 10 Hz pulse train pass through the hole on the 
shutter plate between the two sponges.

Fig. 27: Internal structure of the Continuum laser device.



28

2.1.1 Optical isolator
The polarization of the normal incident laser beam in this experiment did not have an 

impact on the emission behavior and the size/shape of the hot dense plasma since the 
collisional absorption was dominant in the plasma and the polarization of the nanosecond pulse 
tail could be disturbed when propagating into the peripheral plasma. The laser light could only 
propagate into the plasma up to the critical density surface, so the partial unabsorbed laser light 
could be reflected at the critical surface. To prevent this reflection from backing into the laser 
cavity and cause damage, an optical isolator was set behind the pulse shutter. The set included 
a polarizer and a Faraday rotator (shown in Fig. 31).

Fig. 29: Schematic of the digital pulse shutter.

Fig. 30: Signal processing of the pulse shutter.
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The initial Nd:YAG laser pulse from the laser cavity had a horizontal polarization (s-
polarized light). The optical isolator works as follows: the half-waveplate first adjusts the laser 
polarization into 45 degrees to fit the polarizer. After passing through the polarizer, it is rotated 
45 degrees in the same direction by the Faraday rotator. The vertical polarized laser pulse 
propagates to the chamber, interacts with the target and plasma. The target surface and the 
plasma critical density surface reflects a small fraction of laser light back into the Faraday 
rotator and rotates 45 degrees again. Finally, the 135-degree polarized laser pulse can be fully 
blocked by the polarizer.

2.1.2 Fluctuation monitor
During the experiment, pulse-to-pulse laser energy could fluctuate due to the room 

temperature, humidity, and other parameters. To solve this problem, a glass plate was used as 
a beam splitter to split 4% laser energy from the beamline to the branch (shown in Fig. 32). A 
calorimeter (Gentec-eo Maestro) was set in this branch to monitor the pulse-to-pulse energy. 
The fluctuation was controlled within 10%.

Fig. 31: Setup of optical isolator, pulse shutter, and wave plate.
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2.1.3 Spot size measurement
Accurately measuring the focused laser spot size is important for evaluating 

experimental results. However, the low laser-induced damage threshold of the CCD camera 
cannot stand for directly measuring the focused laser spot image. Also, the theoretical focused 
laser spot diameter, which will be calculated in Chapter 4, is several tens of micrometers. Since 
the CCD camera used in this experiment (Imaging Source, DMK 21AU04 Monochrome 
Camera) has a sensor unit size of  for each pixel, the original spot image on the 
camera would be only a few pixels which is difficult to evaluate. Therefore, a beam monitoring 
system that can reduce the laser energy and magnify the spot image into suitable size at the 
same time is constructed for the measurement (shown in Fig. 33). 

Fig. 32: Photo of the laser fluctuation monitoring branch in the beamline. The glass plate 
could split 4% of the laser energy to the calorimeter.

Fig. 33: Photo of the spot size measurement setup. When measuring the laser focus spot size, 
a mirror was placed in the main beamline, leading the laser propagate into the branch. After 

finishing the measurement, this setup was removed.
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Details of the spot size measurement is shown in Fig. 34. The entire setup was regarded 
as a focusing system for reproducing the focused laser spot out of the chamber, and a 
magnifying observation system. Len 1 was an f=100 mm focus lens, which was also used in 
the chamber for later experiments. Lens 2 and the CCD camera were combined as a magnifying 
observation system, which could observe the spot size with a magnification of 6.5. The wedge 
glass and the IR attenuation filters were used for laser energy reduction. The tungsten wire 
(diameter 60  ) served as a reference size indicating the focal point of the observation 
system.

2.2 Plasma generation and diagnostic tools

The Au target and laser focusing lens for plasma generation were set in a vacuum 
chamber, connected with three diagnostic tools. The overview is shown in Fig. 35. The 
Nd:YAG laser pulse was delivered into the chamber through a coated SiO2 window, focused 
by an f=100 mm lens on the Au target. A thin glass plate was set behind the lens as a protective 
shield to prevent plasma debris from damaging the lens. A grazing incidence spectrometer 
(GIS) was attached to the chamber perpendicular to the laser incidence direction, comprising 
an Au coated toroidal mirror (size: 50×30 mm2), a 2400 grooves/mm flatfield grating (Hitachi, 
size: 50×30 mm2), an entrance slit, and a back illuminated x-ray charge-coupled device (X-
CCD) camera (Andor iKon-M 934, pixel size: 13×13 μm2). A pinhole camera, consisting of a 
25-μm pinhole, an x-ray CCD, and Ti filters (0.5- and 1-μm thicknesses), was installed at 45◦ 
to the target surface. A Si photodiode (PD; 400-μm pinhole, 1-μm-thick Ti filter) connected to 

Fig. 34: Setup for the laser focus spot size measurement. Lens 1 was an f=100 mm focus 
lens, which also used in the vacuum chamber for laser focusing. The tungsten wire served as 

an auxiliary focusing reference to assist the CCD in finding the proper focus. The wedge 
mirror and the filters were used to weaken the laser energy for matching the CCD’s energy 

threshold. Lens 2 functioned as a tunable focus lens to transmit the magnified laser spot 
image to the CCD sensor.
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a charge amplifier was used to measure the integrated soft x-ray emission and was placed at 
30 cm from the target surface in a 30° angle direction. The PD was triggered by another high-
speed PD mounted on the top of the chamber, which received scattered laser light from the 
target as the trigger signal for the detector. Details are illustrated in the following sections.

2.2.1 Vacuum pump and pressure monitor
X-ray in the atmosphere pressure can be easily absorbed as shown in Fig. 36. To evacuate 

the vessel into an ideally pressure where x-ray absorption by air can be neglectable, vacuum 
pumping and pressure monitoring system were installed. Each pump set comprised a dry scroll 
pump connected a turbomolecular pump to keep the vacuum chamber under 10 mPa. The main 
pump set shown in Fig. 37 (b) and (h) (left) was connected to the target chamber, while Fig. 
37 (c) and (h) (right) was connected to the GIS tube. 

Chamber pressure was monitored by two pressure gauges plugged into the main chamber. 
The full range gauge (Fig. 37 (f)) operated as a cold cathode/ Pirani two-mode gauge, capable 
of measuring pressure over a wide range of 10-6-105 Pa. Another absolute pressure gauge MKS 
626D served to measure pressure from 0.1 to 1000 Torr (~10-105 Pa). Both gauges measured 
pressure without emitting x-rays, unlike hot cathode ion gauge, which ensured accurate plasma 
measurement.

Fig. 35: Schematic of the plasma generation chamber and diagnostic tools.
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2.2.2 Focusing and target system
Focusing lens, target, and debris shield were mounted on a multi-axis linear motorized 

stages which provided four degrees of freedom to the target and one degree to the lens, making 
it possible to achieve precise target-laser alignment. The linear stages were OptoSigma OSMS-
X series which had a positioning accuracy of 3 . The lens and target were mounted on 
separate linear stages, all which were positioned on the same main linear stage, allowing for a 
50 mm movement range for each component and 100 mm for the entire assembly in the 
direction of the incident laser (shown in Fig. 38). Au target was mounted on the target holder 
pressed by two holding plates. The incidence angle of laser beam was aligned using a precise 
square prism to be perpendicular to the target surface and the GIS observation direction.

Fig. 37: a) Pressure gauge for pinhole camera pressure monitor b) Turbo pump for main 
chamber evacuation. c) Turbo pump for GIS. d) Control unit panel for pumps and pressure 
monitor. e) GIS turbo pump power source f) Canon Anelva PKR 251 full range gauge. g) 

MKS 626D 0.1-1000 Torr capacitance manometer. h) Dry pumps

Fig. 36: Transmittance of short-wavelength light under a 30 cm path length at varying air 
pressures (0.01 Pa and 100 Pa) [1].
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2.2.3 Grazing incidence spectrometer
The GIS system was deployed following the equations described in the next chapter. 

Specific values and schematic are shown in Fig. 39.

Schematic of the GIS is shown in Fig. 40. A toroidal mirror was set before the entrance 
slit to collect photons as much as possible, propagating toward the CCD sensor. This method 
could enhance the signal-noise ratio when dealing with the non-directional x-ray emission 
from the plasma. Two stray light blockers were placed to block stray lights generated from 
reflections in the chamber. A 0th light cut mirror was set to block the 0th light from the grating 

Fig. 38: Left: Top view of the vacuum chamber. Right: View of the target holder mounted on 
the linear stages. Au foil target was mounted on the holder.

Fig. 39: Schematic of the spectroscopy principles in the GIS. The upper line shows the front 
view of the internal components. The lower line shows the top view. An example of the 

theoretical correlation between the wavelength and the x value is shown on the right side.
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and reflect He-Ne laser for the alignment. The GIS focus was aligned with the Nd:YAG laser 
focus point on the target surface, when the He-Ne laser beam pass through the center of the 
grating, the toroidal mirror, and focused on target surface where the focused Nd:YAG laser 
pulse irradiated.

2.2.4 Pinhole camera
The pinhole camera was installed in the direction of 45 degrees to the target surface to 

measure the soft x-ray emission distribution and intensity (as shown in Fig. 41). The system 
comprised a pinhole cap, a tube mounted on a bellows for adjusting the angle, a filter array for 
selecting specific wavelength, and a CCD camera (Andor iKon-M 934, pixel size: 13×13 μm2). 
Distance from the pinhole to the laser focus point was 75 mm, while the image distance was 
1028 mm, giving a magnification of 13.7. The 25-μm pinhole used in experiment had a clear 
circular hole which transported pinhole images without significant deformation. The pinhole 
camera resolution determined by geometry and diffraction was 40 μm as calculated in Fig. 64. 
Glass and Ti filters were attached to the perforated valves, making it possible to adjust the 
observable wavelength during the experiments (shown in Fig. 42).

Fig. 40: a) Schematic of the GIS. Red arrows show the alignment laser path to the plasma 
diagnostic area. Dash line shows the center of the slit. b) Alignment laser mounted on the 

GIS. c) Inside view of the GIS
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The reasons for setting the pinhole camera at 45 degrees are as follows. X-ray emissions 
from the LLP are nearly isotropic from the target surface though, the emission intensity is 
highly correlated with the emission angle. Due to the greater expansion of the plasma in the 
longitudinal direction compared to the transverse direction, the emissions are not homogenous 
in different directions. Moreover, it is difficult to achieve the alignment when using GIS and 
pinhole camera observe plasma perpendicularly from the target two sides, because of the focus 
characteristics of the toroidal mirror in the GIS. Therefore, observing plasma at 45 degrees is 
much more feasible, considering the x-ray emissions at 45 degrees also has higher intensity 
than at 90 degrees as studied in [84].

Fig. 41: Left: schematic of the pinhole camera. The colored arrow shows the path of emission 
from the plasma to the CCD sensor. Right: View of the pinhole camera during the alignment.
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Two types of Ti filter were used to block out-of-band x-rays during the observation. The 
transmission of Ti filters with different thicknesses is shown below.

Besides the Ti filter, the sensitivity of CCD camera is important to perform a calibration 
for the pinhole camera system. Quantum efficiency for the CCD camera connected to the 
pinhole tube is shown in Fig. 44.

Fig. 42: a) Pinhole cap with the 25-μm pinhole. b) Ti-filter-attached perforated valves.

Fig. 43: Transmittance of Ti filter with different thicknesses. Black for 1.0 μm, red for 0.5 
μm [1].
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2.2.5 Soft x-ray detector
A soft x-ray detector assembled by a Si diode (Hamamatsu S3590), a 1-μm Ti filter and 

a charge amplifier (Hamamatsu H4083) was used to evaluate the soft x-ray intensity emitted 
from the Au plasma (shown in Fig. 45(a)). The detector was set at a 30-degree angle relative 
to the Au target surface, and the distance to the laser focus point was 30 cm. In the 
measurement, radiation from the plasma passed through a 400  pinhole, was filtered by a 
1-  Ti filter covering the detector sensor, and finally illuminated on the Si diode. Electric 
current generated by the electron movements inside the Si diode then produced a signal into 
the charge amp. The charge amp served as a signal amplifier and integrator to collect charge 
signals from the Si diode. Finally, the output signal from the charge amp was measured by a 
digital oscilloscope.

Although both power supplies for Si diode and charge amp were linear type, it was still 
necessary to address the filtering of high-frequency and low-frequency interference signals in 
the case of measuring nanosecond-scale x-ray signals. Therefore, several bypass capacitors 
and RC components were added in the circuit serving as band-pass filters to reduce noises. 
The circuit schematic is shown in Fig. 45(d). 

Fig. 44: Quantum efficiency datasheet for Andor ikon CCD camera. The dot-dash line in 
green corresponds to the efficiency of the back-illuminated CCD camera used in this work.
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The basic idea for noise filtering is to lead all noise ripples in the circuit into the ground 
and ensure the signal from the diode could finally be introduced into the oscilloscope. The 
capacitor is widely used in such kind of scene to pass AC signal but block DC signals. For the 
capacitor, its capacitive reactance   is inversely proportional to the frequency, which is 
given as,

where f is the frequency (Hz),  is the capacitance of the capacitor (Farad). For the capacitors 
added between +5V, -5V, and GRD in Fig. 45(d), their capacitive reactance approached infinity 
when the DC power supply was applied as f=0. While for the high-frequency noise, the 
capacitive reactance acted as  which leads the noises to the ground. For the 100 nF 
capacitor connected in series at the circuit output Fig. 45(d), similar process is utilized.

For the RC (Resistor-Capacitor) component added between -100 V DC power supply 
and the Si diode in Fig. 45(d), the component serves as a band-pass filter to block typical 
frequencies noises. To explain how the filter works, equivalent series resistance (ESR) and 
equivalent series inductance (ESL) in the actual capacitor should be considered besides its 
capacitive properties, because of its internal components’ characteristics. The impedance of 
the capacitor in the circuit is then derived as,

Fig. 45: a) View of the assembled soft X-ray dose detector. b) The detector set in the 
chamber. c) ORTEC 428J bias power supply used for producing -100V voltage for the Si 

diode. d) Equivalent circuit of the detector.
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This results in that (1)  dominates when the frequency is low. (2) ESL dominates when the 
frequency is high. (3) The impedance reaches its extremum when , which is 
known for the self-resonance frequency. In the actual case, the ESL and ESR value varies 
depending on the frequency. This variation is plotted in Fig. 46 [85].

By utilizing the optimal combination of capacitors, it is possible to attenuate noise at 
specific frequencies while allowing the charge amplifier signal to be output.

2.2.6 Surface assessment tools
Surface assessment tools, including an Atomic Force Microscope (AFM) and a Scanning 

Electron Microscopy (SEM) with Energy Dispersive X-ray Spectroscopy (EDS) were 
employed to evaluate the surface roughness and post-laser irradiation effects on Au targets.

AFM

A Scanning Probe Microscope SPA300 (AFM type, Seiko Instruments Inc.) (Fig. 47(c)) 
was used to scan the surface conditions of the Au targets. It was set to Lateral Modulation 
Friction Force Microscope (LM-FFM) mode. A triangular-shape cantilever with a length of 
200 μm was used to scan an area of  in a scanning speed of 1 Hz.

Fig. 46: An example of impedance characteristics when paralleling multilayer ceramic 
capacitors with different capacitances. Black line shows the combined impedance [85].
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The AFM utilized forces between particles, such as van der Waals forces and 
electrostatic forces, to detect surface condition of objects. As the cantilever (Fig. 47(a)) 
approached to the sample surface, it continued to vibrate during the scanning process. The 
repulsive force from the sample surface subsequently induced an error in the cantilever’s 
vibration. On the other hand, a laser head (Fig. 47(b)) was positioned above the cantilever, 
irradiating laser beam onto the tip of the cantilever, which was then reflected onto a photodiode. 
This error motion led to a displacement of the laser light on the photodiode. Ultimately, this 

Fig. 47: a) Cantilever mounted on the lever head. b) Laser head covered on the cantilever 
head over sample stage while diagnosing. c) Locate the assessment area of the sample using 

optical microscope.

Fig. 48: Schematic of the AFM signal processing.
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displacement signal was processed and output to create the scanning imaging, while 
concurrently transmitting signals to the z controller to maintain the distance between the 
cantilever and the sample. The schematic diagram is shown in Fig. 48.

SEM with EDS

The SEM was utilized to evaluate the crater on the Au surface after laser irradiation. Due 
to the presence of explosive Au residues around the crater caused by shockwaves, these 
remaining components cannot be scanned by AFM. The SEM emitted an electron beam onto 
the sample surface, resulting in collisions that generated secondary electrons from the inner 
shell of the sample atoms through inelastic interactions. These secondary electrons were 
collected and processed by an Everhart-Thornley detector to create a 3D image of the sample 
surface.

In addition, an EDS detector integrated with the SEM was also used to obtain 
information about elements distribution on the sample surface. The electron beam emitted 
from the SEM could also interacted with the electrons in the inner shell orbits of the sample 
atoms. When an inner shell electron was ionized due to the collision, another electron from the 
outer shell would fall into this lower energy level, emitting characteristic x-ray with specific 
wavelengths. The EDS system measured these characteristic x-rays to identify the elements 
distribution on the sample surface.

2.3 Target preparation

During the experiment, size of the laser spot could reach 15 μm FWHM when target 
surface was set exactly at the focal point of the lens, bringing the potential optimal Au 
thickness range to several micrometers level or even lower. Depending on the thickness ranges, 
three types of Au were utilized to produce Au targets: bulk, foil, and deposition. The target 
stage was vertically/horizontally moved for each laser pulse irradiation, shot by shot, and then 
advanced to the next line once the available space was exhausted.

Fig. 49: Three types of Au target: (a) Bulk target (b) Foil target (c) Deposition target.
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Bulk target

A bulk Au target with a thickness of 300 μm was employed for the initial optical system 
alignment during the experiments. The main challenge in its use was its high cost, exceeding 
30 thousand yen per unit. Additionally, its thickness posed difficulties in bending it into a 
perfectly flat shape.

Foil target

Commercial Au foils (Nilaco Corporation) in size of 100 mm   100 mm were 
purchased for targets. Their thicknesses were 100 μm, 80 μm, 50 μm, 30 μm, 20 μm, 10 μm, 
5 μm, 2.5 μm. The foils were produced by rolling machine, which could remain processing 
patterns on the foil surface. Procedures for foil targets preparation are shown in Fig. 50. It was 
necessary to adjust the Au size to fit the target holder mounted on the stages in the vacuum 
chamber. Therefore, Au foils were sliced into 25 mm  12 mm, glued onto the glass substrate 
using the water-soluble foil deposit liquid (Acrylic ester copolymer). Initially, the glue was 
diluted and spread onto the surface of the glass plate using a writing brush. A uniform liquid 
surface was attained using an air gun. Subsequently, the Au foil was cut using a hammer and 
blade to ensure sharp and smooth edges. Tweezers were then employed to delicately transfer 
the Au slice onto the glass plate surface, ensuring the roughness of the target surface.

The size of each Au foil permitted a minimum of 30 laser irradiation shots. This selection 
of a suitable target area effectively reduced the frequency of chamber evacuation and the need 
for target replacement. The vertical interval of each shot varied from 750 μm to 2500 μm, 
depending on the crater left after laser irradiation. This variation ensured that there was no 
overlapping of laser shockwave regions between the two shots. The buffer area at the head of 
the foil was prepared for fine-tuning alignment after target replacement. While the shooting 
area was for data collection. Finished Au foil targets are shown in Fig. 51.
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Deposition target

Au thickness thinner than 2.5 μm became unreachable using the rolling method. 
Therefore, a thermal evaporation device was used to produce Au deposition targets with 
thickness under 2.5 μm. Thicknesses produced using this method were as follows: 1.8 μm, 1.3 

Fig. 50: Procedures for Au foil target preparation. The adhesive was diluted and applied onto 
the glass plate by using the writing brush. The consequent gas blow helped adhesive to form 
a more uniform distribution. Size of foil target was shown on the right. Photo of finished foil 

targets is shown at the end of the process.

Fig. 51: Au foil targets with thickness label below. The two targets with label “ ” were 
used as practice for target manufacture.
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μm, 1.0 μm, 0.8 μm, 0.6 μm, 0.2 μm, and 0.1 μm. The view of the device is shown in Fig. 52.

The thermal evaporation was one of the common methods of physical vapor deposition 
(PVD) for thin film production. The device utilized high voltage applied onto a long-narrow 
tungsten holder to melt Au solid into vapor. Tungsten, with its high melting point of , 
enabled the material holder to maintain a temperature exceeding  for the evaporation 
of Au onto the glass substrate. The Au vapor rose and clung to the underside of the glass plate, 
which was placed at the hollow part (30 mm  75 mm) of the substrate stage. The subsequent 
cooling coated the Au atoms onto the glass plate surface to form a film.

The entire process was conducted under high vacuum conditions to prevent impurities 
from mixing with the Au vapor. A combination of a rotary pump and an oil diffusion pump 
was utilized to evacuate the chamber to below  Torr (  Pa), as illustrated 
in Fig. 53 (a). The rotary pump generated a low vacuum pressure, enabling the diffusion pump 
to function. Liquid nitrogen (Fig. 53 (b)) was introduced into the diffusion pump for oil 
trapping and to combine with water molecules.

Au film thickness deposited on the glass substrate could be controlled by changing the 
mass of Au particles placed on the material holder. The thickness of Au layer was calculated 
using the weight different before and after the deposition divided by the deposition area. The 
glass plate (size: 75 mm  50 mm) cleaned by the ultrasonic cleaner was dried and weighed 
before deposition using an electric scale. After the deposition, the target was measured again 
after some time of cooling. The calculation was simply given by,

Fig. 52: a) Photgraph of the thermal vapor deposition device. b) Bright Au under heated by 
the tungsten holder below. c) Glass plate set on the substrate stage. The tungsten holder down 
below connected with high voltage power source. The mesh at the bottom prevented debris 

from falling into the cooling system.
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Here, t represents the thickness of the deposition layer, after and before are the mass of 
target after and before the deposition, respectively. t is the area of the deposited Au layer. 
ρAu is the density of the Au. Given the small deposition area, a uniform deposition surface 
was approximated during the thickness calculation. The deposition rate of the device was 
around 3% as calculated.

Fig. 53: a) Schematic of the thermal evaporation device. Vacuum chamber, diffusion pump, 
and rotary pump were marked in the figure. The 4 numbers refer to the gate valves for 

vacuum and exhaust. b) Tank for liquid nitrogen. c) Au particles lay on the tungsten holder. 
d) Ionization vacuum gauge. 
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3. RESULTS AND DISCUSSIONS

In this chapter, all experimental and simulation data obtained using the setups introduced 
in the previous chapter were discussed. Both raw data and analysis results are shown to deeply 
understand the interaction between laser pulse and target with various thicknesses.

The results are divided into four parts. The first part explains the fundamental aspects of 
laser-produced plasma, encompassing the characteristics of the initial pumping laser beam and 
emissions from the Au plasma. The second part delves into the spatial distribution of the Au 
spectra from the target surface, utilizing the GIS with a narrow-width entrance slit. The third 
and fourth parts present the optimal conditions for Au target thickness and laser focusing for 
WW x-ray generation. Experimental data are compared with simulation results to provide a 
comprehensive understanding of plasma emission behavior.

3.1 Fundamental aspect of Au laser plasmas

Before delving into the optimal conditions for WW x-ray generation, a thorough 
investigation of the basic properties of the laser pulse and Au plasma emission is necessary. 
The following measurements were conducted to ensure that all parameters were finely 
controlled during the experiment.

3.1.1 Characteristics of pumping laser pulse
The Nd:YAG laser pulse used for plasma generation was measured using the setup 

shown in 2.1. Although the laser device has a datasheet for pulse properties, time jitter in the 
oscillator, electromagnetic interference, and even thermal effects from the optical components 
could slightly affect the generated laser pulse. Fig. 54 shows the pulse width of the Nd:YAG 
laser at maximum laser energy with seeder injected. The FWHM of the pulse time evolution 
is shown to be 6.2 ns. 
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The laser intensity incident on the target was different based on the size of the focused 
laser beam. Typically, the target surface was positioned at the focal point of the focusing lens. 
Therefore, the focused beam size at the lens focal point was measured using a coated lens with 
a focal length of mm. The narrow cross-sectional profile of the beam is also depicted 
in Fig. 54. With an initial beam diameter of 7 mm, the focused spot size was approximately 15 
μm in FWHM, exhibiting a Gaussian spatial intensity distribution in both vertical and 
horizontal directions. The beam profile with a wider cross section range is shown in Fig. 55. 
The size difference in vertical direction could be explained by the aberrations and resolution 
limit during the spot size measurement. Because magnified spot image was measured using a 
zoom lens. The spatial resolution defined by the magnification rate and the pixel size of the 
CCD camera was 2 μm. Hence, the FWHM difference in the two directions was negligible.

Fig. 54: Pulse width and cross-sectional profile of the Nd:YAG laser beam.
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The adjustment for laser energy was performed using the optical filter as shown in Fig. 
56 (a). In some cases, the optical isolator can serve as a linear laser energy tuner, as the energy 
blocked by the polarizer can be fine-tuned by the tunable wave plate. But a variation in the 
laser transverse electromagnetic mode (TEM) was found when tuned the polarization of the 
beam from full-pass direction into full-block direction. As depicted in Fig. 56 (b) and (c), The 
TEM00-like beam spot was transformed into a TEM11-like mode when the waveplate was 
rotated. This transformation was attributed to the fact that the laser energy blocked by the 
reflection-type polarizer remained partially on the glass plate, creating a thermal area where 
nonlinear effect influenced the beam pattern. This effect was initially negligible when most of 
the laser energy passed through polarizer but became significant as the blocked energy 
increased. As a result, IR attenuation filters were set behind the digital pulse shutter to control 
the laser energy during the experiment. 

Fig. 55: Cross section of the laser beam in a wider range.
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3.1.2 Spectra from laser-produced Au plasma

Wavelength calibration

The equations for wavelength calibration of a flat-field grating are described in the next 
section. However, the distance from the 0th order light to the target wavelength was difficult to 
measure practically. Aberrations from the system could also affect the theoretical value as 
calculated. Consequently, a more practical method for the GIS wavelength calibration was 
performed using the well-known carbon line spectra from the laser-produced C plasma. As the 
H-like C spectra have been well studied and the database for the spectra is easily accessible 
from [86] (shown in Fig. 57).

A bulk C target was used to produced C plasma. The Nd:YAG laser pulse with a 
maximum energy of 650 mJ irradiated onto the C target, producing H-like and He-like C line 
spectra as shown in Fig. 58. The spectra were observed using the GIS with a slit width of 350 
μm. The upper figure in Fig. 58 shows the raw data obtained from the CCD camera. The 
background was subtracted before the data analysis. The horizontal direction refers to the 
wavelength diffracted by the flat-field grating. As derived in Eq. (3-22), a narrow width of the 
entrance slit can increase the wavelength resolution power. While increasing the slit width in 

Fig. 56: a) IR filters for laser energy attenuation. b) The laser beam pattern observed by the IR 
card, when the laser polarization was parallel to the passing direction of the polarizer. c) The 
beam pattern observed when the laser polarization was changed to vertical with respect to the 
passing direction of the polarizer, by rotating the tunable waveplate.

Fig. 57: The example database containing Lyman-alpha series information from H-like and 
He-like C ions is accessible on the NIST website [86].
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this case could enhance the throughput of the GIS. The heights of the vertical spectral lines in 
the raw image are proportional to the height of the light at the GIS entrance slit. This height, 
in turn, is proportional to the vertical length of the x-ray emissions from the plasma focused 
by the toroidal mirror.

The lower plot in Fig. 58 was created by integrating the spectra from the raw image in 
the vertical direction. Lyman series spectra from H-like and He-like C ions are observed clearly 
in this case. Because the electron temperature was high when the laser was tightly focused on 
the C surface. Transition of 1s-2p attributed to H-like C ions is then dominated in the plasma 
emission, resulting in a strong line emission at around 3.37 nm. The second highest line 
spectrum is attributed to the 1s2-1s2p transition from He-like C ions. The line spectra following 
the Lyman-alpha line consist of the remaining transitions in the Lyman series, such as 1s-3p 
and 1s-4p.

Fig. 59 (a) shows the Au spectra in WW x-ray region [87]. The spectra were acquired by 
irradiating the bulk Au target (thickness: 300 μm) with laser pulses of 650 mJ (3.86×1013 
W/cm2) and 240 mJ (1.43×1013 W/cm2), respectively. Different from the line spectra from C 
plasma, the broadband spectra are produced the UTA emission from the countless energy levels 
in the highly ionized Au ions. Two UTA spectra are observed as one is around 2 nm and the 
other one is beyond 4 nm, which are attributed to the different transitions from the Au ions. A 
slight drop at around 2.3 nm is observed, which is attributed to the K-edge of the O atoms 
present in the oxide debris adhering to the optical components in the GIS.

The small peaks on the spectra are attributed by the 4f-5g transition from different 
charged Au ions and their satellite transitions. The small peaks are more distinguishable in the 
high intensity spectra due to its high average intensity. 

Fig. 58: C spectra observed by the GIS was used for wavelength calibration.
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Comparing the two spectra using different laser pulse energies of 650 and 240 mJ, a peak 
for 650 mJ irradiation case shifts from 2.7 nm to 2.5 nm (dash line shown in Fig. 59 (a)). To 
investigate this behavior, numerical calculations using the Flexible Atomic Code (FAC) [88] 
was conducted. 

The FAC code is an open-source computational software package developed by [88]. It 
could generate weighted transition rate (gA) of a given single multipole’s (element) initial and 
final states. Here, the g is the statistical weight of the upper level in the transition, and A refers 
to the Einstein coefficient for spontaneous emission. Wavelength of these transitions are also 
exported in the results, so it is helpful to evaluate the contributors to the spectra obtained from 
the experiment. However, the gA is normalized and one cannot be compared to the gA from 
other ionic stages or transitions. 

The package employs a fully relativistic approach based on the Dirac equation, which 
allows it to calculate a wide range of radiative transition, direct collisional excitation, and 
ionization by electron impact nonresonant photoionization and radiative recombination, 
autoionization and dielectronic recombination. With the help of the incorporated collision 
radiative model, it is possible to construct synthetic spectra emitted from plasma under 
different physical conditions.

 In Fig. 59 (b), the wavelength of x-ray emissions from the three calculated transitions 
in Au ions of 20+ to 30+ are shown in different colors. The normalized transition probabilities 
for each single transition at each single ionic stage are shown as the height of the emission line. 
While this simulation result cannot generate spectra with intensity distribution, it does allow 
for the confirmation of contributing transitions for the WW emissions at the corresponding 
wavelength.

Fig. 59: a) Spectra for 300-μm-thick Au target produced by 650 mJ (3.86×1013 W/cm2) and 
240 mJ (1.43×1013 W/cm2) laser pulses. Each line was averaged from 5 laser shots. Using the 
wavelength table [87], the charge states and surrounding satellite transitions were identified. 
The dashed lines indicate the peaks of the two spectra. (b) Weighted transition probabilities 
(gA) contributing to WW emission, calculated by FAC. The values of gA (product of statistical 
weight and transition possibility) for 4d-4f, 4f-5d, and 4f-5g transitions from Au XXI to Au 
XXXI are shown.
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The n = 4 − 4 and n = 4 − 5 transitions for Au ions mainly contribute to UTA 
emissions in the WW x-ray region. Emissions from 4f-5g tend to be of shorter wavelength as 
the ionization state of the dominant ions increases. This is in a good agreement with the peak 
shift from ~2.7 nm to ~2.5 nm between the two Au spectra shown in Fig. 59 (a). Due to the 
higher electron temperature generated by the higher laser energy, more Au ions with higher 
ionization states are produced and the peak shifts to shorter wavelength.

A subsequent investigation into the incident laser energy dependency was conducted. 
Spectra generated by 100% (3.86×1013 W/cm2), 30% (1.08×1013 W/cm2), and 10% (3.86×1012 
W/cm2) of the energy from the 650 mJ laser pulse were observed and normalized, as depicted 
in Fig. 60. The intensity for each spectrum is rescaled to facilitate the comparison of their 
wavelengths at the peak. A clear peak shifting from 3 nm to 2.6 nm can be found as the laser 
energy increases. The emission wavelength distribution from 4f-5g transition in Au 20+ to 30+ 
are shown in black, illustrating the emissions from highly charge Au ions like 27+ and 28+ are 
gradually dominated in the plasma.

3.1.3 Pinhole images of the soft x-ray emission
The pinhole camera proved to be a valuable tool for assessing the soft x-ray emission 

area and integral soft x-ray yield. The x-ray emission image captured by the CCD camera is 
used to evaluate whether the plasma expansion is nearly isotropic or not. Additionally, the total 
x-ray emission volume in the direction of the pinhole can be calculated. 

The photons emitted from the Au plasma propagated into the CCD camera only through 
the Ti filter. Hence, it was possible to calculate the wavelength range that pinhole camera 
observed and the corresponding total photon numbers.

Since the Ti filter transmission ( Ti) is not perfectly matched with the WW region and 

Fig. 60: Normalized Au spectra under different laser power compared with the 4f-5g 
transition probabilities from Au20+ to Au 30+ calculated by the FAC code.
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the CCD sensor has inconstant quantum efficiency (QE) (QQ.E.) within this wavelength range, 
the following calibration procedure is employed to specify the x-ray wavelength observed by 
the pinhole camera. The theoretical sensitivity of the pinhole camera is determined to be the 
product of the Ti filter transmission and the CCD quantum efficiency. The total sensitivity 

 is calculated as, 

Using the Au spectra obtained from Fig. 59 (a), reference x-ray spectra for emissions observed 
by the pinhole camera are calculated, shown as red and blue lines in Fig. 61 (a). According to 
the results, out-of-band x-rays, shorter than 2.3 nm or longer than 4.4 nm, still contribute 
significantly to the pinhole image after filtering by the Ti.

Soft x-rays emitted from the Au plasma were observed through the pinhole camera with 
0.5- m and 1.0- m Ti filters, as shown in Fig. 62. Intense soft x-rays are emitted from the 
center of the plasma, near the critical density region where the plasma is effectively heated by 
the Nd:YAG laser. The outer regions generate emissions from the subsequent expanded plasma, 
where the plasma is relatively cold and emitted longer-wavelength x-rays.

The attenuation rate was used to evaluate the difference between the emission intensities 
obtained using the two Ti filters. For the pinhole images, the attenuation rate was calculated 
by evaluating the integration counts for the images, while the theoretical WW attenuation rate 
was calculated using the WW spectra from the two reference x-ray spectra in Fig. 61. Although 
the GIS in this experiment was not calibrated, a comparison of the two attenuation rates was 
still valid in this case. The attenuation rate for the pinhole image is found to be 6 times larger 
than the WW attenuation rate in the reference x-ray spectra. This indicates that out-of-band x-
rays contribute significantly to the emission in the pinhole images.

The FWHM values for the soft x-ray emission size are shown in Fig. 62, illustrating a 
WW emission area smaller than 40 μm, where highly-charged Au ions were generated.

Fig. 61: (a) CCD QE and Ti foil filter transmission as function of wavelength (green and grey 
lines). (b) The Au spectra (650 mJ laser energy) in Fig. 59 (a) were used as reference spectra 
observed by the pinhole camera (blue and red lines).
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The sensitivity of the CCD camera in the unit of photoelectrons per analog-to-digital 
(A/D) count was provided by Andor [89]. Unlike the quantum efficiency, the performance for 
each CCD was slightly different and this test data was accessible in the performance datasheet 
for each individual CCD. As shown in Fig. 63, the sensitivity CCD was measured as 4.6 
photoelectrons/count. The total photoelectrons generated at the sensor can be calculated as,

where (Countssignal   Countsoffset) is the effective counts of the measured intensity. The 
relation between photon number Nphoton at a given photon energy and the number of 
photoelectrons is,

Fig. 62: Emissions from Au plasmas observed by pinhole camera for different laser energies 
and Ti filters. A 30-μm-thick Au foil was used as the target. (a) 0.5-μm-thick Ti filter, 240 mJ 
(1.43×1013 W/cm2), (b) 0.5-μm-thick Ti filter, 650 mJ (3.86×1013 W/cm2), (c) 1-μm-thick Ti 
filter, 240 mJ, and (d) 1-μm-thick Ti filter, 650 mJ. The solid arrows indicate the FWHM for 
the emission cross-section intensities in the horizontal and vertical directions.
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where λ  is calculated from Eq. (3-1). A rough calculation from the pinhole image for 
the soft x-ray brilliance is 1012 photons/(s sr μm).

3.1.4 Blur of pinhole image
Geometrical and diffraction effects should be considered when choosing the proper 

width of the pinhole. For geometrical regime, all emission points in the plasma are projected 
onto the CCD camera surface, which causes an overlapping of the images. The geometrical 
size of the pinhole in this case could not be neglected then, and the resolution geo  is 
calculated by, 

where M is the magnification of the system, pinhole is the width of the pinhole.
On the other hand, resolution in the diffraction regime is also considered as diffractions 

could produce an Airy-disc blur for the image, when the width of the pinhole is close to the 
emission wavelength. According to the Rayleigh criterion, one has

Fig. 63: Performance datasheet for the CCD used for the pinhole camera. The CCD 
sensitivity is shown in the third line in photoelectrons/count. The A/D rate was set 1 MHz 

during the experiment with a preamp setting of 1.
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where  is the angle between the two incident borders of the object,  is the wavelength of 
the emission. Since  is small when observing the plasma emission, then . The 
resolution in diffraction regime can be calculated as,

where u is the distance from the pinhole to the CCD sensor. By using Eqs. (3-4) and (3-6), the 
resolution of the pinhole camera in this work is calculated as shown in Fig. 64.

Fig. 64: Pinhole camera resolution as a function of pinhole width in the geometric limit and 
diffraction limit.
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3.1.5 Soft x-ray yield measured by Si-diode
Similar measurement for soft x-ray yield was achieved using the Si-diode connected 

with a charge amplifier. X-ray emissions filtered by the 1- m Ti was converted into single 
charge pulse   by the Si-diode. The intensity of the pulse is proportional to the x-ray 
intensity. The output signal from the Si-diode causes a potential rising at the input-end of the 
charge amp., with a potential with reverse polarity generated at the output end immediately 
[90]. Since the open loop gain of the charge amp is large enough, the output voltage does not 
reach the threshold and can be given by,

where R is the resistance and C is the capacitance. The discharge time constant for the charge 
amp. is given by, 

An example of the obtained signal is shown in Fig. 65. The blue line shows the out  and 
the red line is the trigger signal as the laser pulse irradiation time. Although attempts for 
reducing the noise and electromagnetic interference were conducted, the discharge time was 
longer than expected value. A pre-pulse could be generated together with the main pulse, 
resulting in a pulse pileup effect. This displacement also limited the accuracy of the output 
voltage [91]. As a result, the data obtained from the Si-diode with charge amp is only used as 
a reference value for the results obtained from other detectors.

Fig. 65: X-ray yield signal obtained from the charge amplifier.
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3.2 Spatial distribution of WW spectra

The laser-produced plasma expanded from the laser spot area in a 2π direction, along 
with emitting radiations. The spectra observed by the GIS in 3.1.2 refers to a small fraction of 
the radiation from the plasma collected by the toroidal mirror. As the entrance slit in the GIS 
was set vertically, spatial resolution in the vertical direction was not accessible. However, the 
longitudinal spatial resolution (laser incident direction) was tunable by changing the entrance 
slit to a narrower width. A scanning on the longitudinal spatial distribution can be very useful 
when combined with other plasma diagnostic tools, such as the Thomson scattering as 
described by Pan, Y., et al. [92], where the spectra information is compared with the electron 
temperature and density information. This combination also renders it a powerful tool for 
evaluating simulation results.

3.2.1 Principle of GIS

Principle of grating

The grazing incidence spectrometer (GIS) used was composed of a flatfield grating, a 
toroidal mirror, an entrance slit and an X-CCD camera. The ultimate principle of the 
spectrometer involved using a spherical concave mirror to diffract incident light into spectra 
arranged vertically on the Rowland circle [93]. One of the most comprehensive developments 
for this was given by H. Beutler [94]. It is necessary to explain the basic principles of the 
spectrometer using a spherical reflection grating before introducing the schematic of the GIS. 
This will provide fundamentals for a deeper discussion on the results obtained from the GIS.

The flat-field grating diffracts incident light into spectra on a flat surface (such as the 
CCD camera sensor surface), however, the spherical concave grating can only image the 
spectra onto a curved line, known as the Rowland circle. The surface of the grating is full of 
grooves manufactured with a constant distance d. If an incident parallel light is diffracted by 
a grating as shown in Fig. 66, spectrum that can be reinforced by the diffractions from different 
grooves must satisfy the formula as, 

where λ is the wavelength of the spectrum,  is the order of the spectrum (integer value only). 
When  , all the wavelengths satisfy the equation (1-11), which leads to a chromatic 
diffraction light at the same position. The grooves on the grating surface are produced by 
mechanical ruling or holography, and the distance of grooves can be unequal spacing in some 
cases (like flat-field grating) to give an aberration correction.
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The surface of the grating is usually curved, as all spectra with the same wavelength are 
required to be focused onto the same line. Therefore, it is necessary to give a deeper 
explanation on grating, especially the relation between the space resolution of the GIS and the 
entrance slit width as discussed in Chapter 4. Also, it gives theoretical basis for the GIS 
alignment procedures.

A Cartesian coordinate system is placed in the grating surface as shown in Fig. 67. The 
dash lines on the grating surface show the direction of the ruling of the grooves. The origin 
point O is the center of the grating ruling, with the x-axis being horizontal and normal to the 
grating surface, and the z-axis being vertical and parallel to the ruling. An incident beam AP 
originates from the entrance slit A (x, y, z) and reaches the grating surface at P (u, v, w), where 
it is diffracted to point B (  ,  ,  ). The angle   and   are the incidence angle and 
diffraction angle relative to the original point O, respectively. The r and  are the distances 
from O to the projections of A and B on the x-O-y plane, respectively. Thus,

The purpose to set this system is to solve the light path that satisfies with the ray APB. 
To simplify the coordinate of P in y direction (v), the y-axis is defined as only having discrete 
equidistant values as the distance d between the two adjacent grooves. Then, the light path 
from A, reinforced at B must satisfy with

where F is the length of the light path of APB and  is the order of the groove obtained from

Fig. 66: Reinforced reflections diffracted by the grating. The color lines show the light path at 
different grooves, α and β are the incident angle and diffraction angle, respectively. The 

distance d refers to the groove distance.



61

Since the  is an integer value, all possible rays being reinforced at B are integer multiple 
of the wavelength longer than APB.

Next, the length of AP and BP are calculated as,

Besides, since all possible P lie on a spherical surface with a radius of R, the u can be replaced 
by

Only the minus symbol is significant in this case due to the shape of the grating. To solve this 
formula, the power series expansion is brought into use as,

Fig. 67: The grating diffracts incident ray AP into PB within in a Cartesian coordinate 
system. O is the original point at the center of the grating ruling.  , 

, .
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To solve the ray path APB, Fermat’s principle is employed. If the ray is reinforced at B, 
then all possible Ps for light passing through A and B satisfies with

and

This is because the coordinates of A and B are fixed, and the variables in Eq. (3-11) can be 
replaced using Eqs. (3-10), (3-15) and (3-16). The condition for this diffraction to occur is that 
both Eqs. (3-17) and (3-18) hold simultaneously. 

However, the characteristics of the spherical mirror determine that it focus the light from point 
A onto a vertical line (horizontal focus) firstly, and then into a horizontal line (vertical focus) 
(as shown in Fig. 68). A simplification of series is required to solve these formulae as written 
in [94] and [95]. The calculation process is skipped here, as it is not essential for the current 
argument. The solution for this at the horizontal focus is when,

Fig. 68: Monochromatic light source A is focused into a tangential focus (TF), and then into 
a sagittal focus (SF) [95].
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and the two solutions for Eq. (3-19) are

Equation (3-20) refers to the principle of the Rowland circle, which elucidates that all rays 
originating from A are diffracted into spectra arranged horizontally along the circle curve with 
a radius of R when the entrance slit A and the grating surface lie on the same Rowland circle. 
The r in Eq. (3-20) is a function of the incident angle , expressing that the width of the 
entrance slit is significant. A wide width of the entrance slit can cause an overlapping of the 
spectra diffracted onto the Rowland circle. While the height of the slit is not significate in this 
case, because the ruling direction is parallel to the slit height. Schematic of the grating 
diffraction using a slit with height and width is shown in Fig. 69. Specific relations for the 
image (monochromatic) variation on the slit size are given by

The difference between the image magnifications in the two directions is due to the focus 

Fig. 69: Effect of entrance slit width and height on diffracted light. A and B are the points on 
the Rowland circle.
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mechanism of grating in these two directions.
Another important thing is when calculated Eqs. (3-17) and (3-18), only finite terms are 

calculated. The neglect of other terms brings aberrations for the image on the Rowland circle, 
depending on the term, different aberrations such as defocus and coma can be generated.

For the vertical focus (second focus), solutions for Eqs. (3-17) and (3-18) are given by

Two solutions for this equation are as follows:

Equation (2-2) shows that both A and B lie on the same line tangent to the Rowland circle of 
the grating with a distance of R. Noting that these solutions are completely different from Eqs. 
(3-20) and (3-21). If inputting  as the entrance slit on the Rowland circle into the 
vertical focus term in Eq. (3-24). The locus of B in this case is 

where v  refers to the vertical focus curve on the Rowland circle. However, since this light 
follows the rule of Rowland circle, both slit and image point locate on the same circle with the 
same radius R. This illustrates the image is suffering astigmatism from the vertical focusing.

One special situation is when point P coincides with the original point O. Equation (3-9) 
can then be derived from Eqs. (3-17) and (3-18). 

Grating with toroidal mirror

To reduce aberrations in focusing and enhance the throughput of the system, the addition 
of a toroidal mirror before the entrance slit proves to be a practical method. Curvatures of the 
toroidal mirror in vertical and horizontal directions usually have different angel for an 
aberration-correction. Fig. 70 shows the condition when a toroidal mirror M is added before 
the entrance slit  .   and   are distances from M to the horizontal focus and vertical 
focus. A vertical line is focused by the toroidal mirror at , which is consequently diffracted 
by the grating onto the Rowland circle. The radii for toroidal mirror and its relation to the 
grating are given by

Horizontal
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Vertical

where v and h represent the radii of the Rowland circle at vertical and horizontal focusing, 
respectively. 

In the previous section, the image point B is suffered from astigmatism on vertical 
focusing as Eq. (3-27). However, the toroidal mirror in Fig. 70 can help grating to produce a 
stigmatic image, when

Flat-field concave grating with toroidal mirror

Although the Rowland circle brings great convenience for spectra analyzing, its 
curvature locus of the horizontal focus makes it difficult to use most of the detectors with flat 
plane sensors. Aberration-corrected flat-field gratings with a varied groove distance are 
consequently developed [96], as shown in Fig. 71. Focus of the image point B is given as,

Fig. 70: Schematic of the spectrometer using a grating with a toroidal mirror in front of the 
entrance slit [94].
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where L is the distance between grating center O and CCD sensor surface. , , , and 
 represent the same terms as in Eqs. (3-28) and (3-29). 

To give a stigmatic image on the CCD sensor plane, horizontal focus and vertical focus 
of the toroidal mirror must locate on the Entrance slit   (A) and CCD sensor surface, 
respectively. In the meantime, A and B should also lie on the horizontal focus of the flat-field 
grating. These relations can be written as,

The absolute value sign is added for ′, because the relation between  and  in the case of 
grazing incident has,

where R is the radius of the grating curvature, α β  is the focus distance  of 
the system. Utilizing Eqs. (2-1) and (3-33), one can obtain,

Fig. 71  Schematic of a flat-field grating with a toroidal mirror.  is the distance from light 
source (plasma) to the center of the toroidal mirror.  is the distance of MA, where A is 
coincided with the entrance slit  , and is situated on the vertical focus point of both the 
toroidal mirror and the grating. The dash lines show the Rowland circle locus for the two 
components.
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where r is a negative value in the case of grazing incident. 

3.2.2 Spatial resolution of the GIS
The spectral distribution in the 1D dimension is typically scanned using an optical 

structure known as push broom [97][98]. An example of a push broom spectrometer produced 
by [99] was installed in a satellite to analysis spectra from moons of Mars. The simplified 
schematic is shown in Fig. 72. The spectrometer scans the ground surface along the satellite 
motion direction, focusing the image using a telescope through an entrance slit. Consequently, 
the image is diffracted by the dispersing element and re-imaged into a 2D image with spectra 
information in one spatial dimension. The width of the slit determines the resolution of each 
strip on the final image.

In the case of using a toroidal mirror as the objective focusing, x-ray emissions at the 
horizontal focus region (shown as yellow region in Fig. 73) are focused onto a vertical line at 
the entrance slit of the GIS. The spot in this case suffers from the astigmatism as discussed in 
2.2.3. By using the following focusing formula of toroidal mirror at the horizontal focus,

the relation between the two foci ℎ,  and the horizontal curvature ℎ of the toroidal mirror 
is described. The magnification rate between the objective width and the imaging width 

Fig. 72: Schematic of an image spectrometer using push broom acquisition principle [99].
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defined by the slit width is given by,

when the light passes through the center of the toroidal mirror.  and  are the 
width of objective and the slit, χ  is the magnification, t  and h  are the distances from 
objective to the toroidal mirror center and from center to the slit, ϕ and ϕ′ represent the 
changes in angles of the incidence and reflection between the two edges of the objective, 
respectively (see Fig. 71). Because  and  are the same in the case of mirror reflection, 
and the objective and the slit are located on the Rowland circle of the toroidal mirror, one has 

Therefore, the magnification is nearly 1. Furthermore, it is possible to adjust the spatial 
resolution of the GIS by changing the slit.

The scanning axis is coincided with the incident laser beam, as illustrated in Fig. 73. 
 refers to the distance from the Au target surface to the strip observed by the GIS. As the 

GIS is not movable, target and lens are instead moved, maintaining a fixed focal distance to 
ensure consistent irradiation power. 

The flat-field grating provides convenience for spectral measurements, but aberrations 
from the two foci of the toroidal mirror and the grating still persist in practical cases. The 
focused spot shape at the foci of the toroidal mirror could be observed during the GIS 
alignment as illustrated in Fig. 74. The focus is similar to the proportion symbol as “ ”. This 
is considered to be the result of the modification of the GIS. To reduce the aberrations at the 
horizontal focal point as discussed in above, a modification for balancing the aberrations from 
the two foci is possible as explained in [95] (see Fig. 75). Horizontal focusing (thick line) and 
vertical focusing (thin line) at different conditions are listed. The focus patterns in (b) and (c) 
are similar to the one that observed during the practical experiments, which is reasonable for 

Fig. 73: Schematic of the push broom spectrometer using a toroidal mirror.
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a flat-field grating.

The shape formation of the focal spot is important for evaluating the observation position 
 during the experiment, because the location of the GIS focus can only be evaluated from 

the CCD image. Summarized CCD images of GIS at different typical  are illustrated in 
Fig. 76. Three columns show: (a) Schematic of the different GIS observation. (b) Obtained 
CCD image at the corresponding position. (c) Diagram of the light focused by the toroidal 
mirror at the entrance slit. The focused image in (b) is simplified as it does not consider the 
variation in the focus shape for the light source at different positions. 

However, a rough comparison is possible because when the focusing is behind the Au 
surface, the bifurcation on the slit is observed as two diffracted spectra on the CCD image. On 
the other hand, spectra are still possible to be observed when  (  is the 
longitudinal length of the plasma) as the shown in Fig. 76(a). In conclusion, the aberrations of 
the GIS focusing may limit the spatial resolution during the push broom measurement.

Fig. 74: Focus spot of the GIS alignment laser on the Au target surface. The bifurcation is 
formed by the aberrations from the focusing in two dimensions.

Fig. 75: Focal curves at different conditions: (a) non-modification for the grating (b) 
modification applied for horizontal focus curve, suitable for the flat-field imaging. (c) 

modification applied for the vertical focus curve, a stigmatic point is formed at the cross of 
the two lines [95].
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Fig. 76: GIS images observed at different observation positions ( ). The dashed arrow line 
indicates the focus of the GIS, and the plasma region is depicted within the yellow ellipse. The 
GIS focus was positioned at (a) 1 mm in front of the surface, (b) around Au surface (c), 1 mm 
behind Au surface, and (d) 2 mm behind Au surface.
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3.2.3 Spectra scanning
To obtain a spatially spectral emission distribution, a 2D spectra scanning along the laser 

incident direction was conducted by utilizing the GIS with a 50- m slit width (shown in Fig. 
77). A 30- m Au foil was irradiated by a pulse energy of 3.86×1013 W/cm2. A peak CCD count 
at the observation position of 200 m has been observed where both n=4-4 and n=4-5 
transitions emitted the intense UTA. Noting that the difference in emission size between the 
pinhole camera image and the GIS result was caused by the aberrations from the GIS focusing, 
and the difference in the observed wavelength ranges.

The surface of the target referred to as the observation position = 0 m, which was 
confirmed by evaluating the vertical cross-section width of the spectra in the GIS image, as 
shown in Fig. 78. When the vertical width of the spectra exceeded 10 m, the observed spectra 
in the GIS image represented the overlapping of two spectra lines from the bifurcation. While 
the width became smaller when the observation was deviated. 

Fig. 77: 2-D spectral emission behavior irradiated with a laser intensity of 3.86 1013 W/cm2. 
 is the position where GIS observed on the Au surface. The  is calibrated 

from the  using the FWHM of the soft x-ray emission region in the pinhole images.
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Fig. 78: The variation in the vertical width (FWHM) of the spectra in the GIS images.
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3.3 Optimal Au target thickness for WW x-ray source

In this section, WW emissions from Au laser plasmas generated by targets with different 
thicknesses were evaluated. Dependence of x-ray emission on Au thickness at fixed laser 
energy was illustrated in 3.3.1. Since two types of the Au target were used in the experiment, 
an evaluation of the Au surface manufactured by the two methods was conducted in 3.3.2, 
which will be later compared to the simulation results in 3.4.3.

3.3.1 Dependence of x-ray emission on Au thickness
The optimal Au thickness was investigated by evaluating x-ray emissions from plasmas 

produced from various Au targets for two different laser energies (650 mJ and 240 mJ). All the 
plasmas were generated by tightly focused laser pulses with intensities of 3.86×1013 W/cm2 
and 1.43×1013 W/cm2, respectively. The spot size was 15 μm FWHM under the tight focus 
condition.

Fig. 79 shows the Au spectra produced by deposition and foil targets for a laser energy 
of 650 mJ. The foil targets generate nearly constant spectral intensities. However, a prominent 
enhancement is seen between the foil targets and 1.8-μm-thick deposition target. Line spectra 
from O and Si ions are also observed from the deposition targets. The spectral intensity 
gradually drops with decreasing deposition target thickness until a constant UTA can no longer 
be observed. 

The initial plasma is generated by laser ablation, where the laser has a characteristic heat 
conduction length. Depending on the Au layer thickness, this heat conduction length can lead 
to different thermal conduction processes in the initial period of ablation. For foil targets with 
thicknesses above 10 μm, the heat conduction length is independent upon the Au thickness, so 
3D hemispherical thermal transfer from the laser spot in the Au layer occurs (as shown in Fig. 
80(a)). However, when the Au thickness is thinner than the laser spot radius, the thermal 
transfer direction changes from hemispherical to horizontal because of the thin Au layer (Fig. 
80(b)). The large difference between the Au and glass thermal conductivity and heat capacity 
also contributes to this 2D transfer mode [100–102]. Therefore, it is considered that the 
enhancement of the 1.8-μm-thick Au spectral intensity is caused by the different thermal 
transfer mode for the thick Au target, where laser interaction with the deposited Au atoms is 
more effective. The angle distribution of the emissions should also be considered due to the 
different thermal transfer mode, because the emission intensity is not uniform as studied before 
in [103]. The different microstructures of the two kinds of targets are also attributed to this 
effect. The results for the target surface observed by a microstructure scanning apparatus will 
be described later. 

The reason for the spectral intensity drop for much thinner deposition targets can be 
explained by there being insufficient Au atoms in the irradiated region to emit intense WW x-
rays. As the Au layer is too thin, a considerable portion of the laser pulse penetrates to the 
substrate glass plate (SiO2) and generates glass plasma. Thus, O and Si line spectra are 
observed for thinner deposition targets.

The x-ray yields were evaluated by three approaches: integration of the CCD counts 
measured from the GIS spectra in the WW region, total CCD counts for the pinhole images 
(1.0-μm-thick Ti filter), and the integrated Si-photodiode signal from the charge amplifier (1.0-
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μm-thick Ti filter,) as shown in Fig. 81. Each data point in the plot is averaged from three laser 
shots. The vertical and horizontal error bars represent fluctuations of intensity and deposited 
Au thickness, respectively. All the detectors show nearly constant values from 300 μm to 10 
μm. The x-ray yields measured by the Si diode and pinhole camera do not show the same rise 
as the GIS data at 1.8 μm and 10 μm. This is because out-of-band X-rays, especially at 
wavelengths > 4.3 nm, significantly contributes to the x-ray yield for the former two detectors 
(see 3.1.3), while the GIS data only include the WW emission. The intensity rise observed by 
the GIS is caused by the different thermal conduction modes, as explained in the above. A clear 
drop between 1.3 μm and 1.0 μm for all three lines indicates that the thickness of the Au layer 
is no longer sufficient, though 70% of the x-ray yield could still be observed for targets with 
thicknesses of less than 1.3 μm.

For a laser energy of 240 mJ, thinner Au targets can be used to maximize the WW 
emission without ablating the SiO2 layer than that in the 650-mJ case, as shown in Fig. 82. In 
Fig. 83, the WW yield calculated from the GIS data for Au thicknesses ranging from 0.1 μm 
to 1.8 μm is shown by the black square symbols and line. The WW yield rises as the Au 
thickness increases and then saturates at around 0.6 μm. The x-ray yields obtained from the 
pinhole camera and Si diode show similar trends to that for the WW yield, indicating that the 
Au thickness limit is around 0.6 μm for a laser energy of 240 mJ.

Fig. 79: Au spectra for targets with various thicknesses produced by 650 mJ laser pulses 
(3.86×1013 W/cm2). O and Si line spectra originating from the laser–glass interaction are 
observed for the deposition targets (0.8–1.8 μm). The foil and deposition targets are shown as 
lines with different widths. 
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Fig. 81: X-ray yield as function of Au target thickness for 650 mJ (3.86×1013 W/cm2) laser 
energy, calculated by integrated pinhole image counts (blue), integrated Si diode signal (red) 

and WW region of integrated GIS data (black). Note that the units for x-ray yield for the 
three results are largely irrelevant.

Fig. 80: Laser thermal transfer modes in different conditions. (a) The Au thickness L was 
longer than the laser heat conduction depth Lth. (b) The Au thickness was shorter than the 

heat conduction depth Lth.
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3.3.2 Error analysis of different Au targets 
An analysis on the Au surface microstructure was performed to elucidate the mechanism 

on the x-ray emission behavior from the different Au plasmas. The surface microstructure of 
the commercial foil targets was observed by an optical microscope, as shown in Fig. 84(a). 
Due to manufacturing limitations for these targets, the surface conditions show clear 

Fig. 82: Au spectra for targets with different thicknesses produced by 240-mJ (1.43×1013 
W/cm2) laser pulses.

Fig. 83: X-ray yield as function of Au deposition target thickness for 240-mJ (1.43×1013 
W/cm2) laser energy
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differences, which give different laser–target interactions and results for the fluctuations of the 
x-ray yield. Craters on the deposition targets appear in the upper panel of Fig. 84(b), observed 
using the SEM. A dimple in the center of the crater is formed by the laser–target interaction, 
while the length marked in yellow indicates the melt zone for Au and glass, the area most 
affected by thermal heat conduction and subsequent ablation. The dimple on the glass plate for 
the 1.3-μm-thick target illustrates that the minimum Au thickness (1.3 μm) for sufficient WW 
x-ray emission is smaller than the characteristic depth of the dimple formed by laser ablation. 
Consequently, both normal level WW x-rays and Si/O line spectra are observed from the 
plasma at 1.3-μm target thickness. The surfaces were also analyzed to identify the elemental 
components by energy dispersive spectroscopy (EDS). The lower panels in Fig. 84(b) show 
that the deposited Au area is completely melted and ablated, and only Si and O elements are 
detected in the crater after 650-mJ (3.86×1013 W/cm2) laser irradiation.

The foil targets were also examined using AFM to provide a detailed observation of the 
surface conditions (Fig. 85). By scanning the Au surface with the cantilever, a 3D image, 
including thickness variations, is generated. Different roughness conditions with micrometer-
scale height errors are observed on the foil targets, which are in a good agreement with the 
results in Fig. 84(a).
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Although good surface conditions were identified for the deposition targets, the 

Fig. 84: (a) Au foil surfaces observed by optical microscope. (b) Upper panel: SEM images 
of Au deposition target surfaces after irradiation with 650-mJ (3.86×1013 W/cm2) laser 

pulses. Lower panel: EDS element analysis of same area as upper panel.

Fig. 85: Foil targets surface scanned by AFM.
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thickness error during the deposition process should also be considered. The thermal 
evaporation system can be simplified as Fig. 86. The Au particles were set at the center S of 
the tungsten holder. While the glass substrate center O was above the Au at a distance of h. X 
is a point on the glass substrate with a distance x to the center O. The mass of evaporated Au 
passing through a solid angle  is given by,

where m is the evaporated mass of Au. For a deposited area  on the glass surface, one has

where  is the angle between the glass surface and the evaporation direction of the ,  
is the area of the solid angle at a distance r. The mass of the deposited Au at  is,

where ρ is the density of the deposition layer and t is the thickness growth per unit time.
The deposition time can then be derived by combining Eqs. (3-39), (3-40) and (3-41).

Since t is proportional to the deposited Au thickness, the deviation is,

where  is the growth speed of the Au layer at a distance of x to the glass center O. The 
calculated deviation is shown in Fig. 87, and the theoretical deposition rate for the deposition 
targets in this work is shown in Fig. 88.
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Fig. 87: Deviation of the depostion thickness at different distance from the substrate center.

Fig. 86: Schematic of the thermal deposition device. The Au source is placed at point S on 
the tungsten holder was treated as a point source. The vapor passes the surface with a 

distance r to the S in a solid angle  in a unit time is expressed as dS.



81

A typical deposition target with a thickness of 1.8 m is shown in Fig. 89. During the 
experiment, only the region within x = 2.4 cm was used for data collection, therefore, a 
deviation of 0.08 is considered as the target thickness error.

3.3.3 Plasma modeling
Numerical calculations for verifying the results obtained from the experiments are 

usually necessary. A deeper understanding of the potential mechanisms during the plasma 
expansion can be investigated by combining the experimental and theoretical results. 
Consequently, a theoretical description of the LPP is needed.

Many formulae can be used to describe a plasma in thermal equilibrium under ideal 
conditions. However, in practical cases, due to radiation energy transport and radiation 
trapping, complex radiation and absorption processes can occur during plasma generation, 
leading to unpredictable emission behavior and population distribution. To address this 
challenge, various plasma models have been developed to approximate the states of the plasma. 
In this part, basic equations for describing a practical plasma condition are discussed, because 
these equations are essential for the simulation tool, Star-2D code [104], used in this work to 
evaluate the optimal Au plasma conditions for WW emission.

Fig. 88: Calculated relative deposition rate on the glass substrate.

Fig. 89: The size of a typical depostion target, and the region used for data collection.
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Blackbody radiation

The black body is an ideal object where the energy from the incident light is completely 
absorbed and converted into the radiation. The blackbody is in the thermal equilibrium and the 
radiation emitted from it has continuum spectra with respect to the frequency , the radiation 
energy density u dυ between  to  can be described by, 

Where  is the Planks constant,  is the Boltzmann constant. By using  and 
, Eq. (3-44) can be written as 

which expressed in terms of frequency. Also, Equation (3-44) in terms of wavelength  with 
substitute the values, 

These formulae are known as the Plank’s equation. 
The blackbody radiation is useful when using the Wien's displacement law to calculate 

the temperature for a desired emission with a peak wavelength from the black body,

where  is the temperature in unit of kelvin. For example, a radiation with a peak wavelength 
of 3 nm can be generated when . However, this value can be quite different from a 
LPP in the real case, due to the self-absorption and many other mechanisms during the plasma 
expansion.

Boltzmann distribution

In a two-quantum-level system, the number density N of atoms in the level L1 and L2 are 
described as N1 and N2. The relation between N1 and N2 in a thermal equilibrium condition 
then follows the Boltzmann distribution as
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where   is the Boltzmann constant, 1  and 2  are the energy of L1 and L2,   is the 
temperature of the system. Considering the multiplicity  of the energy level, where  is 
the angular momentum quantum number and   (total number of the magnetic 
quantum number), Equation (3-48) can be transformed into the relation between 2 and the 
total number density  of atoms in all kinds of states by,

where g2 is the multiplicity for L2, z  is the sum of the atomic states given by,

The distribution of the atoms in different energy levels is then described as a function of energy 
and temperature.

Maxwell-Boltzmann distribution of the particle speed

The Maxwell-Boltzmann equation, on the other hand, describes the speed distribution 
of the particles in a thermal equilibrium state. The distribution function  is given by,

where  is the mass of the particle,  is the derived by,

The , ,  are the speed of the particle in the three dimensions. Using equation (3-51), 
the distribution of the kinetic energy for a set of particles can be determined. An example of 
the Maxwell-Boltzmann distribution for the hydrogen atoms at a temperature of 300 K is 
shown in Fig. 90.
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Idea equation of state

For an idea gas in the thermal equilibrium condition, its temperature , pressure , and 
the particle number density  follow by,

where  is the Boltzmann constant. This equation will be utilized in 3.3.4 to calculate the 
important factor  and  for the plasma thermodynamic simulations [105].

Saha equation

The Saha equation describes the relation of the number density  between the ions with 
two different ionization states  and , as a function of the temperature, density, and 
ionization energies of the atoms. The equation is given by,

where e  is the electron density,   and   are the number density of the ions with 
corresponding ionization states, zz  is the sum of the states in ionization states , χz is 
the ionization energy from  to ,  is the Plank constant, e is the electron mass.

Fig. 90: Maxwell-Boltzmann distribution for hydrogen atoms at a temperature of 300 K.
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Opacity (Optical thickness) 

The opacity for the LPP plasma is important to estimate the self-absorption inside the 
plasma. The blackbody is an ideal radiation object; however, all radiations emitted can be 
reabsorbed and vice versa. When the short wavelength emissions are emitted from the hot 
dense center of the plasma, the radiation suffers from the self-absorption from the outer side 
of the plasma. The process may significantly reduce the brightness of the WW source.

To quantify this problem, a two-energy-level system was established, where the number 
densities are denoted as N₁ and N₂, corresponding to quantum levels L1 and L2. The number of 
emissions from L2 to L1 per unit time per unit volume is then given by,

where 21 is the Einstein A coefficient, which refers to the ratio of the number of atoms, , 
over the time interval   for spontaneous emission per unit time (   is the time interval 
between two spontaneous emissions for  atoms). Assuming the emission is isotropic, the 
emission energy  per unit solid angle, per unit time, per unit volume is given by,

where ε  is named as the emission coefficient for the emission spectra. This emission 
coefficient needs to be normalized by the normalized profile function  as,

This is because the spectra are not homogeneous. Now considering an absorption coefficient 
  (normalized by the profile  ) for a unit length in the plasma, the emissions are 

initially emitted from the ions and reabsorbed by other ions, where both absorption and 
stimulated emission occur. 

where  and  are the Einstein B coefficient. The equation describes the absorption and 
the stimulated emissions.

Next, the variation for the spectra radiance  in a distance  is given as

The first term on the right side of the equation is the initially spectra radiance, affected by the 
absorption term   and spontaneous emission term  . Therefore, the 
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increasement for  in ) is given by 

Integrating the equation (3-60) (calculation process refers to the Lambert-Beer law), the 
spectra radiance  can then be described as 

Now if the plasma thickness in the  direction is  with a homogeneous condition, where 
  and   become  ,  . The spectra radiance for the beam light at a 

propagating distant  can be described as 

where   is known as the source function, describing the ratio of the emission 
coefficient to the absorption coefficient.

Local thermal equilibrium (LTE) model

The elementary processes discussed above satisfy thermal equilibrium conditions. In 
practical, the plasma produced by the laser pulse cannot reach such state. Therefore, an 
alternative method is required to break down this complex process into solvable parts. This 
section introduces different models in a non-equilibrium plasma, which focus on the dominate 
process within the plasma.

When the plasma is optically thin, meaning that re-absorptions and stimulated emissions 
are relatively weak within the plasma compared with the spontaneous emissions, some 
excitation processes are required to maintain the plasma in the condition as thermal 
equilibrium (for example, the number density follows the Boltzmann distribution). Usually, 
the process is the collision process (excitation/deexcitation and ionization/recombination). The 
LTE model describes a condition where the ion and electron densities are extremely high that, 
the collision process dominates and maintains the plasma in an equilibrium state, especially, 
high Rydberg states. It is clear that equations for describing the ideal gas, such as the Maxwell-
Boltzmann equation is not satisfied with this condition. While the Saha equation is satisfied 
for the plasma in LTE.

The LTE model is often used to approximate the adiabatic expansion at the initial period 
of the LPP [104].
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Boltzmann transport equation

To describe the particles motion due to the collision, the Boltzmann transport equation 
is used. The system consists of a spatial coordinate ( , , ) and a velocity coordinate ( , 

, ). The velocity distribution function  is then given by,

where  and  are the vectors in the spatial coordinate and velocity coordinate, respectively. 
 is the external force applied on the particles,  is the mass of the particle. The first term 

refers to the variation of the distribution function . The second term describes the gradient 
of the velocity , while the third term represents the external force affecting the velocity of 
the particles. The term on the right side of the equation is the distribution function caused by 
the collision process.

Equation of continuity

To solve the upper equation during the numerical calculation, the following equations 
are required. For the particle density , the equation of continuity is given by,

The first term represents the increasing of the particle density, while the second term describes 
the reduction of the density due to the out flowing in the velocity . The summation of the 
two terms is defined as the source term. 

When treating the plasma as a fluid, equation (3-64) can be convert to the conservation 
of mass, written as [105]

where ρ( ) is the mass density and ( ) is the velocity for a mass element positioned at 
 at time . The source term is neglected at this condition.

Equation of motion

The conservation of momentum for the particles are given by,
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where  is known as the stress tensor, which is defined as a vector field of forces in a unit 
volume. The left side of the equation (3-66) represents the rate of change of particle momentum 
within unit volume with time, and the transport of momentum. The first term on the right side 
of the equation (3-66) refers to the Lorentz force. The second term is the gradient driven term. 
The third term describes force from the potential energy  in the electric field, and finally, 
the pressure .

Energy conservation

When treating the plasma as a moving fluid, the energy conservation can be written as 
[105],

where the terms on the left side refer to the total kinetic energy and total internal thermal 
energy changed per unit volume with time. ext is the external energy source (laser heating 
in this case). H is the heat conduction, F is the work per unit time done by the volume 
force, and the work per unit time done by the surface force f .   is the Lagrangian 
derivative.

Another form of the equation (3-67) for the metal absorbing the laser pulse is written as 
[106],

where   is the specific heat capacity of electrons,   is the thermal conductivity 
coefficient, α  is the parameter describing the energy transfer between ions and electrons 
(similar to the  in equation (1-11)). Since electrons are much easier to transfer heat than the 
ions, the temperature changing for ions is described by equation (3-69). The parameter of  

 refers to the external energy source as .

Coronal model

For the extreme opposite case to the LTE model, the coronal model was proposed. It 
describes the plasma with low electron density while still maintaining a quasi-thermal 
equilibrium. In this condition, the emission process dominates the plasma, while the collisional 
deexcitation process can be ignored. The sun is usually cited as an example for the coronal 
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model, as its electron temperature can reach 106 K while the electron density can only reach 
1014-1015 m-3 [107]

Collisional radiative (CR) model

In the thermal equilibrium plasma, many equations such as the Boltzmann equation, the 
Maxwell-Boltzmann equation, the Planck’s equation, and the Saha equation can be applied to 
calculate the relation between spectra and temperature, or the population density between the 
states in atom and ion. While in the case of local thermal equilibrium, the radiation process 
can be negligible for a collision-dominated plasma. In the coronal mode, the collision can be 
ignored from the deexcitation process due to the low density, high temperature plasma. 
However, the plasma generated by the laser pulse cannot be classified into a thermal 
equilibrium/corolal condition. Consequently, both radiation and collision are necessary to be 
considered. A general equation to describe the collisional radiative (CR) mode is,

where i and k are the increasing rate for m
z 1  from the  type collision and  type 

radiation, respectively. j′  and l′  are the decreasing rate for m
z 1   from the   type 

collision and ′ type radiation [107].

3.3.4 Principle of Star-2D code
The Star-2D code was utilized to validate the experimental results described in the next 

chapter. The system is shown in Fig. 91, where the 1D Lagrangian method combined with the 
Eulerian method is used to calculate the plasma expansion process, and the vacuum space is 
set as a thin Au gas atmosphere for the calculation. The element set for the substrate layer is 
also Au but with a density of SiO2. Electrons and ions are treated in a one-fluid two-
temperature mode. The SESAME EOS table [108] and the opacity table calculated based on 
the screened hydrogenic averaged ion model [109] are adopted. The system is assumed to be 
axially symmetry in cylindrical coordinates (z, r) and is unequally divided into cells as shown 
in Fig. 91. The intersections of the grids are defined as the local isodensity point. A 2D 
simulation box with 400(z) × 200(r) grid cells is shown in the left panel of Fig. 91, where the 
Au target surface is set at z = 0 μm and the substrate glass shown in yellow is set right behind 
it. The right panel in Fig. 91 shows a magnified view of the 1.2-μm-thick Au target surface as 
an example. The red lines represent the cells in the Au–gas and Au–glass boundaries. The laser 
parameters are set to be the same to the similar condition (spot size: 15 μm FWHM, laser 
power: 1×1013 W/cm2) as using the 240-mJ pulse during in the experiment.

The basic equations to describe the particle motions in the Star-2D code are given by 
[104,110,111],
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where  is the mass density,  is the velocity,  and  are the temperature of electrons 
and ions (or lattice),  and  are the pressure of ions and electrons (given by ), 

 and  is defined by, 

which are based on the equation of state as illustrated in equation (3-53). The value  is the 
energy transfer between electrons and ions (  in equation (3-69)),  is the external 
energy source (  in equation (3-67)),  is the thermal conductivity.  and  are the 
specific heat capacity of electron and ion, respectively, which are also defined as .

The equation (3-71) is the conservation of mass, as illustrated in equation (3-65). The 
equation (3-72) is the conservation of momentum, similar to the equation (3-66). The change 
in momentum (left side) equals to the momentum transport due to the pressure gradient. This 
equation is also known as part of the Navier–Stokes equations.

The equations (3-73) and (3-74) are the conservation of energy, which are slightly 
different with equations (3-68) and (3-69). 

Utilizing the database illustrated above, these formulae can be solved and the 
thermodynamic of the particles can be investigated.



91

3.3.5 Simulation results of Au layer ablation
The underlying mechanisms of the emission behavior in Au plasma generated from 

targets of various thicknesses were attributed to the gradual decrease of Au atomic layer in the 
laser ablation region. Therefore, the motion of the Au-glass boundary  was traced 
using the Star-2D code. The laser energy was set 240 mJ to give a comparison with the result 
in Fig. 83. Fig. 92 shows the distribution of the plasma 0.05 ns after the peak intensity of the 
Gaussian laser pulse reached the Au surface. The plasma status is described by the electron 
density , electron temperature , laser absorption, and totoal pressure, respectively. The 
most effective laser absorption is found at the critial density region , where 
the laser could hardly penetrate. Electron temperature at the center of the plasma is found at 
around 300 eV which is suitable for the Au plasma to emit WW x-rays. The boundary of Au-
galss is shown by the black and white line in each plot, which is compressed to the incide of 
the target as shown by the total pressure. The region where electron temperature is over 250 
eV is shown to be less than 50 μm, and this is in a good agreement with the image observed 
by the pinhole image. Au atoms still exist on the target surface, which contributes to the WW 
emission.

However, the boundary is blown away to the outside of the target when the center of the 
total pressure propagates into the glass substrate. This happens about 1 ns after the laser peak 
time (11.4 ns) as shown in Fig. 93. The Au ions are displaced toward the outer region of the 
plasma center, while Si and O ions are effectively heated at this time. As a result, the GIS 

Fig. 91: Left panel: 2D simulation box shown in grid mode (upper) and schematic mode 
(lower). The laser incidence center axis is defined as the negative z-direction, while r = 0 is 
defined as the irradiation center. Right panel: Magnified view of grid cells around the target 
surface, showing glass (yellow), Au (pink), and gas (blue) layers. The red regions indicate 

the boundary between two layers, and z= 0 is set as the surface of the Au layer.
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image integrates intense line spectra attributed to the glass plasma. However, WW spectra 
could hardly be observed at this time since the boundary  is distant from the center, 
and Au ions are only present in the low-temperature region.

To understand the physical dynamics and emission behavior when using targets with 
different thicknesses, the temporal evolution of the boundaries in the plasma generated by 
targets with various thicknesses were traced. Fig. 94 shows the average temporal evolution of 
the Au–glass boundary (upper panel) when using different Au targets (thicknesses of 0.4 μm, 
0.6 μm, 0.8 μm, 1.0 μm, and 1.2 μm), compared with the time evolution of the laser irradiation 

normalized by the peak intensity  (lower panel). The laser peak time is set to be 
t = 0.  ranging from r = 0 μm to r = 7.5 μm is averaged and defined as , 
which is exactly the half-width at half-maximum (HWHM) of the tightly focused laser spot. 
Note that the initial position of the boundary is defined as Zbnd = 0. During the irradiation, the 
boundary moves initially in the negative z-direction due to shock propagation driven by the 
laser irradiation and the ablation pressure. After the thin Au layer is fully ablated, the SiO2 
layer is directly irradiated by the laser, and the boundary starts to move in the positive z-
direction. 

For Au thicknesses above 0.8 μm, the laser peak intensity (t = 0 ns) passes before the Au 
layer is fully ablated and only the Au layer is ablated at the peak intensity. For target 
thicknesses below 0.6 μm, the Au layer is fully ablated before the occurrence of the laser peak 
intensity, leading to intense ablation of the glass layer, causing intense line spectral emissions 
from the irradiation center, while the outer Au plasma continues emitting x-rays. Consequently, 
both line and UTA spectra are observed in this case, which quantitatively explains the 
dependence of the WW emission on the Au thickness in the experimental results.
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Fig. 92: Plasma dynamics near the peak time (11.4 ns), when a 1-μm Au target was irradiated 
by the laser power of 1×1013 W/cm2. The four plots show electron density , electron 

temperature , laser absorption, and totoal pressure, respectively. The black and white lines 
refer to the glass-Au boundary.

Fig. 93: The plasma dynamics 1.3 ns after the peak time.
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Fig. 94: Upper panel shows average temporal evolution of Au–glass boundary during laser 
irradiation. The laser irradiated the Au targets as shown by the red arrow. Zbnd = 0 represents 
the initial z-position of the boundary as shown by the horizontal grey dashed line. The lower 

panel shows the laser irradiation time evolution.
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3.4 Optimal focus condition for WW x-ray source

The alteration in focal distance not only affected the irradiation power but also 
determined the plasma plume generated from the irradiation region based on the spot size. To 
examine WW x-ray emission under various laser focus conditions, precise positioning of the 
lens is necessary. In this section, the optimal focus condition was investigated by changing the 
distance between the target and the focus lens. The theoretical variation for the focused laser 
spot was compared to the experimental one, as a very good laser beam quality was even 
difficult to achieve. The Star-2D was also utilized to evaluate the experimental results.

3.4.1 Lens scanning
The focused laser spot sizes for different lens positions were measured for both 240 mJ 

and 650 mJ laser energies using a 50-μm-thick Au foil as a target. The target position was 
defined such that  = 0 mm with the Au front surface precisely placed at the focal point of 
the focus lens. The spot size at the focal point was 15 μm. Note that the target was fixed as a 
reference point during the entire measurement and the lens was moved back and forth with 
respect to the reference point with the positive direction corresponding to a position with the 
target behind the focal point. Fig. 95 shows the focused laser spot images and pinhole images 
of the Au plasma (1.0-μm- and 0.5-μm-thick Ti filters) observed for various target positions. 
The laser spot images were measured by a CMOS camera by moving the sensor surface 
perpendicular to the x-axis. Within the Rayleigh length  = 664 μm, almost all the laser 
spots had the same FWHM of 15 μm, and the soft x-ray emission areas were larger than the 
focused laser spot. As the spot shape started to blur as the target position was further changed, 
the laser spot and emission area became asymmetrical, resulting in a scattered x-ray 
distribution. The variation in the focused laser spot can be attributed to the laser beam profile 
quality. Therefore, the spot size could no longer be calculated correctly. The laser spot shape 
remains similar when the target position moved to the positive direction, although the intensity 
gradually decreases. The energy distribution tends to be stable after the beam is focused onto 
the focal point and irradiated the Au target behind. Compared with x-ray emission for  < 0 
mm, plasmas for  > 0 mm are likely to radiate more centralized WW emission, because of 
the more uniform Gaussian-distributed laser energy.
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3.4.2 Dependence of Au spectra on target position
WW emissions from plasma for various target positions were measured by the GIS, as 

shown in Fig. 96 and Fig. 97 for 650 mJ and 240 mJ laser energies, respectively. An 
enhancement of the WW region is observed around  = −1.0 mm and 1.0 mm for 650 mJ 
laser energy and  = −0.8 mm and 0.6 mm for 240 mJ. Note that the GIS was not calibrated 
in terms of the toroidal mirror, grating and CCD sensitivities. The peaks in the WW region are 
plotted as scatter-lines. The spectral peaks shift to shorter wavelength as the target approaches 

 = 0 mm, showing that Au ions with higher ionic charge are generated and dominate in the 
hot dense plasma.

Fig. 95: Variations in laser spot images and pinhole images under different focus conditions. 
The target position was adjusted by moving the lens, and increasing the focus distance 
corresponds to the positive direction. The x axis shows the focus condition for different target 
positions. In the right panel, the Rayleigh length  and the focal point are denoted.
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Fig. 96: GIS spectra as function of target position for Au plasma produced by 650 mJ laser 
irradiation. 2D contour plot is shown above the 3D plot. The scatter line represents the peak 
WW wavelength of the corresponding 4f-5g transitions.

Fig. 97: GIS spectra as function of target position for Au plasma produced by 240 mJ laser 
irradiation. 2D contour plot is shown above the 3D plot. The scatter line represents the peak 

WW wavelength of the corresponding 4f-5g transitions.
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The X-ray yield trend can be explained as follows. The density scale length is strongly 
dependent on the spot size of plasma generated by nanosecond laser pulses. When the laser 
spot is moved away from the focal point, the density scale length becomes larger, providing a 
larger plasma plume. As the area for laser–plasma interaction increases, coupling between the 
plasma temperature and plasma plume volume produces a larger area favorable for WW 
emission at a slightly lower temperature [112,113]. Consequently, two WW emission peaks 
were observed at the two sides of the focal point position, with slightly increased peak 
wavelength. Beyond the peak position, the insufficient laser intensity leads to a drop in both 
spectral intensity and peak wavelength, as shown in Fig. 96 and Fig. 97.Therefore, the optimal 
focus conditions providing a suitable laser irradiation intensity and Au plasma size for WW 
emission are = −1.0 mm (spot size: 25 μm FWHM, intensity: 1.39×1013 W/cm2) and  = 
−0.8 mm (spot size: 19 μm, intensity: 8.89×1012 W/cm2) in the current experimental condition.

3.4.3 Simulation results
To further investigate the dependence of emission characteristics on laser focusing 

conditions, the Star-2D code was utilized to simulate the temporal evolution of the plasma 
parameters for different irradiation spot sizes. The laser intensity and spot size on the target 
were varied for the fixed laser energy of  = 650 mJ and pulse duration of  = 6.2 ns. 
Table 1 shows the parameter settings for STAR-2D. The simulations were carried out for three 
spot sizes  (FWHM) and intensities IL,peak: ( , IL,peak) = (15 μm, 3.9×1013 W/cm2), (33.5 
μm, 0.77×1013 W/cm2) and (47.4 μm, 0.39×1013 W/cm2), corresponding to target positions of 

 = 0 mm (focus position), −1.3 mm, and −2.0 mm, respectively. Fig. 98 shows the spatial 
profile of electron temperature ( ) and electron density ( ) at the laser peak intensity. The 
electron temperature reaches over 300 eV corresponding to the region where Au XXI – XXXI 
ions are generated. When the target is located at the focus position (x = 0 mm,  = 15 μm 
IL,peak = 3.9×1013 W/cm2), the plasma temperature exceeds 500 eV, which is far beyond the 
optimal electron temperature for WW emission (~400 eV). The width of the heated plasma is 
narrow due to the small spot size. Consequently, the peak wavelength of emitted soft x-ray 
becomes shorter, and the emission region is small. Contrary to this, when the target is located 
far away from the focus position (x = -2.0 mm,  = 47.4 μm, IL,peak = 0.39×1013 W/cm2), the 
laser intensity is too low to produce plasma having the suitable temperature for WW emission, 
even though the plasma heated by the laser is much wider than that for the small spot size. In 
the present laser condition (   = 650 mJ and   = 6.2 ns), the optimal laser irradiation 
condition forming suitable temperature Te and heated plasma volume for WW emission is  
= 33.5 μm, corresponding to a target position of  = −1.3 mm. These results show that the 
WW emission trends from the simulation are in a good agreement with the experimental results.
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Spot size L [μm] 15 33.5 47.4

Peak intensity IL,peak [1013 W/cm2] 3.9 0.77 0.39

Target position [mm] 0 -1.3 -2.0

Fig. 98: Plasma profile at peak of laser irradiation intensity (t = 11.4 ns).

Table 1: Parameter settings for Star-2D simulation
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4. SUMMARY

Developing practical WW x-ray sources based on LPP requires a deep understanding 
of the plasma generation process and the radiation properties. Both emission spectroscopy 
and numerical simulations are crucial to characterize the plasma production and emission 
behavior in WW x-ray wavelengths.

In this work, a fundamental measurement for the laser-produced Au plasma using the 
GIS and pinhole camera was conducted. Combined with a FAC numerical calculation, the 
essential transitions for the Au UTA emission in the WW wavelength region has been 
confirmed to be 4d-4f and 4f-5g transitions in the Au20+-Au30+ ions. A push broom scanning 
using the GIS with a spatial resolution of 50 μm was tested to be feasible.

The main objective of this work, the optimal Au target thickness for WW x-ray 
emission, was measured to be 1.3 μm and 0.6 μm for the laser power of 3.86×1013 W/cm2 
and 1.43×1013 W/cm2, respectively. These minimum thicknesses are mainly attributed to the 
Au layer of being blown away by the laser shock wave.

A favorable focus condition for the laser-produced Au plasma to emit WW x-rays was 
also found, when setting the Au target surface 1.0 mm and 0.8 mm before the focal point of 
the focus lens for laser power of 3.86×1013 W/cm2 and 1.43×1013 W/cm2, respectively. The 
optimal coupling for the electron temperature and the plasma volume was considered to be 
the reason for this optimal focus condition.

The Star-2D code played an important role in data analysis, providing the theoretical 
explanations for the observed emission behaviors.
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