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Abstract
Recently, power systems consisting of a large amount of renewable energy sources, 

such as photovoltaic (PV), wind turbine power (WT) and battery energy storage system 

(BESS) have been attracting attention toward the realization of a carbon-neutral society. In 

2022, the installed renewable energy sources are increasing in worldwide, such as China, 

around 1161 gigawatts; US, around 352 gigawatts; Brazil, around 175 gigawatts; India, 

around 163 gigawatts. Among the renewable energy sources, PV is on course to account 

for 60% of global renewable power growth in 2022. However, the increase in renewable 

energy sources affects the system stability, especially the frequency stability. Meanwhile, 

large amount of uncertain renewable energy sources applied to power system also has 

reduced the output ratio of the thermal generators. The reduction in number of the thermal 

generators affects the inertia of the power systems. This also decreases the frequency

adjustment capability of the power system. Therefore, the maintenance and improvement 

of the frequency stability are an important issue must be addressed. In particular, small 

power systems, such as microgrid (MG) system with a high percentage of renewable energy 

may cause significant frequency fluctuations. In small-scale power systems, the frequency 

problem is mainly caused by the uncertainty of renewable energy source and large 

disturbance. Therefore, many researchers have been studied the effective LFC methods, 

such as the proportional integral (PI) control etc. to address the frequency problem in power 

systems, highly accurate and robust load frequency control technique is required to against 

large disturbances for maintaining the desired frequency range.

The main objective of this work is to propose a highly accurate and robust load 

frequency control (LFC) method. For this purpose, a novel adaptive control method using 

adaptive model predictive control (AMPC) is designed to address the frequency problem. 

The proposed AMPC method can predict the future performance of target system based on 

the internal prediction model. A simplified first-order and second-order lag system as an 

internal prediction model is proposed for AMPC. The parameters of the internal prediction 

model are estimated using an unscented Kalman filter (UKF) online. In this work, we had 

confirmed the performance of the UKF. Meanwhile, the comparison results of the UKF 

with the extended Kalman filter (EKF), least square (LS), and Kalman filter show that the 

UKF has a better performance than other estimation methods.

To confirm the effectiveness of the proposed method, we have applied it to two types 

of power system.
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Firstly, simulation studies have been conducted using the large-scale thermal plant, 

considering the large disturbance. The simulation results show that the proposed method 

can address the frequency problem effectively, which has the better performance compare 

with the PI control.

Secondly, case studies on a small-scale MG with renewable energy resources are 

carried out to demonstrate the effectiveness of the proposed control method. The renewable 

energy sources, such as PV, WT and various step change are considered to the disturbance. 

At the same time, a BESS as supplemental power is considered to compensate for rapid 

load fluctuations. The simulation results confirm that the proposed AMPC method can 

successfully deal with the frequency problem, and has better performance than the 

conventional PI control.

The thesis consists of six chapters. The research topics are mainly distributing among 

the chapters as follows:

Chapter 1: presents the introduction to the research objectives, scope of the research, 

and organization of the thesis.

Chapter 2: provides a comprehensive review of load frequency control, impact of 

renewable energy resources on frequency regulation, load frequency control techniques, 

and current world frequency technologies.

Chapter 3: presents a novel load frequency control method using adaptive model 

predictive control. The proposed AMPC method combine with unscented Kalman filter for 

capturing the optimal control operation. Meanwhile, some estimation methods are 

described in this chapter.

Chapter 4: presents a novel load frequency control method using adaptive model 

predictive control. The proposed method can cope with the frequency problem caused by 

disturbance. In this chapter, large-scale power systems with large disturbance are used to 

confirm the effectiveness of the proposed method. The numerical results show that the 

proposed method is effective to mitigate the frequency problem.

Chapter 5: develops a load frequency control method for small-scale microgrid (MG) 

using adaptive model predictive control. Large amount of renewable energy resources, such 

as wind turbine (WT) power, photovoltaic (PV) are installed in MG system, which can 

affect the MG system stability, especially the frequency stability. The developed method 

can address the MG system frequency problem effectively. The numerical simulation 

results demonstrate that the developed method is effective to mitigate the MG system 

frequency problem caused by the uncertain PV, WT, and types of disturbance.
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Chapter 6: provides a conclusion part, where contributions of the study are discussed. 

In addition, some recommendations for further research in the future are presented.
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Significance of the research

Significance in society

The large introduction of renewable energy sources mentioned above can affect the 

stability of the power system, especially the frequency stability. From the point of view of 

power system frequency stability, this work can provide a more effective control method 

for frequency problem of the power system. With its own high robustness and response 

speed, it can solve the frequency problem of the power system more efficiently. The 

proposed AMPC can achieve automatic adjustment of controller parameters with load and 

system characteristic changes. It does not require the operator experience and can 

significantly reduce labor costs.

The effective LFC method developed in this thesis can solve the frequency problem in 

the power system more efficiently. As a result, the amount of renewable energy introduced 

in the power system can be significantly increased. In other words, this is a technology that 

will greatly contribute to the realization of carbon neutrality. In addition to the applications

of the renewable energy, MGs are expected to improve the resilience of power supply 

against disasters, etc., and the developed technology is expected to contribute to the 

development of MGs in the future. Therefore, the social significance of this research is the 

realization of a carbon-neutral and disaster-resistant society. As a result of the above, if 

MGs gain recognition and their needs increase in the future, business development can be 

expected.

Significance in academics

This work proposes a novel LFC control method with high response speed and 

robustness. A novel autonomic control strategy using a combination of MPC and unscented 

Kalman filter. Simplified first-order as well as second-order models are also proposed to 

approximate the system dynamic response to reduce the computational time. This work 

gives the new possibilities for automated optimized frequency control. An effective control 

strategy is provided for the future frequency control field.

Others

I am grateful that I was able to participate in the Power Energy Professionals (PEP)

program. I have made many friends through this program. At the same time, I also learned 
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a lot about international standards and professional knowledge of my research field, which 

help me to accomplish this work.

For the power systems field, with this work, not only a new understanding and thinking 

about frequency control, but also a new understanding of power system stability studies, 

types of external disturbances, and the application and impact of renewable energy sources. 

For myself, it improves my vision and broadens my research field, which plays a vital role 

in my growth.
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Chapter 1: Introduction 

1.1 Research objective background

Recently, power systems consisting of a large amount of renewable energy sources, 

such as photovoltaic (PV), wind turbine power (WT) and battery energy storage system 

(BESS) have been attracting attention toward the realization of a carbon-neutral society. 

In 2022, the installed renewable energy sources are increasing in worldwide, such as 

China, around 1161 gigawatts; US, around 352 gigawatts; Brazil, around 175 gigawatts; 

India, around 163 gigawatts. Among the renewable energy sources, PV is on course to 

account for 60% of global renewable power growth in 2022. However, the increase in 

renewable energy sources affects the system stability, especially the frequency stability. 

Meanwhile, large amount of uncertain renewable energy sources applied to power 

system also has reduced the output ratio of the thermal generators. The reduction in 

number of the thermal generators affects the inertia of the power systems. This also 

decreases the frequency adjustment capability of the power system. Therefore, the 

maintenance and improvement of the frequency stability are an important issue must be 

addressed. In particular, small power systems, such as microgrid (MG) system with a 

high percentage of renewable energy may cause significant frequency fluctuations. In 

small-scale power systems, the frequency problem is mainly caused by the uncertainty 

of renewable energy source and large disturbance. Therefore, many researchers have 

been studied the effective LFC methods, such as the proportional integral (PI) control 

etc. to address the frequency problem in power systems, highly accurate and robust load 

frequency control technique is required to against large disturbances for maintaining the 

desired frequency range.

The main objective of this work is to propose a highly accurate and robust load 

frequency control (LFC) method. For this purpose, a novel adaptive control method 

using adaptive model predictive control (AMPC) is designed to address the frequency 

problem. The proposed AMPC method can predict the future performance of target 

system based on the internal prediction model. A simplified first-order and second-order 

lag system as an internal prediction model is proposed for AMPC. The parameters of 

the internal prediction model are estimated using an unscented Kalman filter (UKF) 

online. In this work, we had confirmed the performance of the UKF. Meanwhile, the 
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comparison results of the UKF with the extended Kalman filter (EKF), least square (LS), 

and Kalman filter show that the UKF has a better performance than other estimation 

methods.

1.2 Significance of the research

Significance in society

The large introduction of renewable energy sources mentioned above can affect the 

stability of the power system, especially the frequency stability. From the point of view 

of power system frequency stability, this work can provide a more effective control 

method for frequency problem of the power system. With its own high robustness and 

response speed, it can solve the frequency problem of the power system more efficiently. 

The proposed AMPC method considers the minimization of control cost in the 

objective function, which can effectively reduce the control cost. At the same time, 

synergizing renewable energy sources and regulating the power generation of generators 

can effectively protect the environment and reduce carbon emissions.

The proposed AMPC can achieve automatic adjustment of controller parameters 

with load and system characteristic changes. It not requires the operator experience and 

can significantly reduce labor costs.

Significance in academics

This work proposes a novel LFC control method with high response speed and 

robustness. A novel autonomic control strategy using a combination of MPC and 

unscented Kalman filter. Simplified first-order as well as second-order models are also 

proposed to approximate the system performance to reduce the computational time. This 

work gives the new possibilities for automated optimized frequency control. An 

effective control strategy is provided for the future frequency control field.

Others

For the power systems field, with this work, not only a new understanding and 

thinking about frequency control, but also a new understanding of power system 

stability studies, types of external disturbances, and the application and impact of 
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renewable energy sources. For myself, it improves my vision and broadens my research 

field, which plays a vital role in my growth.

1.3 Organization of the Thesis 

The thesis’s research objectives, methods, findings, and data analyses are 

meticulously detailed below across six chapters that include, 

Chapter 1: presents the introduction to the research objectives, scope of the research, 

and organization of the thesis.

Chapter 2: provides a comprehensive review of load frequency control, impact of 

renewable energy resources on frequency regulation, load frequency control techniques, 

and current world frequency technologies.

Chapter 3: presents a novel load frequency control method using adaptive model 

predictive control. The proposed AMPC method combine with unscented Kalman filter 

for capturing the optimal control operation. Meanwhile, some estimation methods are 

described in this chapter.

Chapter 4: presents a novel load frequency control method using adaptive model 

predictive control. The proposed method can cope with the frequency problem caused 

by disturbance. In this chapter, large-scale power systems with large disturbance are 

used to confirm the effectiveness of the proposed method. The numerical results show 

that the proposed method is effective to mitigate the frequency problem.

Chapter 5: develops a load frequency control method for small-scale microgrid 

(MG) using adaptive model predictive control. Large amount of renewable energy 

resources, such as wind turbine (WT) power, photovoltaic (PV) are installed in MG 

system, which can affect the MG system stability, especially the frequency stability. The 

developed method can address the MG system frequency problem effectively. The 

numerical simulation results demonstrate that the developed method is effective to 

mitigate the MG system frequency problem caused by the uncertain PV, WT, and types 

of disturbance.

Chapter 6: provides a conclusion part, where contributions of the study are discussed. 

In addition, some recommendations for further research in the future are presented. The 
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final chapter synthesizes the contributions of the thesis, summarizing key findings and 

making recommendations for future research endeavors.
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Chapter 2: Frequency control techniques for power 

systems

Frequency control is a system control technology to maintain the system frequency 

at 50[Hz] or 60[Hz] and it is a necessary technology to maintain normal operation of the 

system. Its characteristics are that the control effect is very wide-ranging regionally and 

the control energy is very large. They also have conflicting operating conditions, with 

the market demanding that power systems must be operated at low cost. The power 

system is obligated to provide a good quality electricity supply, where "good quality" 

generally means that the frequency, voltage, etc. are maintained within predetermined 

values, and that the power supply is sufficiently reliable to continue without power 

outages. System control fulfills this purpose, and includes both active power control, 

which targets the control of power flow and frequency, and reactive power control, 

which targets the rational distribution of reactive power control and the maintenance of 

voltage. First, let us consider why control of power system frequency and transmission 

line tidal current is necessary.

From the consumer's point of view

The following advantages arise when the grid frequency is maintained at a constant 

level

(1) Stabilization of the frequency will stabilize the conditions for electricity use. 

Especially in recent years, when the use of computers and various types of automation 

become popular, the effect of frequency maintenance becomes very significant.

(2) In the case of electric motors, the rotational speed is almost constant, which 

improves the quality of the product.

(3) In the case of ordinary household electric clocks, it is desirable to keep the 

frequency as constant as possible.

From the grid operator's point of view

(1) If the grid frequency is stable, speed adjustment by generators and speed 

regulators becomes easier, especially in large-capacity thermal power plants such as the 

recent ones. The vibration problem of the turbine's final-stage rotor blade can also be 
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reduced. This is the reason why the frequency fluctuation range is strictly defined in 

recent large-capacity thermal power plants.

(2) The frequency must be kept strictly constant in order to stabilize the power flow

and to operate the tie line in a stable manner.

Many countries are promoting sustainable development and reducing carbon 

emissions. Microgrids integrate a large amount of renewable energy and distributed 

power generations, which are of great significance in promoting sustainable 

development and realizing carbon-neutral society. Many countries have set up and 

developed numerous projects for this purpose. For example, China: Beijing Yanqing 

new energy microgrid demonstration project, Zhuhai Wanshan island smart microgrid 

demonstration project; Japan: microgrid demonstration project in remote islands of

Miyako; US: smart grid R&D program, smart grid demonstration program (SGDP) 

projects, and so on. With the introduction of large amounts of renewable energy into 

microgrids, the adjustment ability of microgrids will also be reduced. As a result, the

requirement of frequency variation is stringent in power grids due to the introduction of 

large amounts of renewable energy. Table 2.1 summaries the frequency deviation ranges 

of some countries. This also demonstrates the importance of high robustness, effective 

controllers for frequency control.

Table 2.1   Typical frequency deviation ranges of some countries

Frequency deviation requirements
China 50 0.2Hz
Japan 60 0.2Hz, 50 0.3Hz
US 60 0.2Hz
UK 50 0.5Hz

Spain 50 0.2Hz
German 50 0.2Hz
Ireland 50 0.5Hz

2.1 Recent frequency control techniques of the worldwide

This chapter introduces the basic concepts of frequency control and techniques of 

the worldwide. Power system frequency control is mainly divided into primary control, 

secondary control, and tertiary control. In power systems, secondary control called the 
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automatic generation control (AGC) plays a significant role in the control process in a 

power network to achieve the equilibrium between generation and load. AGC, also 

widely known as load frequency control (LFC), balances generation with the load 

consumption by commanding signals to control generators. Fig 2.1 illustrates the 

concept of generator control assignment and amplitude of load demand. However, there 

is no clear delimitation of each control in terms of periodic components. 

Fig 2.1 Control branch diagram.

Where, GOV means governor control, ELD means the economic load dispatch.

Fig 2.2 gives the typical frequency evolution in some countries based on different 

system response and period. As we know, the inertia of system depends on the installed 

capacity. Fig 2.2 is constructed based on data from 2019.

Fig 2.2    Frequency evolution.
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A detailed description of this work is given in Chapter 3. Previously, the primary 

control1, the generator's swing equations as well as frequency control techniques are 

discussed in this chapter.

Control methods of load frequency control

Usually, flat frequency control (FFC) and tie-line load frequency bias control (TBC)

are used as constant control methods for load frequency control (LFC) scheme. An 

overview of FFC and TBC will be explained in the following.

(a) Flat Frequency Control (FFC)

FFC detects how much the frequency deviates from the desired value. If the 

frequency is higher than the desired value, the output of the controlled power plant is 

reduced. If the frequency is lower than the desired value, the output of the controlled 

power plant is increased to restore the frequency.

Usually, proportional control is used, in which the change in output of the controlled 

power plant is proportional to the magnitude of the frequency deviation. In addition, the 

integral value of the frequency deviation is usually calculated and used as a control signal 

to the controlled power plant in order to set the integral value of the frequency deviation 

to zero. Therefore, the control method is called integral control.

Proportional integral (PI) control is the most popular conventional control method in 

most industries. It is widely used in various fields. Fig 2.3 shows the LFC with PI control 

in 1-area power system.

Fig 2.3   LFC with PI controller.

Here, ACE (area control error) was named as an AR (area requirement). LPF is low 

pass filter. the ACE is defined as follows.

1 ,1 1 1tieACE P f (2.1)
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Where, ∆Ptie is power flow deviation, ꞵ is frequency response coefficient, ∆f is

frequency deviation.

In the system where this method is applied, the tie-line power fluctuates significantly 

because this control method is focused only on the system frequency. Therefore, this 

control method is suitable for a stand-alone system or in a main system with relatively 

large capacity.

(b) Tie-line load frequency bias control (TBC)

When several grids are operating in interconnection, frequency control using the FFC 

method causes the controlled power plants in the grid to respond not only when load 

changes occur in the grid, but also when load changes occur in other grids.

TBC is a control method that simultaneously detects the amount of frequency change 

and the interconnected power flow deviation (∆PT) to determine where the load change 

occurred, and each system has a policy to handle the load change that occurred within its 

own system.

Fig 2.4 2-area power system.

Assuming the 2-area system shown in Fig 2.4, and assuming that load changes of

∆LA, ∆LB occur in power systems A and B, respectively. The frequency deviation is 

named as ∆F, the following relationship holds for the amount of load change in each 

system.

A A TL K F P (2.2)

B B TL K F P (2.3)

Furthermore, the frequency deviation can be obtained by transforming equations (2.

2) and (2.3).
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1 1
A T

A A

F L P
K K (2.4)

1 1
B T

B B

F L P
K K (2.5)

The frequency fluctuates due to the load changes and the interconnected power flow

fluctuations. In other words, knowing the frequency deviation of the system and the 

interconnected power flow deviation, the amount of load variation occurring in the own 

system can be known. Therefore, if the output of the power plant is controlled based on 

this amount, the plant will respond to the load changes in its own system. This value 

indicates the amount of control required within each interconnected system, and is called 

the AR or ACE.

Also, eliminating and rearranging equations (2.4) and (2.5), we can obtain

B
BA

A
A

BA

B
T L

KK
KL

KK
KP

(2.6)

This means that even if a load change occurs in system A, system B, or both systems 

at the same time, the interconnected power flow deviation changes, and the system 

frequency also changes according to equations (2.4) and (2.5).

Governor (GOV) control (primary control)

Primary control is mainly realized by governor control. Each generator stabilizes the 

frequency by having its governor respond to the frequency fluctuation. Specifically, the 

frequency is stabilized by looping the rotation speed of the generator to the rotational 

energy. The governor model of the primary delay system is shown in Fig 2.5.

Fig 2.5 Block diagram of governor.

Where, :GOVP the governor control quantity, 0 :center of inertia angular velocity, 

:velocity of the generator, :GOVK governor gain, :GOVT governor time constant.

GOVP

1
GOV

GOV

K
T s

0
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Derive the differential equation for the governor from the block diagram.

01
GOV

GOV
GOV

KP
T s (2.7)

0
1

GOV GOV GOV
GOV

P s P K
T (2.8)

Inverse Laplace transform of (2.8).

0
1

GOV GOV GOV
GOV

P P K
T

1
GOVPG T (2.9)

The GOV control amount is determined from the difference between the system 

frequency and the reference frequency. This control block is shown in Fig 2.6.

Fig 2.6 Block diagram of governor.

Generator's swing equations

In this study, the kinematic characteristics of the generator are simulated by an 

approximate model. The model is based on the linear transient reactance and the voltage 

behind the transient reactance, and the approximate equations of motion are used to 

simulate the motor's kinematic characteristics.

Fig 2.7 dX model.

GOVP

1
GOV

GOV

K
T s

0f

f
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In Fig 2.7, the transient internal voltage EE is obtained by the generator terminal 

voltage VV plus the voltage drop djX II at dX . The magnitude E is considered 

constant during the oscillation. This is due to the assumption that the transient reactance 

dX of the generator and rectilinear axes qX of the generator are equal. The transient 

sudden polarity is neglected and the number of chain fluxes and EE does not change 

during the oscillation.

The swing equation of the generator is expressed as follows.

2

2 M
n

M d P P
dt

(2.10)

Where, :M generator inertia constants, :n angular velocity, : EE phase angle, 

generator , :MP P mechanical input, electrical output [p.u.].

The swing equation is a differential equation that expresses the state of the system. 

Consider a synchronous generator generating electrical torque and operating at a 

synchronous speed. If the mechanical torque is equal to electric torque, as follows.

(2.11)

Losses are ignored. The acceleration (deceleration) torque is generated by the 

addition of some disturbance to this torque.

(2.12)

is the acceleration, and if it is , it is the deceleration. If this is 

rewritten using the inertia, the equation is as follows.

(2.13)

Where, is the phase angle of the rotor, which is constant at steady state. This can 

be expressed using the angular velocity of the rotor as follows.

(2.14)

em TT

ema TTT

em TT em TT

ema TTT
dt
dJ 2

2

st
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Where, is the synchronous speed that maintains a constant steady state. Also, 

denotes the phase angle at , we can obtain the following equation by .

(2.15)

Since the product of angular velocity and torque equals power, equation (2.15) can 

be rewritten using power P as follows.

(2.16)

Based on the above discussion, the swing equation for generator is given and the 

primary control is provided by the governor. However, GOV control cannot satisfy that 

the frequency fluctuation range is maintained near the desired value. Therefore, the 

secondary control (LFC) also provides an important role in maintaining the frequency 

deviation and the amount of inter-area tie line power within satisfactory limits. We can 

also see from Fig 2.1 that when the load demand period becomes long and increases in 

the magnitude, it is usually necessary to combine with the ELD strategy. Therefore, in 

order to maintain the frequency deviation within the desired range, a large number of 

scholars have proposed effective control strategies. Some of the latest frequency control 

techniques are described below.

Proportional integral (PI)

Proportional integral (PI) is a simple controller with less cost, which is wildly used 

in industry. At the same time, PI control with integral function has an ability to minimize 

the steady-state error. However, in conventional PI controller, the parameters of the PI 

controller must be tuned to cope with various system characteristics. It requires that the 

system operator must have the skills to adjust it. An improperly adjusted parameter can 

cause delays, overshoots, and even system instability.

The block diagram of the LFC scheme using PI controller is presented in Fig 2.8. In 

LFC scheme, an area control error (ACE) signal is defined for evaluating the 

effectiveness of the frequency control. The ACE signal is also called the area 

requirement (AR) signal.

s

0t

em TT
dt
dJ 2

2

aem PPP
dt
dJ 2

2
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Fig 2.8 Block diagram of PI control.

Where, Tf is the time constant of the LPF. KP, KI are the gain of proportional and 

integral. PLFC is the system output.

As shown in Fig 2.8, the AR is passed through a low-pass filter (LPF) to remove 

short-period noise. Then, PI control is performed to calculate the LFC control signal. 

This equation is shown in the following.

1
1

i
LFC p

f i

KP K AR
T s T s (2.17)

Since the PI controller itself has the disadvantage of not able to concern with transient 

oscillation. Therefore, a large number of researchers have proposed various types of PI 

controllers, such as proportional integral derivative (PID), fractional order PID (FOPID), 

tilt integral derivative (TID), and so on. Compare the conventional PI control, the 

following control methods with optimal control algorithm can effectively address the 

power system frequency issue.

Linear quadratic regulator (LQR)

The linear quadratic regulator (LQR) control algorithm is a type of optimal control 

that aims to set up a quadratic objective function for the linear system. The purpose of 

the LQR is to satisfy the minimization of the cost of the objective function. The solution 

of a quadratic problem is called a linear quadratic problem, and the controller with 

quadratic objective function is called the LQR controller.

The optimal feedback control gain of the LQR is computed while satisfying the 

minimization of the objective function through state feedback process. Thus, the optimal 

control signal of the system is obtained by this process. 
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A generalized objective function without time constraints applied to LQR is written 

as follows.

0
( ) , 0, 0J xQx uRu dt Q R (2.18)

Where, Q and R are the weights of the state value (x) and control signal (u)

For a linear time-invariant (LTI) system, which can be expressed by the following 

state-space equation, whose control block diagram is represented by Fig 2.6.

( ) ( ) ( )
( ) ( )

x t Ax t Bu t
y Cx t Du t
( ) (x( ) () (((

(2.19)

Where, A, B, C, D are the state-space matrices of the system. x, y are the state 

valuables and output of the system.

Fig 2.9 Block diagram of LGR.

From Fig 2.9, the control signal u can be computed by the feedback gain of the LQR 

controller, as shown in (2.20).

( )ru Ke K x x (2.20)

Where, K is the LQR feedback gain, e is the error of the state value, xr is the reference 

value.

Substitute (2.20) into (2.19), the following (2.21) can be obtained.

( ) ( ) [ ( )]rx t Ax t B K x x( ) (x( ) ((

( ) ( ) rA BK x t Bx K (2.21)

When the reference value 0rx , we can obtain the following state-space equation.
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( ) ( ) ( )x t A BK x t( ) (x( ) () ((( (2.22)

Using the Lyapunov to check the stability of the system. ( )V x :Lyapunov function. 

In (2.19), consider 0u , therefore, ( ) ( )x t Ax t( ) (x( ) () ( . We can consider the ( ) TV x x Px .

Differentiate the ( ) TV x x Px . We can obtain the following equation.

( )

0

T

T T

d dV x x Px
dt dt

x Px x Px 0T Tx Px x PxT Tx Px x PxT T
(2.23)

Substituting ( ) ( )x t Ax t( ) (x( ) () ( into (2.23), the following (2.24) can be obtained.

( ) ( ) ( )

( ) 0

T T

T T T

T T

d V x Ax Px x P Ax
dt

x A Px x PAx
x A P PA x

(2.24)

As a result, 0TA P PA is the Lyapunov inequality.

lim ( ) lim 0T

t t
V x x Px , lim 0

t
x Then, the system is asymptotically stable. At this 

point, the system is asymptotically stable. Adding Tx Qx to (2.24), we introduce a 

positive definite matrix Q. the Lyapunov equation (2.25) is obtained.

0TA P PA Q (2.25)

To substitute the previous equation (2.22) into equation (2.25), equation (2.25) is 

switched to the new coefficients as follows.

0T
cl cl clA P PA Q (2.26)

Substituting equation (1.15) and T
clQ Q K RK into equation (2.26).

Where, R is the weight.

( ) ( ) ( ) 0T TA BK P P A BK Q K RK (2.27)
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( ( ) ) 0T T TPA A P PBK BK P K RK Q (2.28)

Due to ( )T T TXY Y X , 1 1 1, ( ) , ( ) ,T T T TP P B B R R RR I , we can get the 

following Riccati equation (2.30) for computing the feedback gain (K) of the LGR 

controller.

1 1 1 1

1 1 1 1

( )

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

T T

T T T T T T T

T T T T T T T T T T T

PBK BK P K RK

PB R B P R B P B P R B P R R B P
PBR B P P B R B P P B R RR B P

1 1 1

0
1

( )T T

T T T

T

PBK BK P K RK

PBR B P PBR B P PBR B P

PBR B P

1 1

0

T TPBR B P PBR B P1 1T TPBR B PPBR B P1 T (2.29)

1 0T TPA A P PBR B P Q (2.30)

Slide mode control (SMC)

Sliding mode control (SMC) as the variable structure control has been studied by an 

increasing number of researchers in the nonlinear control field. It is also essentially a 

nonlinear controller designed based on the Lyapunov principle described above section. 

SMC is to design a state feedback controller that introduces the so-called "sliding mode 

surface" concept as a new state variable. SMC reconstructs the Lyapunov function V(x)

so that the new Lyapunov function converges to zero over time.

The core idea of SMC is to design a sliding mode surface S that stabilizes the system 

when the system state is on the S. And the objective of SMC is to make the system 

stabilized by making how the sliding mode surface S tends to 0, which is shown in the 

following Fig 2.10.
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Fig 2.10 Sliding mode surface S.

In the LFC file, the state-space equation of power system is described by the above-

mentioned equation (2.19). Therefore, the sliding mode surface S is usually determined 

by the system output y, which shown in the following equation.

( )s x y
Cx (2.31)

Conventional model predictive control (MPC)

Model predictive control (MPC) algorithm is proposed by Richalet in 1978. MPC is 

a method for optimal control under the constraints. MPC almost consists of three parts: 

(1) Prediction model, (2) Rolling optimal control, (3) Feedback correction. 

MPC is one of the modern control algorithms, which determines control inputs by 

solving a sequential optimization problem based on a predefined system model. The 

MPC control method is usually described by simple models that are easily understood 

by engineers, such as impulse response models and step response models. Another 

reason is that the control cycle is relatively long in process control, allowing sufficient 

time for on-line calculations to determine the optimal input. Today, as computers have 

become more powerful, the range of applications has expanded greatly. Various theories 

and algorithms have been studied to date. MPC can easily handle multiple-input, 

multiple-output (MIMO) systems. In order to incorporate the benefits of modern control 

theory into the MPC framework, a state-space model with an objective function is used 

to predict future behaviors and solve a finite-interval optimization problem with 

constraints. The MPC control method is a procedure that is repeated at each sampling 

time to determine the input that makes the behavior as desirable as possible by solving 

an optimization problem in a finite interval under constrained conditions.
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MPC has a prediction model (in other words, an internal model) inside the controller 

to predict the future performance of the controlled system over a finite interval of time 

from the current time. In order to perform control, it is necessary to appropriately capture 

the dynamic characteristics of the control target, i.e., the dynamics, and represent them 

as a model.

Typical examples of prediction models include step response models, impulse 

response models, transfer function models, and state equations. To actually perform the 

control behavior, the predicted results must be used to determine the control input to be 

given to the control target. Therefore, in MPC, the control input is uniquely determined 

by solving an optimization problem at each sampling time.

As shown in the Fig 2.11 below, when the output of the control target to follow a 

certain target value, MPC can search for a time series of control inputs that minimize 

the area of the tracking error in the prediction interval from the current time to the future.

Fig 2.11 MPC.

The following technical elements are required to constitute MPC.

(1) Prediction modeling technology

Derivation of prediction models by physical or statistical modeling.

(e.g., transfer function, equation of state)

(2) Numerical optimization technology

Fast numerical optimization solver to solve optimization problems in real time
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Example: Solving quadratic programming (QP) problems ... effective constraint 

method, interior point method, conjugate gradient method, etc.

(3) State observer design technology

State observer to estimate the state quantity of a control target that cannot be 

measured

Example: Kalman filter.

(4) Numerical simulation technology

Virtual experiments of closed-loop systems using computational models on a PC.

The following Table 2.2 summarizes the recent LFC techniques, along with their 

advantages and disadvantages.

Table 2.2 Summary of the recent frequency control techniques

Type Advantages Disadvantages

Proportional 

integral (PI)

Easy realization

Wide range of 

applications

Easy adjustment

Low computational 

burden

Needs to be tuned

Linear systems only

Noise sensitivity

Linear quadratic 

regulator (LQR)

Can handle MIMO 

system problems

High robustness

Large computational 

burden

Without constraints

Slide mode 

control (SMC)

High robustness

High response speed

Versatile control 

features

Handles non-

nonlinear

Overshoot problem

High frequency 

oscillation

The performance of 

SMC depends heavily on the 

sliding-mode surface and the 

setting of the control law

Conventional 

model predictive 

control (MPC)

Low accuracy 

requirements for models, 

easy modeling 

High robustness and 

stability, good dynamic 

Model accuracy has a 

big impact on MPC 

performance

Large computational 

burden



ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ

37

control performance, Fast 

response speed

Can effectively 

handle multivariate, 

constrained problems

2.2 Application of renewable energy sources (RESs)

Recently, power systems consisting of a large amount of renewable energy sources 

(RESs), such as photovoltaic (PV), and wind turbine power (WT) have been attracting 

attention toward the realization of a carbon-neutral society. The introduction of RESs is 

expected to expand as a measure to cope with global warming and energy security. On 

the other hand, there are concerns that the mass introduction of RESs may have various 

effects on the stable operation of the existing power system. In particular, WT and PV 

are expected to make the operation of the power system extremely difficult. Due to their 

large introduction because their outputs fluctuate greatly depending on the time of day 

and weather conditions with large uncertainties. As a result, a large amount of PV and 

WT etc. RESs with uncertainties are applied to current power system, which affect the 

frequency stability.

Table 2.3 summarizes the types of RESs that are being used worldwide and their 

respective characteristics.

Table 2.3 Characteristics of RESs.

Generation Characteristics

PV

Basically, it is not restricted by area and can be installed anywhere.

Large area is required to ensure sufficient supply.

High output during the daytime can be expected to reduce peak 

demand, but at night or when it rains or is cloudy, power is not 

generated and the facility utilization rate is low.

Output varies greatly depending on weather.

WT
Power generation is possible even at night if there is wind.

High conversion efficiency of up to 45%.
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Output is unstable, as it varies with wind speed, and the 

concentration of installations in areas with good wind conditions 

results in large output fluctuations in those areas.

Installation is often far away from demand areas, resulting in long 

transmission distances.

Offshore WT

Offshore WT facilities can be built in shallow water.

Wind conditions are favorable and wind turbulence is small.

Avoids landscape and noise problems.

Geothermal

Power

generation

The unit cost of power generation is high due to the cost of 

exploration and development of production wells and the need to re-

drill production wells when they reach the end of their useful life, 

although fuel is not required.

No concern about fuel depletion or price hikes.

Biomass

Animal resources (livestock manure) are fermented to produce 

methane, which is burned to recover energy, and plant resources 

(wood waste, straw waste) are directly burned to recover energy.

Energy density is low, so the energy required for collection must 

be considered.

CO2 is emitted when resources are burned, but this CO2 is only 

absorbed from the atmosphere during the growth of organisms and 

returned to the atmosphere, so atmospheric CO2 is not increasing 

in the long term.

Overall of RESs

Recent years, PV, WT et.al RESs have been spreading rapidly around the world to 

cope with global warming and environmental problems. In 2022, the installed RESs are 

increasing in worldwide, such as China, around 1161 gigawatts; US, around 352 

gigawatts; Brazil, around 175 gigawatts; India, around 163 gigawatts. Among the RESs, 

PV is on course to account for 60% of global renewable power growth in 2022. Fig 2.12

shows that the leading countries in installed RESs capacity worldwide in 2022. RESs 

have gradually become the main energy source to replace fossil fuels in worldwide due 
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to its cleanliness and less pollution to the environment. However, due to the RESs have 

large uncertainties, which bring significant challenges in power system operations, 

including frequency control, voltage control etc.

Fig 2.12 Leading countries in installed renewable energy capacity worldwide in 

2022. (Source by Statista 2023)

2.3 Disturbances

In the power systems, the disturbances including lead demand, fault, system noise 

et.al can affect the system stability, power quality. Disturbances are usually caused by 

fluctuations in active power, such as changes in load, changes in generator output, or 

changes in the system's own parameters. Therefore, regulating the balance between 

generation and load disturbances to improve power quality becomes an important issue.

This section discusses the types of disturbances, modeling of disturbances, white noise 

and step change.

Types of disturbances

Depending on the magnitude of the disturbances, which can usually be categorized 

into large and small disturbances. Small disturbances, such as noise generated by the 

generator itself, inter-regional power flow control, and so on. Large disturbances, such 

as sudden load changes, faults, disasters and other causes of system disturbances. There 

is also the large amount of renewable energy introduced into the power systems as 

mentioned in the previous section, which can be seen as the large disturbances. These 

disturbances potentially affect the stability of the system as well as the power quality.
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As shown in Fig 2.13, disturbances are considered to have superimposed 

components with various periods. Although it is not a strict expression, a relatively slow 

component of the load fluctuation is called the sustained component, a component with 

a short period is called the fringe component, and a component with a shorter period is 

called the cyclic component. The shorter component is sometimes referred to as the 

cyclic component. In the current control system, the control assignment is determined 

for each component, and the assignment table is shown in Table 2.4.

Fig 2.13 Classification of disturbance.

Table 2.4 Period of disturbance

Component name Period Control method
Cyclic component Less than a few minutes Governor

Fringe component Several minutes Load frequency control

Sustained component More than 10 minutes Economic load dispatch

To express the disturbances exactly, it is convenient to divide the disturbances into 

components with various frequencies and express them in terms of spectra. If the 

disturbance is passed through an ideal bandwidth filter that has a constant gain between

the frequencies of the disturbance. Blocks out the components of the other frequencies, 

the output of this filter will not contain any frequencies components outside the spectrum. 

The mean of the squares of the output of this filter is called the spectral density.
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Modeling of disturbances

In general, the value of the disturbance is 1% of the system capacity. For example, 

if the system capacity is 1pu, the value of the step disturbance is set to 0.01pu. 0.02pu 

and 0.1pu step disturbances are also set. A disturbance modeling calculation is given 

below equation (2.32)

0.6L LoadP P (2.32)

Where, LoadP : actual load, LP : simulation load.

White noise disturbances

White noise is usually a random signal with a constant mean value (0). Among them, 

white noise obeying a Gaussian distribution has been widely studied in the power 

systems field. They arise from many causes, such as the generators, transformers, 

change in system parameters, load demand and so on. This short-period, high-frequency 

random white noise can have a serious impact on the stable operation of the power 

system, as well as affect the voltage and current. That could affect the normal operation 

of the power equipment. Therefore, a low-pass filter is usually used to eliminate the 

random white noise.

For example, a band-limit white noise based on Gaussian distribution. The equation 

(2.33) is determined by the following. A regular distribution chart based on variance is 

shown in Fig 2.14.

Power noise (P) 2
sT (2.33)

Where, is variance of noise, Ts is sampling time.

Fig 2.14 Regular distribution chart.
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Fig 2.15 shows waveform when the variance is 0.01.

Fig 2.15 Band-limit white noise.

It has been verified that the output through such a low-pass filter follows a 

Gaussian distribution. The variance is determined by the following equation.

(2.34)

The analysis of the disturbances in the actual system shows that for the component 

with a period shorter than ten minutes ( ), the following G( f ) can be obtained.

(2.35)

It is known from various measurements in countries of the world that the magnitude 

of the magnitude is 2~3% MW of the grid capacity for components shorter than a few 

minutes.

Variable step change

Load demand refers to the continuous load change in time. Generally, loads have 

cyclical and seasonal variations. The elimination of short-period load variations is 

LFC’s main objective in the LFC scheme, which is given in Fig 2.1. When load demand 

is introduced to the power grid, the external load disturbance is considered as a 

continuous step change over a period of time.

For example, Fig 2.16 shows a continuous step change over a 30 minutes period.

0
0

f f
G f df

1
0

1 min
10

f f

002 , f
kG f k f
f
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Fig 2.16 Continuous step change.

2.4 Effect of RESs and disturbances on power system 

frequency control

RESs and disturbances have a significant impact on the stability of the power 

systems, such as voltage, frequency stability. The large disturbances can lead to severe 

generation-demand imbalances in the power system. This is the reason for frequency 

fluctuation. Even that the imbalance and frequency fluctuation can lead to power outages. 

At the same time, because RESs with the uncertainty and unpredictability due to weather 

condition and other factors. Large amount of uncertain RESs applied to power system 

have reduced the output ratio of the conventional thermal generators. The reduction in 

number of the thermal generators affects the inertia of the power systems. Due to the 

conventional thermal generators is an important factor to provide the system inertia. 

This also decreases the frequency adjustment capability of the power system. Therefore, 

it’s necessary to design a robustness LFC controller with high response speed and 

accuracy for addressing the frequency fluctuation issue.

To address the frequency issue caused by uncertain RESs and disturbances, more 

and more researchers have studied effective and robust strategies for LFC scheme due 

to large amount of RESs applied to power system. Some prediction methods, such as 

neural network, machine learning is used to estimate the generation of RESs. The 

published papers have reported the state of the art LFC techniques combine with the 

prediction methods to address the frequency problems caused by the uncertain RESs. 

The utilization of a large amount of uncertain RESs also bring many challenges for LFC 

techniques.
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Chapter 3: Robust frequency control using proposed 

AMPC approach

3.1 A novel frequency control method using adaptive model 

predictive control (AMPC)

This thesis proposes a novel robust frequency control method using adaptive model 

predictive control (AMPC). Chapter 2 has discussed the conventional AMPC method. It 

is well known that the AMPC method almost consists of three components, i.e., rolling 

optimization, feedback correction, and internal prediction model. In this chapter, the 

proposed AMPC approach is introduced in detail, along with the descriptions of the three 

components.

Adaptive model predictive control (AMPC) formulation

First, the state-space equation of the power system is discretized as (3.1).

(3.1)

Where, A, B, C are the state-space matrices of the system. x, y are the state valuables 

and output of the power system.

In order to introduce the state vector into (3.1), the state vector is increased and 

defined in equations (3.2), (3.3).

(3.2)

(3.3)

Where, ∆x is the state valuables deviation of the system.

( 1) ( ) ( )
( )

x k Ax k Bu k
y Cx k

( ) ( ) ( ) ( ) ( ) ( )T Tx k x k y k y k x k y k

( 1) ( )

( 1) ( )
( )

( 1) 1 ( )

( )
( ) 1

( )

x k x kA B

C

x k A o x k B
u k

y k CA y k CB

x k
y k o

y k

( 1) ( )x( x(A B

k A k BA k( 1) ( )(
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Based on (3.3), a new state-space model is obtained as shown in (3.4).

(3.4)

The control and prediction horizons of AMPC are named as Nc and Np, respectively. 

The predicted output at future time k+Np is obtained by the following equation.

1

2
12

1 2
1

1

k kk k

k k kk k

Np Np Np
k k kk Np k

Np Nc
k Nc

y CAx CB u

y CA x CAB u CB u

y CA x CA B u CA B u

CA B uCANpCANp

(3.5)

AMPC can predict the future state values based on the following equation.

1

12 1

2
1

1 2
1

1

k kk k

kk k k k

k k k

Np Np Np
k k kk Np k

Np Nc
k Nc

x Ax B u

x Ax B u

A x AB u B u

x A x A B u A B u

A B uANp NANp N

(3.6)

Based on (3.6), a new state-space equation can be defined as follows.

( )Y Fx k U (3.7)

Where, 

1 2

T

k k k k k Np kY y y yyk Np kk N ky (3.8)

(3.9)

( 1) ( ) ( )
( ) ( )

x k Ax k B u k
y k Cx k

2 3

( ) ( 1) ( 2) ( 1)

p
TN

T
c

F CA CA CA CA

U u k u k u k u k N

pN pCACA pCA

(((((((
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(3.10)

The objective function is set for AMPC by the following equation (3.11) considering 

the minimization of the system output and control cost.

(3.11)

The following Riccati equation (3.12) is used to compute the optimal feedback gain 

(KAMPC) of AMPC based on optimal feedback control theory, which is given in Chapter 

2.

1 0T TPF F P P S P Q (3.12)

1( )T T
MPCK S F (3.13)

A control signal u for generator is also obtained based on the feedback gain (3.13)

( ) ( )
( ) ( 1) ( )

MPCu k K x k
u k u k u k

(3.14)

Rolling optimization

Fig 3.1 shows the AMPC’s optimal process, called rolling optimization. It is an 

important part of the AMPC. The KAMPC of AMPC is also computed to capture the 

optimal input signal u based on (3.14) in this optimal process.

Fig 3.1  Rolling optimization.
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The AMPC is an optimality approach for minimizing the objective function. The 

objective function in (3.15) is used in the proposed AMPC method to satisfy the 

frequency range and minimize the control cost.

1

1 0
min ( | ) ( | ) ( | ) ( | )

p cN N
T T

h h
J x k h k x k h k u k h k u k h kQ S (3.15)

Where, TQ C C and 0.1 Nc NcS I are the weight matrices of the state valuables and 

input signal deviation; h is the sample period.

The equation (3.15) is the optimization objective function of the AMPC, which is 

used to design the optimal feedback gain (KAMPC). AMPC is also designed using the 

optimal control theory (3.12) to solve (3.15). The objective function minimizes the 

regulated state values, and the AMPC controller cost is also considered using the weight 

matrices S.

In LFC scheme, to consider the safe operation and the desired frequency deviation 

range. The following constraints are also used in AMPC, as shown in (3.16).

min max

min max

( )
( )

f f k f
u u k u

(3.16)

Feedback correction

AMPC method uses the feedback correction to form a closed-loop optimization for 

compensating the predicted error and stabilizing system. The following feedback 

correction equation is used in this thesis.

( 1) ( 1) [ ( ) ( )]p m mx k x k x k x k (3.17)

Where, is the correction factor. xp is the correction state values, xm is the 

prediction state values.

With a feedback correction process, AMPC has powerful automatic adaptive 

capabilities to overcome system uncertainty. AMPC is not only based on the internal 

prediction model, but it is feedback control that also uses feedback information. 

Therefore, AMPC has the ability to suppress the effects of noise on control quantities 
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with high control accuracy. The feedback correction of AMPC is shown in Fig 3.2.

Fig 3.2  Feedback correction.

Prediction model

AMPC controller can predict future performance based on the internal prediction 

model (Gmodel). Therefore, for low computation burden, a simplified first-order and 

second-order lag system is applied to AMPC. The performance of the system can be 

approximated, as follows.

model ( )
1

a

a

KG s
T s

(3.18)

model
1 2

1( )
1 1

b

b b

KG s
T s T s

(3.19)

Where, Ka, Kb are the adaptive gain of the proposed internal prediction model; Ta,

Tb1, Tb2 are the time constant of the proposed internal prediction model.

3.2 Introduction of estimation methods for the state values 

and parameters of the system

For complex systems, state observers are usually applied to estimate the state values 

and parameters of the system. Because of the physical state of the system is difficult to 

determine directly. It is an important measurement to know the system state using state 

observers. Some estimation methods, such as, least squares (LS), Kalman filter (KF), 

extended Kalman filter (EKF) etc. are usually applied to the system, which are presented 

and introduced in this section.
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Kalman filter (KF)

Kalman filter (KF) was proposed by Kalman in 1960 and applied to the moon landing 

program. Nowadays, it is widely used in robotics, autopilot, and flight control. KF utilizes 

the state and observation equations of the system to estimate the system state value. As 

a result, a more accurate estimate of the state is obtained through the estimation of the 

system state and the correction of the observations. Due to its own limitations of 

modeling and estimation only for linear systems. Many scholars have proposed a 

nonlinear Kalman filter based on the principle of the Kalman filter, such as the extended 

Kalman filter (EKF), Unscented Kalman filter (UKF).

Extended Kalman filter (EKF)

The extended Kalman filter (EKF) is based on the idea of linearizing the nonlinear 

system at each time and applying a time-varying Kalman filter at each time. The basic 

idea of EKF was proposed by Schmidt of NASA after Kalman presented the discrete-

time Kalman filter in 1960, and a practical nonlinear Kalman filter was necessary to use 

the Kalman filter for space development, such as satellite navigation.

Linear approximation of the nonlinear function using Taylor expansion under the 

assumption that prior and posterior state estimates are available at time k and k+1,

respectively.

(3.20)

(3.21)

However,

ˆ( 1)

( )( 1)
x x k

f kA k
x

(3.22)

ˆ ( )

( )( )T

x x k

h xC k
x (3.23)

Where, f and h are nonlinear function equation. A, C are extended matrices.

The prior state ( x̂ ) estimate is also expressed in the following equation.

ˆ ˆ( ( )) ( ( )) ( )( ( ) ( ))f x k f x k A k x k x k

ˆ ˆ( ( )) ( ( )) ( )( ( ) ( ))Th x k h x k c k x k x k
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ˆ ˆ( ) ( ( 1))x k f x k (3.24)

The prior error covariance and Kalman gain (g) can be obtained as in the following 

equation.

2( ) ( 1) ( 1) ( 1) ( 1)T TP k A k P k A k k bb (3.25)

2

( ) ( )( )
( ) ( )T

P k c kg k
c k P k

(3.26)

Where, P and are covariance matrix of the state values and noise variance, 

respectively.

The state estimate ( x̂ ) at time k based on the above can be obtained as follows. 

ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ( ))x k x k g k g k h x k (3.27)

The linear approximation concept of EKF is shown in Fig 3.3.

Fig 3.3 Linear approximation concept of EKF.

Unscented Kalman filter (UKF)

Unscented Kalman filter (UKF) is a nonlinear Kalman filter proposed by S.J. Julier 

and J.K. Uhlmann of Oxford University in the 1990s. When constructing a nonlinear 

Kalman filter, some approximation must be made, which may mean that the filter is 

constructed using "unmixed" operations as much as possible. The UKF is not a linear 
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approximation at each time of the nonlinear system, but rather a probability density. Its 

basic idea is a kind of statistical sampling method that approximates the probability 

distribution in a set-average manner by selecting a small number of sampling points. That 

called based on the approximation of a statistic that approximates the function 

(probability distribution) by a normal distribution, rather than a linear approximation at 

each time in a nonlinear system.

3.2.3.1 Unscented transforms (UT)

The UKF is based on the unscented transforms (UT) to select the sigma point ( ). 

Therefore, the UKF is also known as the sigma point Kalman filter. The following 

equations give the UKF how to estimate the values. Therefore, the UKF is also known 

as the sigma point Kalman filter. A U-transformation is the problem of transforming an 

n-dimensional random variable vector into an n-dimensional random variable vector y

by nonlinear function f : Rn→Rn

( )y f x (3.28)

In the following, we will introduce the most basic method, i.e., sampling 

symmetrically with respect to the mean. First, the method for selecting sigma points is 

given below.

(0)
,ˆk UKF kx (3.29)

( )
,ˆ ( ) , 1,...,i

k UKF k k ix n P i n (3.30)

( )
,ˆ ( ) , 1,...,n i

k UKF k k ix n P i n (3.31)

Where, is the scaling parameter, n denotes the dimension, ˆUKFx is estimation 

state values, P is the covariance matrix of the state values.  
i

denotes the i-th column 

of the matrix square root of P.

The weight (W) for sigma point is given in the following equations.

(0)W
n

(3.32)
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( ) 1 , 1,..., 2
2( )

iW i n
n

(3.33)

The sigma points are propagated and the priori state values are estimated using the 

following equations. Here, the subscript k+1 means the time step.

( ) ( )
1 ( , ), 1,..., 2 1i i

k kk k v u i n (3.34)

2
( ) ( )

, 1 1
0

ˆ
n

i i
UKF k k k k

i
x W (3.35)

2
( ) ( ) ( )

1 1 , 1 1 , 1
0

ˆ ˆ
n T

i i i
k k k k UKF k k k k UKF k k

i
P W x x (3.36)

The measurement output value and covariance matrix are computed based on the 

following equations.

( ) ( )
1 ( , ), 1,..., 2 1i i

k kk k z u i n (3.37)

2
( ) ( )

, 1 1
0

ˆ
n

i i
UKF k k k k

i
y W (3.38)

2
( ) ( ) ( )

, 1 1 , 1 1 , 1
0

ˆ ˆ
n T

i i i
xy k k k k UKF k k k k UKF k k

i
P W x y (3.39)

2
( ) ( ) ( )

, 1 1 , 1 1 , 1
0

ˆ ˆ
n T

i i i
yy k k k k UKF k k k k UKF k k

i
P W y y (3.40)

The estimation values are computed based on the gain (g) of the Kalman filter.

, 1
1

, 1

xy k k
k

yy k k

P
g

P (3.41)

( )
1, 1 1 , 1 1 1ˆ ˆ ˆi

kUKF k k UKF k k k k k kx x g y (3.42)

Where, is noise variance.
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An estimation process of UKF is summarized in Fig 3.4, which including internal 

prediction system model, measurement model, and the state estimation.

Fig 3.4  Estimation process of UKF.

The sigma point concept of UKF using sigma point is also shown in Fig 3.5.

Fig 3.5  Approximation concept of UKF using sigma point.

3.3 Proposed AMPC using unscented Kalman filter (UKF)

This work proposes an AMPC approach using the MPC algorithm with a UKF, 

which is applied to (3.1). The UKF is applied to the AMPC for capturing the optimal 

system operation, whose structure is shown in Fig 3.6. The parameters of the internal 

prediction model of AMPC are estimated by UKF online. Therefore, optimal control is 

obtained in this process.
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Fig 3.6  AMPC using UKF.

The control signal in (3.43), called the area control error (ACE), is determined by 

the system output in (3.1) for the LFC controller. A reference value (yref=0) is 

considered to minimize the ACE signal.

( ) ( )ACE y t f t (3.43)

Where, is the frequency response characteristic.

Fig 3.5 shows the structure of how the UKF uses the measurements (u, y) from the 

target system for online estimation to obtain the optimal parameters of (3.18). In the 

UKF, an iterative calculation is repeated every 0.1s, and the KMPC of the AMPC 

controller is also updated to obtain the input signal. The proposed formulation for UKF 

is given as follows:

( 1) ( ) 0 ( )
( )

( 1) 0 ( ) 0
x k A x k

u k
k I k

b
(3.44)

Where,

( ) ( )x k f k (3.45)

( ) [ ( ) ( )]T
a ak K k T k (3.46)

1( )
( ) s

a

A T
T k

(3.47)

( ) 0 0
( )

T

a
s

a

K k T
T k

b (3.48)



ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ

55

Where, A( ) and b are the state-space matrices of the UKF; is the matric of the 

estimated parameters; Ts is the sampling time.

As a result, the state values of UKF can be defined as follows.

( ) ( ) ( ) ( ) T
UKF a ax k f k K k T k (3.49)

Fig 3.7   Proposed control flowchart.

The proposed control process consisting of offline and online processes is given in 

Fig 3.7. The parameters of the prediction model are estimated, and the optimal operation 

of the online process is achieved.

An optimal control algorithm is introduced in Chapter 3.1 and the detailed algorithm 

of the UKF is described in the aforementioned section 3.2.
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Chapter 4: AMPC-based frequency regulation for 

power systems

4.1 Power systems modeling

A novel discrete-time AMPC controller is designed for LFC to maintain frequency 

stability. A standard LFC model in each area is shown in Fig 4.1, including an LFC 

controller, thermal power plant consisting of governor and steam turbine model, and 

frequency characteristic model of the power system. The thermal power plants are 

controlled by the LFC signal from the control center.

The area control error (ACE) signal is used for the LFC controller. The DB and LPF 

are usually used to eliminate the high-frequency components in the actual power plants. 

This is quite important in designing an LFC controller from the point of view of actual 

system dynamics. Then, an ACE is defined as the system output in (4.1), which is used 

as input signal to the AMPC controller. Output (yi) is computed based on the 

measurements of the frequency (∆fi) and the tie-line power (∆Ptie,i). The tie-line power 

reflects the contribution of the regulation characteristics of one area to another. At the 

same time, the tie-line power is represented by the synchronizing torque coefficient (Tij).

The frequency response characteristic ( i ) is generally expressed by the governor speed 

droop (Ri) and the power system damping constant (Di). The system response to load 

change is also determined by the inertia constant (Mi) and the damping constant, as seen 

in the power system block in Fig 4.1. 

Fig 4.1   Standard LFC Model for Area i.

The following equations describe the LFC model.
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,( ) ( ) ( ) ( )i i tie i i iy t ACE t P t f t (4.1)

,
1 1

2( ) ( ) ( )
n n

tie i ij i ij j
j j
j i j i

P t T f t T f t
s

(4.2)

The following state-space equation defines the dynamic model of a multi-area power 

system.

( 1) ( ) ( ) ( )
( ) ( )

i i i i i i i

i i i

x k A x k B u k E w k
y k C x k (4.3)

( ) ( )i i iy k C x k (4.4)

Where subscript i implies area number. State variable xi(k) consists of state vector 

for area i
,sys ix , the power system output frequency deviation (∆fi), the tie-line power 

(∆Ptie,i).

, ,( ) ( ) ( ) ( )
TT

i i tie i sys ix k f k P k x k (4.5)

4.2 Internal prediction model for AMPC

Referring to Fig 4.1, “Controller” is designed based on the proposed AMPC. The 

transfer function is represented by the system matrices (A, B, C) from AMPC 

measurement (u) to AMPC input (y) as follows:

1( )( ) ( )
( )

i
i i i

i

y kG s C sI A B
u k (4.6)

The prediction model for area i (Ai, Bi, Ci) approximates the actual system, 

corresponding to area i in the following Fig 4.2 and Fig 4.3, respectively. Fig 4.2 for 

connected two-area system and Fig 4.3 for connected three-area system.
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Fig 4.2  The connected two-area system model for AMPC.

Fig 4.3  The connected three-area system model for AMPC.

This thesis uses the detailed plant model in Fig 4.1 and 4.2 as examples of actual 

systems whose dynamics are usually changeable, and the load characteristics are 

unknown in general. However, the detailed model used here is an authorized typical 

model that has been used in various conventional studies of this kind. Various 

investigations have been performed to identify a suitable prediction model, which 

corresponds to the approximation of G(s). Therefore, after trial-and-error examinations, 

the following simplified models (4.7) and (4.8) are proposed as internal prediction 

models (PM) for the AMPC. 
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( )
1

a
PMa

a

KG s
T s (4.7)

1 2

1( )
1 1

b
PMb

b b

KG s
T s T s

(4.8)

Where, the following simplified first-order lag system PM is proposed for the 

AMPC of an interconnected two-area system.

1

( )
1PM

KG s
T s (4.9)

Bode plot of interconnected two-area power systems

Fig 4.4 shows the bode plots of the detailed model and the internal prediction model 

with proper parameters. It is observed that the proposed internal prediction model 

suitably approximates the detailed model within a frequency range less than 0.1Hz 

(T1=10 sec). This covers all ranges of effective LFC signals from the control center to 

thermal power plants as will be discussed later. Now that the internal prediction model 

(4.9) can be a useful model that suitably approximates the target power system response, 

an adaptive control structure in the chapter 3 Fig 3.5 is adopted to estimate parameters 

of (4.9), where UKF is used for real-time estimation. We suggest that parameters (K, T1)

in (4.9) will be estimated using real on-line measurements (u, y). In UKF, a convergence 

calculation is repeated every 0.05 second, and the optimal feedback gain of the AMPC 

controller is also updated to get an optimal input value u. Note that the control ability of 

the AMPC is much faster than the real system response and that the accuracy of the 

internal model in the range less than 0.1Hz is enough to realize maximum performance.
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Fig 4.4 Bode plot for connected two-area system.

Bode plot of interconnected three-area power systems

Fig 4.5 shows the bode plots of the detailed target system model in Fig 4.1, and the 

internal prediction models (4.7) and (4.8) with proper parameters. As will be discussed 

later, internal prediction model (4.8) more suitably represents the target system than 

internal prediction model (4.7). It is observed that, compared with internal prediction 

model (4.7), model (4.8) can be used as an equivalent frequency response model within 

a frequency range less than 2Hz, corresponding to a slow response time greater than 

0.5sec. 

Fig 4.5  Bode plot for connected three-area system.
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This covers all ranges of effective LFC signals from the control center to thermal 

power plants. Now that the internal prediction model (4.8) can be a useful model that 

suitably approximates the target power system response.

4.3 Case study Simulation settings

This section carries out the simulation studies to demonstrate the effectiveness of 

the proposed AMPC method. The system model in Fig 4.1 is adopted to represent the 

actual system of each area, which is interconnected to each other through the tie line. 

The simplified models (4.7, 4.8, and 4.9) are used as the internal prediction model for 

the AMPC controller. The MPC Toolbox in MATLAB/Simulink (R2020a) is used to 

tune the robustness and aggressiveness of the proposed AMPC controller. In this work, 

the total capacity of each area is assumed 1GW (1pu). The LFC reserve capacity is 

assumed 2% of the total generation capacity.

4.4 Simulation cases

Interconnected two-area power systems

Simulation cases for interconnected two-area power systems are given in Table 4.1. 

It is assumed that the detailed model given by Fig 4.2 is used to represent a real system, 

which is Case 1 is for the comparison, where the PI control with optimal parameter 

setting is adopted. In those cases, random disturbances from t=0s and 0.1pu step change 

at t=60s and -0.1pu step change at t=120s are added to load consumption, as shown in 

Fig 4.6. The simulation time is set to 200 seconds.

Table 4.1  Case settings for connected two-area system

Purpose System Model Input to System
Load Disturbance

Random Step
Case 1 PI Control

Fig 4.2

PI Control Input

0.01pu

0.1pu

at t=60s and

-0.1pu at t=120s
Case 2

Performance

of Proposed

Method

UKF & AMPC

control

Input
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(a) Maximum 0.01pu random disturbance.

(b) 0.1pu Step disturbance.

Fig 4.6   Disturbance settings.

The parameters of two-area power system are given in Table 4.2.

Table 4.2  Parameters of two-area power system

Area D
(pu/Hz)

M
(pu s)

R
(Hz/pu)

Tg
(s)

Tt
(s) (pu/Hz)

Tij
(pu/Hz)

1 0.015 0.1667 3.00 0.08 0.40 0.3483 T12=0.20

2 0.016 0.2017 2.73 0.06 0.44 0.3827 T21=0.20

Interconnected three-area power systems

Simulation cases for interconnected three-area power systems are given in Table 4.3.

Cases A1 and A2 evaluate UKF performance for the parameter estimation of the 

prediction model of (4.8). Case A1 stands for an ideal fictitious situation where the target 

system for parameter estimation is exactly the same as the prediction model. Case A2 

represents actual circumstances where complex real system dynamics are identified 

using the prediction model of (4.8). Cases B1 and B2 are for comparison, where the PI 

control with the optimal parameter is adopted. It is assumed that the detailed model

given by Fig 4.3 represents an actual system in this case as well as in cases C1 and C2, 

which demonstrates the performance of the proposed AMPC method. The input signal 

is used with the observation of ACE to identify the prediction model, which is used to 

compute the AMPC optimal feedback gain on-line. Case D is to examine the 

performance of the proposed method when the simplified prediction model is used. 
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In those cases, random and step disturbances are added to the load consumption. 

Different sizes of random disturbances are applied to the individual cases during the 

whole simulation period. Step changes of 0.1pu are applied upward at t=60s and 

downward at t=120s, same as in Fig 4.6. The simulation time is set to 200s.

A simulation study is performed in the following examinations, where a time step 

of 0.05s is adopted for numerical integration. The parameters of three-area power 

systems are given in Table 4.4.

Table 4.3  Case settings for connected three-area system

Purpose System 
Model

Input to 
System

Load Disturbance
Random Step

Case
A1 UKF Performance

Examination

Eqn. (4.8) 0.1pu Step 
Change
at t=0s

- -

Case 
A2 Fig 4.3 - -

Case 
B1

Comparison to PI Control

Fig 4.3

Conventional
PI Control

Input

0.01pu

0.1pu
at t=60s and

-0.1pu at 
t=120s

Case 
B2 0.001pu

Case 
C1 Performance

Examination of Proposed
Method

UKF & MPC
Control
Input

0.01pu

Case 
C2 0.001pu

Case
D

Examination of prediction 
model (9) Fig 4.3

UKF & MPC
Control
Input

0.001pu

Prediction model (4.8) is used for all cases except case D.

Table 4.4  Parameters of 3-area Power System

Area D
(pu/Hz)

M
(pu s)

R
(Hz/pu)

Tg
(s)

Tt
(s) (pu/Hz)

Tij
(pu/Hz)

1 0.015 0.1667 3.00 0.08 0.40 0.3483 T12=0.20
T13=0.25

2 0.016 0.2017 2.73 0.06 0.44 0.3827 T21=0.20
T23=0.12

3 0.015 0.1247 2.82 0.07 0.30 0.3692 T31=0.25
T32=0.12
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4.5 Simulation results and discussions

Interconnected two-area power systems
4.5.1.1 Performance of proposed AMPC method

This section lists the simulation results to verify the effectiveness of the AMPC 

method. Fig 4.7 shows the comparative results of PI control for Table 4.1 case 1, and 

Fig 4.8 shows the proposed AMPC for Table 4.1 case 2. Frequency deviation, tie-line 

power, and the ACE indices are the main evaluation measurements in interconnected 

power system, which are used to confirm the effectiveness of the proposed method. 

From the results, the convergence time of the PI controller is 23.3s and the proposed 

AMPC controller is 13.2s. Furthermore, we can observe that the proposed AMPC 

method converges to the desired value faster than the PI controller, almost 10s. As a 

result, the performance of the proposed MPC controller is superior to the PI controller 

at a glance in both cases.

 
       Fig 4.7    PI controller in case 1.

23.3IT s
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       Fig 4.8    Proposed AMPC controller using UKF in case 2.

The UKF can estimate the internal model parameters and update AMPC on-line, 

which are used to compute the feedback gain. Fig 4.9 shows the internal prediction 

model estimation parameters variation using UKF, and the initial parameters are 

confirmed by bode plots (Fig 4.4). We can see the estimation parameters change a lot to 

choose the correct value when the load addition is at t=60s and converge to a constant 

value at 80s. The parameters approximately converge to the original set value when the 

-0.1pu step change is added to the test system at t=120s. The results also verify that the 

UKF has a better estimation performance.

    Fig 4.9   Estimation internal model parameters using UKF.

4.5.1.2 Performance indexes

Table 4.5 lists the comparative data based on Fig 4.7 and 4.8, which includes the 

standard deviation (STD) of the frequency deviation and the integral errors of the ACE. 

13.2AMPCT s



ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ

66

We can also notice that the proposed AMPC method has better performance than the PI 

control.

Table 4.5  Comparative data analysis

PI AMPC

STD 
(∆fi, Hz)

Area 1 0.0220 0.0192

Area 2 0.0216 0.0181

IAE 1.3880 0.7806
ITAE 13.8374 10.0145
ISE 0.0492 0.0316

ITSE 3.9728 2.4452

Where, performance indexes using the integral absolute error (IAE), integral time 

absolute error (ITAE), integral squared error (ISE), and integral time squared error 

(ITSE) , whose details are given in Appendix.

Interconnected three-area power systems
4.5.2.1 Examination of UKF

The performance of UKF for the parameter estimation is studied in this section. The 

initial parameters of (4.8) are set to Kb=0.5, Tb1=6, Tb2=0.1 in this case based on bode 

plot (Fig 4.5). The simulation results are shown in Fig 4.10. It is noticed that, for the 

step-change 0.1pu in the plant control signal, the parameter estimation for (Kb, Tb1, Tb2)

successfully converged to 1, 11.7, 0.5 respectively at around 30s as shown in Fig 4.10 

in Table 4.3 case A1, where the prediction model and the target model are identical. It 

is also understood from Fig 4.11 in Table 4.3 case A2 that the parameter values (Kb, Tb1,

Tb2) are successfully converged to their right values (Kb≈1, Tb1≈11.77, Tb2≈2.1) whose 

validity is studied in the previous section. Those examinations confirm that UKF can 

successfully estimate the parameters of the prediction model to be used in the AMPC 

controller.
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Fig 4.10   UKF Performance for Parameter Estimation in Case A1.

Fig 4.11   UKF Performance for Parameter Estimation in Case A2.
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4.5.2.2 Performance of proposed AMPC method

In this section, simulation studies are performed to demonstrate the performance of 

the proposed AMPC method, that is, the combination of UKF and AMPC with the 

prediction model of (4.8). Figs 4.12 and 4.13 for cases B1 and B2 in Table 4.3, 

respectively, show the simulation results for the PI control method.

     Fig 4.12    PI Controller in Case B1 in Table 4.3.
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      Fig 4.13    PI Controller in Case B2 in Table 4.3.

In this circumstance, UKF works on-line to identify the AMPC prediction model, 

which is used to compute the optimal gain of the AMPC controller. The simulation 

results are given in Fig 4.14 for Table 4.3 case C1 and Fig 4.15 for Table 4.3 case C2. 

We can see that the performance of the proposed AMPC controller is superior to the PI 

controller in both cases.

It is also observed from Fig 4.14 for cases C1 and Fig 4.15 for case C2 in Table 4.3, 

respectively that the proposed AMPC can effectively handle the disturbance. The initial 

parameters of the prediction model in case C of Table 4.3 are set to the same value (Kb=1, 

Tb1=11.7, Tb2=1.1). 

       Fig 4.14   Proposed MPC Controller using UKF in Case C1 of Table 4.3.
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    Fig 4.15   Proposed MPC Controller using UKF in Case C2 of Table 4.3.

Concerning the performance of UKF, we can notice that parameters of prediction 

model (4.8) almost converge to their correct values before around 60s from Fig 4.16.

    

   

    
    (a)  prediction parameters for Case C1.
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    (b)  prediction parameters for Case C2.

Fig 4.16    Prediction Parameters using UKF.

The dynamic frequency characteristics are compared in Fig 4.17, which is the 

enlarged waveforms of ∆f in area 1 for case C1 of Table 4.3 in Fig 4.14. The proposed 

AMPC shows a better performance compared to the PI controller, where the improved 

frequency nadirs and zeniths are observed.

Fig 4.17 Comparison of frequency nadirs/zeniths for the proposed AMPC and PI 

control (area 1 in case C1).

4.5.2.3 Performance indexes

The performance of the proposed AMPC method compared with the PI control 

method based on the simulation results is summarized in Table 4.6, which shows the 

standard deviation (STD) of the frequency deviation and the errors of the frequency and 

the tie-line power. They are evaluated by integral absolute error (IAE), integral time 

Nadirs

Zeniths
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absolute error (ITAE), integral squared error (ISE), and integral time squared error 

(ITSE), which are defined in the Appendix. All those error show that the proposed 

AMPC controller performs better than the PI controller

Table 4.6 Comparative Data Analysis

PI AMPC

STD 

(∆fi)

Area1 0.0159 Hz 0.0011 Hz

Area2 0.0155 Hz 0.0037 Hz

Area3 0.0188 Hz 0.0053 Hz

IAE 0.1567 0.1437

ITAE 11.4553 7.8321

ISE 0.0035 0.0020

ITSE 0.5138 0.4004

We discuss the performance of the proposed AMPC including the effect of the 

prediction model. The performance is evaluated by IAE, ITAE, ISE, and ITSE. 

Fig 4.18 shows the comparison between Cases C2 and D in Table 4.3, where 

different prediction models (4.8) and (4.7) are used, respectively. We can observe that 

Case C2 in Table 4.3 shows better control performance than Case D, especially in ISE 

and ITSE. This implies that the preliminary examination of the prediction model as 

given in Fig 4.5 is quite important for the total performance of the control system. On 

the other hand, the proposed control scheme is reliable since the controller successfully 

identifies the internal model to compute the optimal control for the given prediction 

model.

CPU time of the proposed AMPC method is listed in Table 4.7, where the maximum 

CPU times for the computations for UKF and MPC in every 4 second are given, 

corresponding to the tasks in the boxes of “UKF” and “MPC gains”. The result indicates 

that the computation performance is enough for generating a control signal every 4 

seconds. The comparison of Case C2 and D in Table 4.3 shows that there is no 

significant difference in the computation time. This implies that the proposed AMPC is 

useful for real-time control from the point of view of computational burden.



ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ

73

(a)  IAE         (b)  ITAE

(c)  ISE     (d)  ITSE

Fig 4.18  Evaluation of prediction model.

Table 4.7  Max. CPU time for UKF and MPC in every 4 (s)

UKF for single iteration (s) MPC gain computation (s)
Case C2 0.006 0.0151
Case D 0.005 0.0147

4.6 Conclusions
This work proposes a new AMPC control scheme for thermal plants for the LFC 

problem. A novel prediction model is suggested for an adaptive MPC using UKF. 

Connected two-area and three-area power system model are used to confirm the 

effectiveness of the proposed method. The advantages of the proposed method for LFC 

controller design lie in that the optimal feedback is realized for the thermal plants, which 

only respond to the slow input signals. In addition, the control scheme has robust 

characteristics in its performance with flexible and adaptive nature. The simulation 

results show that the proposed method has those superior performances to the PI control.

In the LFC problem in general, although there exist the interconnections among the 

individual areas through the tie-lines, the proposed control scheme works successfully. 

Harmful interactions among controllers with UKFs are not observed in the individual 

areas. This is because the dead band and LPF used for the protection of the thermal 
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power plants in the practical LFC system are effectively modeled in the proposed 

equivalent system, which successfully works to avoid the interactions of the individual 

LFC input and output signals. In other words, it is stated that the proposed method 

effectively identifies the prediction model consisting of only observable and controllable 

major dynamics in the restricted control circumstance of actual LFC systems.

In our future work, the internal prediction model will be upgraded to identify the 

frequency characteristics to consider the renewable source with high uncertainty such 

as solar generations.
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Chapter 5: AMPC-based frequency regulation for 

microgrid systems

5.1 Microgrid systems modelling
In this chapter, the proposed robust AMPC method in chapter 3 is applied to 

microgrid (MG) system considering the uncertain renewable energy sources (RESs), 

such as wind turbine (WT) power, photovoltaic (PV). Meanwhile, a large disturbance is 

also considered in this circumstance. 

This work assumes an islanded MG system model and connected two-area MG 

equivalent frequency response model represents the actual system. The systems include 

the governor model, the diesel engine generators (DEGs) model, the battery energy 

storage system (BESS) model, and the frequency characteristic model of the MG, as 

shown in Fig 5.1 for islanded MG and Fig 5.2 for connected two-area MG, respectively.

Fig 5.1 Islanded MG system.
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Fig 5.2 Connected two-area MG system.

A dynamic state-space equation is presented for the MG system, which is used to 

design the AMPC controller, as shown in (5.1), (5.2).

( 1) ( ) ( ) ( )
( ) ( )

i i i i i i i

i i i

x k x k u k w k
y k x k

A B E
C (5.1)

, ,( ) ( ) ( ) ( )
T

i g i t i ix k P k P k f k (5.2)

Where, N NN NA , BN NBN NBB , 1T N 1NC , and 1N 1NE are the state-space matrices, N is

the number of the state valuables, NB is the number of the input signal; 1Nx 1N is the 

state valuables of the system; w is the disturbance and load; y and u are the system output 

and input signal; ∆Pg, ∆Pt, and ∆f are the governor output deviation, diesel engine output 

deviation and frequency deviation; k is the sample moment; i is the number of MG; se

is equivalent to a communication time delay for the actual control system ( 0.1s ).

The behavior of WT power, PV generation, and BESS is approximated by the first-

order lag system model, shown in (5.3).

: , , ,1
1mOutput P input m PV WT BESSs

mT s (5.3)

Where, Tpv, Twt, and TBESS are the time constant of the PV, WT, and BESSs, 
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respectively.

In the LFC scheme, the generation balance with the load consumption is required. 

Therefore, the generation and load consumption balance in (5.4) can be obtained based 

on this point.

( )t BESS BESS L pv wtP P P P P P (5.4)

Where, 
BESSP and 

BESSP are the power discharge and charge of BESS; ∆PL is the load 

consumption; ∆Ppv is the PV output; ∆Pwt is the WT output.

A large amount of WT, PV generations, and load consumption affects the frequency 

stability. Therefore, a fast response BESS is used as a supplementary power to maintain 

the balance, which is charged and discharged to mitigate the rapid fluctuation.

Fig 5.3 show the system stability based on the eigenvalue characteristics. The results 

show that the MG systems used in this thesis are stability.

(a) Islanded MG system.

(b) Connected two-area MG system.

Fig 5.3  System stability (eigenvalue characteristics).

5.2 Internal prediction model for AMPC
AMPC controller can predict future performance based on the internal prediction 
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model (Gmodel). In addition, a simplified first-order lag system is applied to AMPC. The 

performance of the system can be approximated, as shown in (5.5). 

,
model

,

( )
1

a i

a i

K
G s

T s (5.5)

Where, Ka is the adaptive gain of the proposed internal prediction model; Ta is the 

time constant of the proposed internal prediction model.

Fig 5.4 shows the bode plot of the proposed internal prediction model and the MG 

system, which is used to decide the initial values of the proposed first-order lag system. 

We can observe that the proposed first-order lag system has a fast response speed and 

suitably approximate the performance of the MG system in the frequency range of less 

than 0.33Hz (
0

1
aT ).

Fig 5.4 Bode plot.

5.3 Simulation settings
The proposed AMPC method and the simulation environment are built using 

MATLAB/Simulink R2021b software. The initial parameters of (5.5) are set to Ka-0=1 

and Ta-0=3 through the bode plot of Fig 5.4.

A PI controller with optimal parameters is compared with the proposed AMPC 

method. The parameters of proportional (KP) and integral (KI) are chosen by checking 

Frequency (rad/s)

Actual MG system
Gmodel

Ta-0 =3
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the frequency response of the system. The total capacity of the MG is assumed to be 

5MW (1pu).

5.4 Simulation cases

Simulation cases for islanded MG systems
An islanded MG system model described in Fig 5.1 is used to determine the 

effectiveness of the proposed method, whose parameters are described in Table 5.1. The 

PV and the WT outputs are shown in Fig 5.5. The parameters of PV, WT, and BESS are 

listed in Table 5.2. 

Simulation cases are provided in Table 5.3 where the simulation time is set to 1800s. 

Cases 1 and 2 are used to evaluate the performance of the AMPC in complicated 

disturbance conditions. The continuously varying step change is used in case 1. In case 

2, we assume that a rapid step change disturbance is used from 600s to 650s. The 

prediction horizon (NP=20), and the control horizon (NC=2) are set to the AMPC in case 

3, which is used to verify the proposed AMPC performance with the disturbance of case 

2. The PV and WT outputs used in case 1 are also applied to cases 2 and 3. Meanwhile, 

the disturbance period is divided into four terms (I, II, III, IV) with 450s intervals to 

compare with the PI controller, as shown in Fig 5.5 (a). Parameters of the PI controller 

are set to KP=0.02, and KI=-0.1 for comparison.

Table 5.1  Parameters of islanded MG system

Symbol Quantity Value
D Damping constant 0.012 (pu/Hz)

M Inertia 0.200 (pu s)

Frequency response characteristic 0.345 (pu/Hz)

R1, R2, R3 Governor speed droop characteristic 3.0, 3.0, 3.0 (Hz/pu)

Tg1, Tg2, Tg3 Time constant of governor 0.200, 0.200, 0.160 (s)

Tt1, Tt2, Tt3 Time constant of diesel engine 1.100, 1.100, 0.700 (s)

Table 5.2  Parameters of BESSs, PV, WT

TBESS1 
(s)

TBESS2 
(s)

TBESS3

 (s)
TPV 
(s)

TWT 
(s)

0.100 0.110 0.130 1.8 1.5
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Table 5.3  Case settings

System 
Model

AMPC 
Controller

Input to 
System

Load 
Disturbance WT PV

Case1

Fig.1

NP=10,
NC=2 UKF & MPC

Control
Input

Fig.6 (a)

Fig.6 (a)Case2
Fig.6 (b)

Case3 NP=20,
NC=2

(a) PV, WT output and Disturbance in case 1.

(b) Disturbance in case 2.

Fig 5.5 PV, WT Output and Disturbance.

Simulation cases for low inertia islanded microgrids
The proposed AMPC method is confirmed in an isolated MG system, whose 

parameters are summarized in Table 5.4 and 5.5. Case setting is given in Table 5.6. In 

case A, we assume that the MG system with high penetration of the renewable energy 

source and large step disturbance during cloudy weather. In case B, when a large amount 

of PV, and WT is imported into the MG system, and diesel engine G2 and G3 in Fig 5.1 

have stopped generating power during sunny weather, because of the PV generation is 

increasing in this circumstance. However, it can decrease the system inertia and 

potentially lead to system instability. Therefore, it is necessary to consider the influence 

of a large amount of PV and WT imported in MG system. meanwhile the effectiveness 
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of proposed method must be determined in this case. In those case, 0.02pu step change 

at 600s and -0.02pu step change at 1200s are also shown in Fig 5.6 (a). Figs 5.6 (a), (b) 

also show the PV and WT output to consider the different periods frequency and 

amplitude. This is an important point due to the PV and WT output can be affected by 

the weather. Finally, the simulation time is set to 1800s.

Table 5.4   Parameters of low inertia MG system

D
(pu/Hz)

M
(pu s)

ꞵ
(pu/Hz)

R1

R2

R3

(Hz/pu)

Tg1

Tg2

Tg3

(s)

Tt1

Tt2

Tt3

(s)

0.012 0.200 0.345
3.0
3.0
3.0

0.20
0.20
0.16

1.1
1.1
0.7

Table 5.5   Parameters of BESSs, PV, WT

TBESS,1

(s)
TBESS,2

(s)
TBESS,3

(s)
TPV

(s)
TWT

(s)
0.100 0.110 0.130 1.8 1.5

Table 5.6   Case setting

System model Variable
renewable

Case 
A

Fig 5.1
(M=0.200, D=0.012 with G1, G2, G3 diesel engine 

generators)

1 2

1 2

PV PV
WT WT

Case 
B

Fig 5.1
(M=0.150, D=0.010 with G1 diesel engine generator)

1 2

1 2

2
2

PV PV
WT WT

(a)   WT1, PV1 output and step change.
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(b)   WT2, PV2 output.

Fig 5.6   WT, PV output and step change.

Simulation cases for interconnected two-area MG systems
The proposed AMPC method is the same as in Table 5.3 case 3, which is confirmed 

in an interconnected two MGs systems considering the tie line power. The WT output, 

the PV output, and the disturbance are applied to MG1. High penetration of renewable 

energy is imported into the MG1 system, and diesel engine G2 and G3 in Fig 5.1 have 

stopped generating power. In this circumstance, it can decrease the system inertia and 

potentially lead to system instability. In order to address this issue, the MG2 system 

communicates with MG1 through the tie line, which can provide power support to MG1

to improve the stability of the entire system. The structure of interconnected two-area 

MG systems is shown in Fig 5.2.

Internal prediction model (5.5) with fixed values Ka=1 and Ta=5 is applied to the 

AMPC of the MG2 for getting a fast response and small computational burden to 

minimize the cost when the MG1 experiences instability or emergence. In the normal 

support (small WT, PV, and disturbance), the parameters of the internal model are also 

estimated and updated by UKF to obtain small estimation errors and high control 

accuracy.

An interconnected two low-inertia MGs system with high penetration renewable 

energy is shown in Fig 5.2, whose parameters are summarized in Table 5.7. The 

parameters of BESSs, PV, WT are same as Table 5.2. The simulation conditions with 

0.01pu step change at 60s are shown in Fig 5.7.

Table 5.7   Parameters of two-area MG system

MG
D

(pu/Hz)
M

(pu s)
 

(pu/Hz)
R

(Hz/pu)
Tg

(s)
Tt

(s)
T12

(s)
1 0.011 0.180 0.344 3.0 0.2 1.1 0.2
2 0.009 0.160 0.342 3.0 0.17 0.7 0.2
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Fig 5.7 WT, PV output and step change.

5.5 Simulation results and discussions

Simulation results for islanded MG system
Fig 5.8 and Fig 5.9 show the performance of the AMPC method for cases 1 and 2 of 

Table 5.3. From Fig 5.8, we notice that the AMPC can cope with the system frequency 

fluctuations caused by the continuous step change and the WT, and PV outputs. Fig 5.8

(a) also exhibits a small prediction error between the real value and the estimation value 

by the UKF. It also shows that the UKF has a high estimation accuracy.

The simulation results of the estimation parameters are shown in Fig 5.8 (b). The 

estimation process is almost from 0s to 100s to capture the optimal parameters of the 

current system. The results show that the parameters estimation is mainly affected by 

the continuously varying step change. Finally, the parameters of Ka and Ta converge to 

an almost constant value at Ka≈0.987, Ta≈2.530.

(a) Frequency Deviation in Case 1 of Table 5.3.

For random noiseFor step up
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(b) Estimation Parameter Using UKF.

Fig 5.8   AMPC in Case 1 of Table 5.3.

(a) Frequency Deviation in Case 2 of Table 5.3.

(b) Estimation Parameter Using UKF.

Fig 5.9 AMPC in Case 2 of Table 5.3.

For random noise For step up & down
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Fig 5.10   Comparative Results Based on Case 1 of Table 5.3.

In Fig 5.9 (a), we can also see that the AMPC in Table 5.3 cases 1 and 2 exhibits a 

fast control speed to cope with the rapid step change. Furthermore, the simulation results 

also show that the AMPC in Table 5.3 cases 1 and 2 can converge quickly when the 

rapid step change is introduced at 600s to 650s. At the same time, the parameters 

estimation results in Fig 5.9 (b) also show that the UKF can predict the optimal 

parameters when the system conditions change sharply.

Fig 5.10 shows the comparison results between the AMPC in Table 5.3 cases 1 and 

2 and the PI controller. The results verify that the AMPC in Table 5.3 cases 1 and 2

performs better than the PI control.

Fig 5.11 shows the simulation results of the proposed AMPC. From Fig 5.11 (a) 

results, compared to case 2, the proposed AMPC performs better with a smaller 

frequency deviation amplitude and faster convergence ability. The parameters 

estimation results in Fig 5.11 (b) are almost identical to case 2. The parameter Ka

converges to 1.001 and Ta converges to 2.862.

(a) Frequency Deviation in case 3.
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(b) Estimation Parameter Using UKF.

Fig 5.11 AMPC in Case 3.

Fig 5.12 shows the comparison result of the frequency deviation, which also shows 

that the AMPC method has better performance than the PI control.

Fig 5.12   Comparative Results Based on Case 3.

Table 5.8 shows a comparison data of the frequency deviation. The minimization 

(Min), and the maximization (Max) indices are used to evaluate the performance based 

on the results of cases 2 and 3 during the four terms (I, II, III, IV).
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Table 5.8   Comparative data analysis

Term Indices 
(Hz) PI Table 5.3 case 1 and 2 Proposed AMPC

I
Min. -0.0090 -0.0144 -0.0079

Max. 0.0274 0.0126 0.0088

II
Min. -0.1163 -0.0471 -0.0353

Max. 0.0692 0.0645 0.0381

III
Min. -0.0293 -0.0118 -0.0080

Max. 0.0019 0.0136 0.0077

IV
Min. -0.0249 -0.0104 -0.0066

Max. 0.0082 0.0124 0.0076

Table 5.9   Comparative data analysis using STD

PI Table 5.3 case 1 and 2 Proposed AMPC

0.0056Hz 0.0034Hz 0.0021Hz

From the isolated MG results, the proposed AMPC method represents a better 

stability performance than the others during the simulation time. A comparative analysis 

data with standard deviation (STD) of frequency deviation is listed in Table 5.9. 

Although the performance of some local points is not as good as PI control, but the 

proposed AMPC approach is superior to PI control in entire terms of staying probability, 

which is very close to reference value. These results show the proposed AMPC performs 

better than the PI control.

Simulation results for low inertia islanded MG system
Fig 5.13 gives the simulation results of frequency deviation for case A in Table 5.6. 

We can observe that the frequency deviation occurs a fluctuation at 0s due to the initial 

estimation parameters, but it converges quickly. The proposed AMPC method perform 

a fast response when the step disturbance is imported at 600s and 1200s and rapidly 

convergence to the desired range. There is a small estimation error between actual data 
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and estimated state variables by UKF. The simulation results show that the proposed 

AMPC method can effectively cope with the frequency problem.

Fig 5.13    Frequency deviation in case A of Table 5.6.

Fig 5.14 shows the results of estimation parameter by UKF. We can observe that the 

estimation parameter occurs a fluctuation from 0s to almost 40s to obtain the optimal 

parameter for MG system, and stables at a constant value Ta≈2.21. The enlarged plot in 

Fig 5.14 also shows that the UKF can estimate the optimal parameters to address the 

system dynamic fluctuation. UKF performs a high estimation accuracy and fast speed 

when the step change is imported.

Fig 5.14    Estimation parameter by UKF in case A of Table 5.6.

Fig 5.15 shows the comparative results based on case A of Table 5.6, whose 

comparative data of frequency deviation using minimization (Min.), maximization 

(Max.), and standard deviation (STD) indices is given in Table 5.10. Form the results, 

the proposed AMPC method has better performance than the PI controller to address the 

frequency problem. At the same time, the proposed method has faster convergence 

speed and smaller overshoot from the enlarged plot in Fig 5.15.
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Fig 5.15    Comparative results based on case A of Table 5.6.

Table 5.10   Comparative analysis based on Case A of Table 5.6

(Hz) PI AMPC
Min. -0.0534 -0.0250
Max. 0.0550 0.0253
STD 0.0066 0.0028

Figs 5.16, 5.17, and 5.18 show the simulation results for case B in Table 5.6. From 

the results, we can observe that the propose AMPC can address the frequency problem 

effectively when the large amount of renewable energy is imported in low-inertia 

circumstance from Fig 5.16. The estimation parameters result in Fig 5.17 shows that the 

UKF can estimate parameter with high accuracy. The estimation parameter Ta stables 

at almost 1.8s. The proposed AMPC has the faster response speed than that in Table 5.6 

case A to against the large fluctuation caused by large amount of PV and WT. However, 

the PI controller exhibits an instability performance from Fig 5.18 due to the parameters 

of PI controller must be tuned when the system chrematistics are change.

Fig 5.16    Frequency deviation in Table 5.6 case B.
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Fig 5.17    Estimation parameter by UKF in case B.

Fig 5.18    Comparative results based on Table 5.6 case B.

Fig 5.19 gives the total capital of PV, WT in case B. we can notice that the PI 

controller appears instability when the event occurs almost from 200s.

      

Fig 5.19    Total capital of PV and WT in Table 5.6 case B.

Simulation results for interconnected two-area MG system
The effectiveness of the proposed method and the conventional PI control is 

examined in a low-inertia isolated MG1 system before connecting with MG2, whose 

simulation results are shown in Fig 5.20 and 5.21. From the results, the PI controller 

must tune the parameters to obtain satisfied control performance when the system 

characteristics change. However, the proposed AMPC approach exhibits better control 

effectiveness than the PI control because it can realize the automated optimal control to 

address the variation of system characteristics.

Event
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Fig 5.20    PI with original parameters.

Fig 5.21    PI with tuned parameters.

Fig 5.22 gives the simulation results of frequency deviation ACE, and tie-line power 

of interconnected two MGs system. We can observe that the frequency deviation, ACE, 

and tie-line power fluctuate at 0s due to the initial estimation parameters, but they are 

stable at almost 10s. The proposed AMPC method response quickly when the step 

disturbance is imported. The simulation results show that the proposed AMPC method 

can effectively cope with the frequency problem.

Fig 5.22    Frequency deviation, ACE, and tie line power.

Fig 5.23 shows the estimation results of UKF. The results show an estimation 

process from 0s to 22s to predict the optimal values into the proposed AMPC and 

stable values are continued after 20s. Although the estimation time is longer than the 
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isolated MG, the proposed AMPC method still has a fast response speed.

Fig 5.23    Estimation parameters by UKF.

Fig 5.24    Comparison result.

Table 5.11   Comparative analysis

(Hz) PI AMPC
Min. -0.0489 -0.0340
Max. 0.0088 0.0096
STD 0.0069 0.0040

Fig 5.24 shows a comparison result based on the frequency deviation of MG1 with

conventional PI control, whose comparison analysis is shown in Table 5.11. 

The interconnected two MGs results also show that the proposed AMPC method can 

effectively solve the MG system frequency problem and performs better than the PI 

control. In addition, we have checked the proposed approach with more complex grids 

and various disturbances for evaluating robustness and adaptability in our previous work.

5.6 Conclusions
This work proposes a novel load frequency control method using AMPC for the MG 

system. The simulation results show that the proposed AMPC method can cope with the 
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MG system frequency problems. The proposed method can achieve the frequency 

control objectives in coordination with each other system, Even though the multiple 

MGs with different generator and load characteristics. Moreover, the proposed method 

has high response speed and robustness. The comparison data also show that the 

proposed method has a better performance than the PI controller. The proposed method 

does not need to require the experience to tune the parameters, which can achieve the 

automated optimal control compared to the PI controller. From the cost viewpoint, the 

proposed method can achieve low operating costs that could be a significant advantage 

for future MG construction.
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Chapter 6: Conclusions and discussions

6.1 Novelties and conclusions of the dissertation

In this work, a novel AMPC-based robust load frequency control method is proposed 

for addressing the frequency issue. The simulation results show that the proposed 

AMPC method with high response speed and robustness can effectively address the 

power system frequency problems. The frequency fluctuation caused by the RESs and 

disturbances. The comparison data also exhibit that the proposed AMPC approach has 

a better ability to address the frequency problem than the PI controller. 

As a result, the contributions and novelties of this work are summarized in the 

followings.

The proposed methods are effective for power systems frequency control 

schemes.

A simplified internal prediction model is applied to the proposed AMPC method, 

which can effectively approximate the system response. Therefore, it can decrease the 

computation burden comparing with the detailed high-order model.

The proposed AMPC methods have fast response speed and high estimation 

accuracy, which can effectively address the power system frequency fluctuation caused 

by the uncertainty of the RESs

The proposed methods can achieve low operating costs that could be a 

significant advantage for future MG development.

From the MG operators’ viewpoint, usually, MG operators must tune the 

parameters of the frequency controller based on their own experience. However, the 

proposed methods do not require the experience to tune the parameters, which can 

achieve automated optimal control for various types of the disturbances.

However, the proposed AMPC methods still spend considerable long time to 

estimate the state values. This issue is remaining as the future works. Although the 

simulation results show that the MG system can be represented by a simplified internal 

prediction model, there are some oscillations in the parameters estimation process.

These oscillations should be reduced to achieve more effective method.
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Social significance and business potential of research:

The effective LFC method developed in this thesis can solve the frequency problem 

in the power system more efficiently. As a result, the amount of renewable energy 

introduced in the power system can be significantly increased. In other words, this is a 

technology that will greatly contribute to the realization of carbon neutrality. In addition 

to the applications of the renewable energy, MGs are expected to improve the resilience 

of power supply against disasters, etc., and the developed technology is expected to 

contribute to the development of MGs in the future. Therefore, the social significance 

of this research is the realization of a carbon-neutral and disaster-resistant society. As a 

result of the above, if MGs gain recognition and their needs increase in the future, 

business development can be expected.

6.2 Future works
In future work, the inertia capacity inherent in the MG needs to be determined in 

advance since the system inertia is very low when 100% renewable energy is applied. 

Therefore, the proposed AMPC method must improve its performance to cope with the 

extremely low inertia system. In addition, it’s essential to consider the highly accurate 

modeling, real-time system state estimation, and optimization of operating costs 

(redesign of objective function and constraints). Furthermore, the author will compare 

with other LFC methods to confirm the performance of the proposed AMPC approach. 

Meanwhile, the proposed method will be applied to connected multi-area MG system to 

identify the performance of it.
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Appendix
Appendix 1 for power system

The state space matrices of power systems in (4.3) are given in the following.

1 10 0
, ,

1 1 0 0
, ,

1 10

0 0 2 01

Di

T R Tg i i g i

T Tt i t i
A i

M M Mi i i
n Tijj
j i

(A1)

1 0 0 0
,i

T
B Tg i

(A2)

0 0 1iC i (A3)

The frequency response characteristic ( ) is expressed by governor speed droop (R)

and the MG system damping constant (D) as follows.

1
i i

i

D
R

(A4)

The constraints of the proposed AMPC controller are set as follows.

Max frequency deviation ( max
if ) =0.2Hz,

Min frequency deviation ( min
if ) =-0.2Hz, 

Max control output ( max
iu ) =0.2pu, 

Min control output ( min
iu ) =-0.2pu,

Max control output ( max
iy ) =0.25pu,

Min control output ( min
iy ) =-0.25pu,
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Dead band (DB) is used in this work, which to increase the steady-state speed regulation 

of the governor and avoid the hunting phenomenon (a momentary fluctuation) of the signal. 

The generation rate constraint (GRC) of 10%/min is set for the thermal unit turbine and the 

constant of DB is set to 0.001pu (Hz).

The PI controllers (Integral controller) with the optimally tuned parameters for the 2-

area and the 3-area power system are adopted, which also agree with the optimal setting for 

the robustness against uncertainty of the system and against communication delay of 

control signal.

Area1: KP=0 and KI =-0.3

Area2: KP=0 and KI =-0.2

Area3: KP=0 and KI =-0.4

The integral error equations are used for comparative data analysis, which are given 

as follows.

,0

T

i tie ijIAE f P dt (A5)

2 2
,0

T

i tie ijISE f P dt (A6)

,0

T

i tie ijITAE t f P dt (A7)

2 2
,0

T

i tie ijITSE t f P dt (A8)

Where T is simulation time, t=2s is sample time.

Appendix 2 for MG systems

The state space matrices of MG systems in (5.1) are given in the following.
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Optimal parameters of the PI controller are set for comparison by checking the 

frequency response of the system.

Where, KP=0.02, KI=-0.1

The constraints of the proposed AMPC controller are set as follows.

Max frequency deviation (∆f max) =0.2Hz,

Min frequency deviation (∆f min) =-0.2Hz, 

Max control output (umax) =0.2pu, 

Min control output (umin) =-0.2pu,

The renewable energy sources (RESs), WT and PV are used to MG system, whose 

structure is shown in the followings. The simulation environment is built using 

MATLAB/Simulink R2021b. In the WT power model, the average wind speed is set to 

10.1m/s, pitch angle is set to constant value of 20deg. In the PV model, a ramp function is 

considered to construct the PV output variation.

Fig A.1  WT power.

Fig A.2  PV power.


