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1 Introduction

Since the onset of the coronavirus disease pandemic in 2019, various poli-
cies in different countries [1] have facilitated telecommuting as a popular
work option because many people have been unable to attend their work-
places. Acquiring remote visual information and performing remote control
are essential when a geographical location is distant or inaccessible. There-
fore, remote monitoring systems can solve numerous problems in industry
and other areas.

High-speed vision [2] refers to the acquisition and processing of images
using high-frame-rate cameras. A series of processing steps starting from the
time of image capture can run in real time at a speed of hundreds to thousands
of frames per second (fps), allowing one to observe rapid changes in a target in
real time. Unlike typical cameras that operate at tens of frames per second,
high-speed vision facilitates the observation of the vibration frequency of
objects [3] or reproduction of sound [4].

A camera with a fixed viewing angle is inadequate to satisfy high-speed
requirements for processing data with a wide field of view. Therefore, com-
ponents that can control a camera ’s perspective are required. Traditional
methods typically use a gimbal to drive the transformation of the angle of
view of a Pan-tilt-zoom (PTZ) camera. However, gimbal-based cameras have
various disadvantages. First, based on the limitation of motor speed, such
cameras cannot achieve a high rotational speed. Additionally, rotation re-
quires a camera to rotate concurrently, resulting in vibration and degraded
image quality.

A galvanometer mirror is an optical scanner that is highly valued for its
ability to achieve high-speed, high-precision, and reliable performance. Typi-
cally, such a device utilizes two mirrors to control and manipulate the viewing
angle, which facilitates adjustment of the viewing angle at a remarkably rapid
pace with exceptional precision and stability. Based on their unique features,
galvanometer mirrors are frequently paired with high-speed cameras in var-
ious applications. This combination facilitates the capture of fast-moving
objects with high accuracy and detail, and is useful in fields such as scien-
tific research, industrial manufacturing, and security surveillance. Aoyama
et al. [5] proposed a view expansion system for photomicroscopy using the
observing point movement of a Galvano mirror, which fully demonstrates
that the galvanometer mirrors can also be applied to precision instruments
such as microscopes. A galvanometer mirror is an essential tool in numerous
settings where the precise and rapid scanning of a large area is required.

Active vision [6] is an area of computer vision that is commonly considered
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in the fields of object detection and visual tracking. In particular, researchers
such as Jiang et al. [7] have successfully utilized galvanometer reflections to
capture images and rapidly detect the locations of objects at a remarkable
speed of 500 fps. To achieve high-speed object tracking, they employed a
galvanometer that could be precisely controlled to monitor object movement.
Similarly, Hu et al. [8] expanded this approach by combining panoramic and
galvanometer cameras. A panoramic camera was used to detect targets using
deep learning and a galvanometer camera rapidly switched between multiple
targets at 500 fps. By using this technique, multiple targets can be tracked
effectively with high precision and efficiency.

Additionally, the capabilities of a single camera with a rotatable view-
ing angle are limited. When cameras are installed in multiple locations
to form a camera network, multi-angle images can be used to collect the
three-dimensional spatial information associated with an observed target to
achieve more accurate tracking [9] or 3D reconstruction based on visual in-
formation [10].

In this study, we developed a system capable of remotely controlling mul-
tiple galvanometer-based camera systems in different locations simultane-
ously to observe the same location as a human binocular auto-focus. We
verified the effectiveness of our remote tracking system through tracking ex-
periments. In a realistic experiment, tracking with viewing angle calculation
was able to match the camera capture speed of 500 frames per second (fps).
Even after adding a tracking algorithm based on template matching [11], the
proposed system could still reach at least 200 fps. Users can control remote
cameras to observe a target from multiple perspectives with a delay that is
undetectable by humans.

In the next sections, I will detail our system and explain the hardware
in Section 2, and explain the specific algorithms in Section 3. In Section 4
we demonstrate the performance of our system through some experiments.
Finally, in Section 5 we summarize the conclusions and discuss future im-
provement directions.

2



2 Remote Multi-Camera Tracking System

2.1 Concept

When observing a target, humans can accurately maintain binocular vision,
regardless of the distance to the target. For bionic eyes composed of gimbal or
galvanometer mirrors, it is exceedingly difficult to control multiple cameras
to focus to the same target simultaneously. In certain conventional methods,
all angles are typically traversed to locate similar targets, but searching is
time consuming, particularly when using a telephoto lens to observe distant
targets, which requires numerous traversals and image-matching operations.
Additionally, this process requires separate operators for each camera like
figure 1.

Figure 1: Tracking using the traditional method

Therefore, in this study, we leveraged the three-dimensional relationships
between different galvanometer systems to calculate the angles required to
find a target, which significantly reduces search time and manpower require-
ments. Figure 2 illustrate a concept that contrasts the proposed system with
the traditional method of monitoring a target.

In our method, we select a single camera system as the master camera
system and the other cameras are considered as slave camera systems. After
receiving a search command, each slave camera system calculates the current
line of sight of the master camera system. In epipolar geometry [12], we refer
to this line of sight as the epipolar line or epiline [13]. The slave cameras
then search for a target along the epiline, which significantly reduces the
search range. A reduced search range allows the system to avoid tracking
incorrect targets with similar appearances during the search process, thereby
improving search accuracy. After finding the target, the system can obtain
constant depth information to begin follow-up tracking operations. For ease
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Figure 2: Tracking using the proposed method

of use in many different situations, we made a graphical interface, which
allows adjustment of various parameters in the experiment. The details are
shown in Figure 3.

Figure 3: User interface of the proposed system

A multiview tracking system based on 3D information enables cameras in
multiple locations to be operated by only a single operator and enables that
operator to observe the appearance of the same target from multiple viewing
angles simultaneously. This method can be applied in various scenarios.
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(1) Remote monitoring of factory equipment
In factories, it is often necessary to observe equipment from multiple di-

rections to determine whether it is operating normally. However, in a factory,
there are typically multiple devices with the same appearance. It is easy to
track other targets with similar appearances mistakenly when traditional
methods are used to perform traversal searches from multiple perspectives.
Because our method searches along the master camera ’s line of sight, it
reduces the search range and avoids most false targets with similar appear-
ances. This enables a single operator to easily and accurately monitor the
factories’ equipment.
(2) Target tracking in sports games

In sports games such as football, one often wishes to track the same
player or ball in multiple positions. Traditional methods require an operator
to track each camera. In contrast, our method enables a single operator to
simultaneously control all of the cameras and track them.
(3) Observing extremely distant targets from multiple perspectives

To observe extremely distant targets, our method reduces the search range
to the master camera ’s line of sight, in contrast to a traditional traversal
search, which requires a larger search area. This system enables the originally
enormous workload to be accomplished by a single individual.
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2.2 System Configuration

The proposed remote tracking system uses a stand to carry two galvanome-
ter systems, each of which consists of a pair of mirrors and DMK 37BUX287
camera with a 35 mm F/1.9 lens. We used a PC with an Intel(R) Core(TM)
i9-12900K 3.19 GHz CPU, 64 GB of RAM, and Windows 11 OS for pro-
cessing. Figure 4 presents the system equipment. In actual use, one of the
cameras can be selected as the master camera in the user interface. In this
study, we simply used the camera on the left in Figure 4 as the master cam-
era.

To simplify camera calibration, we set the two galvanometer systems at
the same level and adjusted their orientation to be consistent. We assumed
that the positions of the two galvanometer systems were the same on the
Y and Z axes, and that there was only a difference in the X axis, which
is the physical distance between the two galvanometer systems. We denote
this distance as D. For orientation, we assumed that both cameras had the
same orientation. Therefore, when the pan-tilt angles of the two mirrors are
identical, the lines of sight of the two galvanometer systems are parallel.　
Because the depth of the target is unknown, in an actual epiline search, the
galvanometer mirror of the slave camera continues to search forward along
the epiline of the master camera starting from its position at a depth of
zero. Therefore, a maximum search depth must be defined and gradually
increased for each traversal. We designed these values to be modifiable to
facilitate tracking of both distant and near targets. Users can set these values
through the system ’s user interface.

Besides, figures 5 to 10 and tables 1 to 3 introduce the hardware used in
this system.
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Figure 4: System configuration
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Figure 5: The front of galvanomirror

Mirror angle ± 20◦

Settling time 350 µs
Two-axis distance 15 mm

Table 1: Specification of galvanometer mirror
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Figure 6: The rear of galvanomirror
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Figure 7: Lens of the camera

Zoom 35 mm
Aperture 1:1.9

Table 2: Specification of the lens

10



Figure 8: High speed camera of the system

Model Imaging Source DFK 37BUX287
Sensor specification Sony IMX287

Resolution 720×540 pixel
Pixel size H: 3.45 µm, V: 3.45 µm
Frame rate 539 fps

Exposure Time 1/1000000 sec
Lens mount C/CS

Table 3: Specification of the camera
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Figure 9: ADDA board of the system
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Figure 10: ADDA convertor of the system
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3 Algorithms

In this study, to achieve remote multiview monitoring with single-user oper-
ation, the following algorithms were adopted.

3.1 Epiline Search Algorithm

Compared to a gimbal-based camera, the imaging path and mirror reflec-
tion relationships of a galvanometer system are more complicated. There-
fore, they are difficult to calibrate. Wissel et al. [14] proposed a data-driven
calibration method that requires large amounts of data. Li et al. [15] pro-
posed a method capable of calibrating a galvanometer system as a calibration
method for a reflective galvanometer bionic eye. This method virtualizes the
galvanometer into a camera model and projects three-dimensional spatial
points onto the control voltage parameter space of the galvanometer, and
has high precision. Our system uses this study to map the master camera’s
line of sight and galvanometer angle into the coordinate systems of different
galvanometer systems.

Specifically, we use Eqs. (1) and (2) to convert the angle of the mirror into
a point in a coordinate system. These equations represent the relationships
between the mirror angles and corresponding three-dimensional coordinate
values. Eq. (2) cannot directly obtain coordinate values, but can obtain the
relationships among X, Y, and Z. Therefore, we must use the assumed Z
value to calculate X and Y. During the epiline search, we first set the Z value
to zero and then slightly increase it to search additional positions along the
epiline gradually. The value of e in Eq. (2) is the distance between the two
mirrors in the galvanometer mirror system. θt =

1
2
arctan yg

zg

θp = 1
2
arctan xg

zg sec 2θt+e
.

(1)

{
yg = zg tan (2θt)

xg = tan (2θp) (zg sec (2θt) + e) .
(2)

Figures 11 and 12 illustrate the process of an epiline search. First, the
operator controls the mirror of the master camera system to select a region
of interest (ROI) as a target and all camera systems save the selected ROI.
Because the Y and Z axes of the two camera systems in the considered system
are identical, there is only a distance D along the X axis to consider and the
camera systems have the same orientation when the galvanometer angle is
the same. As long as the coordinate system X of the slave camera system
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Figure 11: Conversition of coordinates and angles during an epiline search

Figure 12: Epiline in the frame of a slave camera
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adds the distance D to its axis, the two camera systems can share the same
coordinate system. Subsequently, we consider an initial depth, which is the
value of the Z axis, and replace it with the mirror angles θp and θt of the
master camera system in Eq. (2) to calculate the X and Y values. We then
obtain the complete 3D coordinates of a hypothetical target. Subsequently,
we substitute these 3D coordinates into Eq. (1) to calculate the angles θp
and θt to which the slave camera system should rotate. Finally, the mirror
of the slave camera system must be controlled to rotate to the corresponding
angle to search for the target. The search process begins from a position
where the depth is one and proceeds to the maximum search depth defined
by the user.

Figure 13: Flow chart of the epiline search

Figure 13 illustrates the epiline search algorithm described above using
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a flowchart, where the superscript S denotes the slave and superscript M
denotes the master.

In each search, we perform template matching based on the normalized
sum of squared differences to find the target ROI in the camera frame. Equa-
tion (3) defines the principle of template matching, where the sum of the
squared differences between the template and input image is computed at
each possible position of the template within the input image.

R(x, y) =
∑
u,v

[T (u, v)− I(x+ u, y + v)]2 (3)

In this equation, R(x,y) is an output image containing the correlation
coefficients between the template T and input image I, (x, y) is the pixel
location of the top-left corner of the current window considered in I, and
(u,v) is the pixel location of the current pixel considered in template T. In the
output image R, higher values indicate better matching between the template
and input image, meaning the location of the maximum value of R(x,y) may
correspond to the position of the target. Therefore, after searching all frames
along the epiline, we can obtain the depth value of the target by selecting
the maximum value among all values of R(x,y).
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3.2 Real-Time Multi-Camera Tracking Algorithm

We implemented tracking functions based on user operations such as allow-
ing users to operate the galvanometer of one camera freely while the other
cameras maintain their own perspectives, focusing on the same position mon-
itored by the user in real time. The geometric principle of this function is
shown in Figure 14.

Figure 14: Geometry of real-time tracking with constant depth

When using the epiline search process, the Z axis of the target must
be determined when transforming the camera coordinate system into the
camera angle. Therefore, we assume that when a user actively controls the
galvanometer mirrors for tracking, the Z-axis value of the position that the
user wishes to monitor does not change significantly relative to the camera
(e.g., using a camera at a greater distance to monitor a certain area), meaning
we only need to consider a constant Z axis value.

In this scenario, the Z is determined and the angles of the two mirrors in
the master camera are known. By using the Eq. (2) provided in the previous
context, we are able to calculate the values of the target’s coordinate in the
master camera’s 3-D coordinate system.{

ymaster = zconstant tan (2θ
master
t )

xmaster = tan
(
2θmaster

p

)
(zconstant sec (2θ

master
t ) + e) .

(4)

Subsequently, through coordinate axis transformation, we can obtain the
target’s coordinate in the slave camera’s coordinate system.
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{
xslave = xmaster −D

yslave = ymaster
(5)

Finally, we utilize Eq. (1) to calculate the angle by which the slave camera
mirrors should be rotated. θslavet = 1

2
arctan yslave

zg

θslavep = 1
2
arctan xslave

zconstant sec 2θslavet +e
.

(6)

It is worth noting that this method does not involve image matching.
Instead, it solely relies on utilizing three-dimensional spatial information and
the angles of the mirrors while the user controls the line of sight using the
master camera. Therefore, the computational time is significantly low, with
actual speed measurement results ranging between 0.8 to 1.2 microseconds.
This implies that the proposed system can maintain real-time calculations
even when using high-speed cameras with frame rates as high as 1,000,000
fps.
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4 Experiments

4.1 Evaluation of Tracking Capabilities

We conducted experiments to determine whether the slave cameras in the
proposed tracking system could successfully track a target. The setting of
the experimental scene is shown in the figure 15.

Figure 15: Experiment setting of tracking capability evaluation

20



In these experiments, the target size was 50 × 50 px and the match-
ing range was 20 px. Figure 16 presents a chart of the observed similarity
changes, which were calculated by performing template matching in the slave
camera frames after tracking began.

Figure 16: Similarity changes during tracking

We can see that in the first 0.5 s the similarity is very low due to the
slave camera undergoing a search process. After some fluctuations, it reaches
approximately 96% around 0.5 s and stabilizes. At around 1.5 s, we start
controlling the angle of the master camera to observe other positions. As
the background in the camera frame is relatively simple at this point, the
similarity is increased to nearly 99%.
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We also did some experiments to observe the camera frames during the
search process, six pairs of images from the epiline search process are pre-
sented in Figure 17. The left side of each pair of images is an image from
the master camera and the right side is an image from the slave camera. In
the first four images, the slave camera searches the epipolar line from right
to left, but the target cannot be observed in these images. Therefore, the
similarity is low. The target can be observed in the fifth image from the slave
camera, but it is not in the center because the epiline search has not yet been
completed. In the sixth image, both cameras are locked onto the target and
the matching similarity reaches 94%. This experiment demonstrates that the
proposed system can successfully search for a target on the epiline and then
assist a user in performing tracking.

Figure 17: Frames during an epiline search prior to tracking
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4.2 Real-time Stereo Tracking for Remote One-Man
Operation

To investigate frame rate changes during tracking, we conducted experiments
in which we set the target size to 50 * 50 px and the matching range to 20 px.
Figure 18 presents the results of these experiment, where one can observe the
FPS changes in both master and slave cameras during the tracking process.

Figure 18: FPS changing during tracking

Notably, during the initial 0.5 seconds, the frame rate of the slave camera
remains at approximately 200 fps, reflecting the load imposed by the epiline
search process. However, as the tracking process commences, the FPS of the
slave camera experiences a significant boost, reaching 500 fps. This value
matches the hardware limit of the camera used and aligns with the frame
rate of the master camera. This observation indicates the efficiency of our
system in handling the tracking process without any delay. Furthermore,
we conducted additional investigations by considering various target sizes to
explore their impact on the frame rate. Surprisingly, we found that even with
larger target sizes, the system effectively maintained a stable frame rate of 500
fps. The reason behind this impressive performance lies in our optimization
approach. Once the epiline search process is completed, the system only
needs to match the template in the central regions of the captured images,
rather than the entire images. As a result, the time required for template
matching is significantly reduced, enabling the system to handle larger targets
seamlessly without sacrificing performance.
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The outcomes of this comprehensive experiment offer compelling evidence
that our proposed system can flawlessly execute simultaneous tracking using
500 fps cameras without any noticeable delay. This finding underscores the
effectiveness and reliability of our system in maintaining a stable frame rate
during tracking operations. The ability to consistently achieve a high frame
rate is of paramount importance in ensuring the accuracy and dependability
of the tracking process, making our system a robust and dependable solution
for a wide range of real-world applications.
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4.3 Evaluation of Tracking Accuracy

Experiments were conducted to test the accuracy of the slave camera an-
gles when a user was performing real-time tracking. Ideally, when the user
operates the master camera for tracking, the system should ensure that the
object at the focal point of the master camera remains in the center of the
slave camera display if the depth of the target does not change significantly.
We tracked 3 targets at different distance and the setting of the experimental
scene is shown in the figure 19.

Figure 19: Experiment setting of tracking accuracy evaluation

Figure 20 presents the relationship between the pan angles of the master
and slave cameras during tracking. One can see that the angles of the slave
camera change responsively as the angles of the master camera change. The
tilt angles of the slave camera cannot be clearly found in the figure, because
master-tilt and slave-tilt are the same line due to the same Y and Z axes
of the camera positions. Figure 21 presents the tracking performance for 3
distant targets. The left side of each pair of images is an image from the
master camera and the right side is an image from the slave camera. One
can see that the targets in the slave camera images are always in the center
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of each image, which demonstrates that our system can accurately center
the target selected by the user in its slave camera images. Even if the user
adjusts the angles of the master camera, a slave camera can monitor the
same position in real time without any offset.

Figure 20: Changes in pan-tilt during tracking
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Figure 21: Tracking images of distant scenery
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5 Conclusion

In this study, two high-speed cameras with galvanometer mirrors are used
to develop a high-speed stereo tracking system. By leveraging the 3D rela-
tionships between cameras, all cameras can be controlled to focus to the
same position rapidly with reduced manpower. We proposed a novel scheme
to address the challenge of rapidly searching for and tracking targets from
multiple perspectives in high-speed vision. Given our aging society and con-
tinued industrial development, we hope to reduce the manpower required for
complex tasks and enable remote, multi-perspective tracking.

However, there is scope for further improvement. To simplify the cal-
ibration process, we placed two cameras on the same Y and Z axes, and
adjusted their orientations for consistency. In future work, we aim to use the
galvanometer calibration method proposed by Li et al. to improve the effec-
tiveness of this system for more complex camera networks. Additionally, we
intend to add more cameras to realize a larger camera network and perform
stereo tracking.
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