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Abstract

This thesis presents automatic design methods for designing controllers for robotic swarms.

One of the challenges in the field of swarm robotics is designing control software for a robotic

swarm. The most common approach in swarm robotics follows a trial and error process to

design a controller. This method is effective if the desired collective behavior is simple enough

for the designer to understand and program into the controller. However, this method is guided

only by the designer’s intuition and experience. As an alternative method, the automatic

design method develops controllers by transforming the design problem into an optimization

problem. This thesis focuses on the evolutionary robotics approach, which is the most often

used automatic design method. The evolutionary robotics approach utilizes an evolutionary

algorithm to optimize the parameters of the controller. The traditional evolutionary robotics

approach uses artificial neural networks as robot controllers. Typically, the structure of the

neural network is determined by the designer, and the synaptic weight values of the neural

network are optimized by an evolutionary algorithm. So far, there has been little progress in

studies using automatic design methods within the swarm robotics community. This thesis

contributes to the swarm robotics community from the following two aspects.

First, this thesis presents how the evolutionary robotics approach could be applied to develop

controllers for robotics swarms to perform tasks that are difficult to design controllers by hand.

A common approach based on a trial and error process to design a robot controller is guided

by the designer. Therefore, a robotic swarm would not exhibit collective behavior beyond

the designer’s intention. This method would not work well when the task is too complex for

the designer to design the controller by hand. The evolutionary robotics approach has the

potential to produce collective behavior that might be difficult to develop manually by the

designer. Moreover, collective behavior developed by the evolutionary robotics approach could

give insights into how robotic swarms should be composed to address complex tasks.

Second, this thesis presents novel evolutionary robotics approaches to design controllers

for robotic swarms. The traditional evolutionary robotics approach uses relatively simple

artificial neural networks as controllers. This thesis aims to develop an evolutionary robotics

approach using neural networks with a special structure frequently used in the framework of

reservoir computing. The proposed approach could be an alternative to the traditional neural

networks that could accelerate the evolutionary process even with complex structured neural

networks. In addition, this thesis proposes an approach to optimizes both the synaptic weight

values and the topological structure of the neural network. In the traditional evolutionary

robotics approach, only the synaptic weight values of the neural network are optimized by

an evolutionary algorithm. This approach might restrict the behavior of robots or might

have unsuitable structures within the controller. The proposed method could overcome these

limitations in the traditional evolutionary robotics approach.
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1

Chapter 1

Introduction

Recent advances in artificial intelligence and robotics technologies have been attracting

considerable interest. These technologies have been or will be applied to various real-world

applications, such as self-driving cars, industrial robots, smart agriculture, rescue robots, or

medical robots. In addition, many countries are attempting to shape a future society that

incorporates artificial intelligence and robotics technologies. For example, Japan is aiming

for Society 5.0 [13, 41] with the help of artificial intelligence and robotics technologies. In

the future society, more robots and artificial intelligence systems will be ubiquitous in our

everyday lives.

One of the challenges in shaping future robot systems could be how to design groups

of robots that coordinate and cooperatively solve or perform a task. Swarm robotics [22,

25, 48, 96] is a promising research field that focuses on this challenge. It is inspired by the

collective behavior of animals, such as flocks of birds, schools of fish, and colonies of ants,

which is a widespread phenomenon often observed in biological systems [14, 19, 110, 118].

Examples of collective behavior in biological swarms are shown in Fig. 1.1. Starlings are

known to form a flock that twist, turn, and swirl across the sky while diluting the risk of

attack by predators. Schools of fish swim together by turning and twisting synchronously,

which confuses predators and reduces the risk of being attacked. Ants cooperate to transport

objects that are too heavy to carry alone. These swarm systems are composed of large

groups of individuals and exhibit complex collective behavior. In addition, these collective

behavior emerge from local interactions among individuals without relying on a global plan

or centralized leader. The study of intelligent systems, both natural and artificial, inspired

by the collective behavior of biological swarms is called swarm intelligence [5, 9, 21]. Swarm

intelligence is also known as a subfield of artificial intelligence.

The field of swarm robotics has emerged as the application of swarm intelligence to robot

systems. Swarm robotics focuses on the coordination of a large group of autonomous robots,

with emphasis on the physical embodiment of robots. Therefore, swarm robotics could
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(a) Flock of starlings (by Airwolfhound, licensed

under CC BY-SA 2.0).

(b) School of fish (by Sam Howzit, licensed under

CC BY 2.0).

(c) Cooperative transport in a group of ants (by

Axel Rouvin, licensed under CC BY 2.0).

(d) Swarm of bees (by Harlequeen, licensed un-

der CC BY 2.0).

Fig. 1.1. Examples of collective behavior in biological swarms.

be defined as embodied swarm intelligence. Similar to biological swarms, robotic swarms

operate without relying on a centralized controller. Typically, a robotic swarm is composed of

homogeneous robots that are incapable or inefficient at performing tasks alone. However, by

utilizing swarm intelligence principles, robotic swarms perform tasks beyond the capability

of a single robot. Robotic swarms are expected to have the following three system-level

properties; (i) fault tolerance for operating despite failures in the individuals or disturbances

in the environment, (ii) flexibility for generating modularized solutions to the different tasks,

and (iii) scalability for operating under a wide range of group sizes.

Designing a controller for a robotic swarm is a challenging problem. In general, the designer

needs to define the controller and behavior at the level of individual robots; however, the goal

is to obtain the desired collective behavior that emerges from individual-level behaviors and

interactions among robots. Therefore, the designer has to go through a two-stage process

to design a controller; i.e., (i) defining the behavior of individual robots that the designer

believes to be required to produce the desired collective behavior and (ii) designing the
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Collective
behavior

Environment

Robot

Individual
behavior

Local interactions
• between neighboring robots
• between robots and

the environment

Robot
controller

1. Decompose the desired swarm-level
behavior into individual-level behaviors
and local interactions

2. Program a robot to perform the individual-level
behavior and local interactions

3. Implement and test the robot controller
to see whether the system exhibits the
desired collective behavior

Fig. 1.2. Process flow of a behavior-based design method.

controller at the level of individual robots. This difficulty in designing a controller for a

robotic swarm is referred to as the design problem [113].

Design methods for controllers could be classified into two categories, i.e., behavior-based

design and automatic design methods [10]. The behavior-based design method is the most

common approach in the field of swarm robotics. A brief overview of a behavior-based

design method is illustrated in Fig. 1.2. This method follows a trial and error process in

which the individual behavior of each robot is implemented, tested, and improved until

the robotic swarm emerges the desired collective behavior. This method could design a

controller efficiently according to the task if the desired collective behavior is simple enough

for the designer to understand and program into the controller. Various studies using the

behavior-based design method have been reported (e.g., [77, 79, 95]). However, this method

is guided only by the designer’s intuition and experience for designing controllers to obtain

the desired collective behavior.

As an alternative method, the automatic design method is an effective technique to reduce
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the effort of the designer required to develop a controller of a robotic swarm [39]. An

overview of an automatic design method is shown in Fig. 1.3. In this method, the controller

for the robotic swarm is generated automatically by transforming the design problem into

an optimization problem. The widely used automatic design method in swarm robotics is

the evolutionary robotics approach [90, 113]. The evolutionary robotics approach utilizes

evolutionary computation to optimize the parameters of the controller. In the most common

evolutionary robotics approach, artificial neural networks are applied to the robot controllers.

Typically, the structure of the neural network is determined by the designer, and the synaptic

weight values of the neural network are optimized.

1.1 Aim and Objectives

This thesis focuses on automatic design methods, specifically evolutionary robotics ap-

proaches, for designing controllers for robotic swarms. So far, there has been little progress

in studies using automatic design methods within the swarm robotics community [25]. There-
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fore, this thesis aims to contribute to the swarm robotics community from the following

aspects.

The first goal of this thesis is to develop controllers for robotic swarms to perform tasks

that are difficult to design controllers by hand. The collective behavior generated by the

controller designed with a behavior-based design method is guided by the designer. Therefore,

a robotic swarm would not exhibit collective behavior beyond the designer’s intention. This

method would not work well when the task is too complex for the designer to program

the controller by hand. The evolutionary robotics approach has the potential to produce

collective behavior that might be difficult to develop manually by the designer. Moreover,

collective behavior developed by the evolutionary robotics approach could give insights into

how robotic swarms should be composed to address complex tasks.

The second goal is to develop novel evolutionary robotics approaches for designing con-

trollers for robotic swarms. This thesis aims to develop an evolutionary robotics approach

using neural networks with a special structure often used in the framework of reservoir

computing [58, 80]. Most studies using the evolutionary robotics approach apply relatively

simple structured neural networks. The proposed approach could be an alternative to the

traditional neural networks that could accelerate the evolutionary process even with complex

structured neural networks. This thesis also proposes an approach to optimizes both the

synaptic weight values and the topological structure of the neural network. In the traditional

evolutionary robotics approach, only the synaptic weight values of the neural network are

optimized by the evolutionary computation technique. This approach might restrict the

behavior of robots or might have unsuitable structures within the controller. The proposed

method could overcome these limitations in the traditional evolutionary robotics approach.

1.2 Structure of the Thesis

As described above, the first goal is to develop controllers for robotic swarms using an

evolutionary robotics approach. Based on this topic, Chapters 3 and 4 present case studies

using the evolutionary robotics approach. In addition, Chapter 5 gives further analysis

on collective behavior developed in Chapter 4 to provide insights into how robotic swarms

should be composed.

The proposal of novel evolutionary robotics approaches is described in Chapters 6 and 7.

Chapter 6 proposes an evolutionary robotics approach that applies the echo state networks,

i.e., neural networks often used in reservoir computing, as controllers for a robotic swarm.

The evolutionary robotics approach that evolves both the weight values and the structure of

neural networks is proposed in Chapter 7.

The overall structure of this thesis is illustrated in Fig. 1.4. In this thesis, all of the

experiments are conducted in computer simulations. A summary of each chapter is described
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as follows.

• Chapter 2 provides a brief review of automatic design methods in swarm robotics.

In addition, this chapter briefly describes an introduction to evolutionary robotics,

including an introduction to evolutionary computation and approaches to evolving

neural networks.

• Chapter 3 focuses on the collective cognition by robotic swarms. In biological swarms,

individual cognition is enhanced by communication and cooperation with other indi-

viduals. A single individual only has a limited cognition ability; however, it could be

extended beyond its cognition ability when considered as a swarm. Benefitting from

collective cognition, biological swarms can exhibit sophisticated collective behavior

and decision-making processes. On the other hand, the robotic swarms have to rely on

collective cognition more than biological swarms when considering the limitation in

sensory capabilities and the cost of each robot. This chapter aims to develop controllers

using the evolutionary robotics approach to address a foraging task that requires

collective cognition. In this task, the robotic swarm has to distinguish between two

types of objects and cooperatively transport one of them to the goal area. Additional

experiments are conducted to examine the scalability and flexibility of the developed
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controllers.

• Chapter 4 aims to develop controllers to address a path-formation task with congested

situations. Typically, robotic swarms are conducted to have high redundancy in the

number of robots. However, in situations where multiple robots gather in a spatially

limited environment, robots tend to interfere with each other. This chapter develops a

controller for a robotic swarm to exhibit behavioral specialization to manage congestion

in a path-formation task.

• Chapter 5 further discusses the behavioral specialization developed in Chapter 4. More

specifically, this chapter focuses on the effect of the embodiment of robots on collective

behavior and specialization. The studies on swarm robotics emphasize the importance

of the embodiment of robots. However, so far, only a few studies have discussed

how the embodiment influences the collective behavior of robotic swarms. In this

chapter, the experiments are conducted by varying the size of robots to change the

degree of congestion. Additionally, the experiments are conducted with and without

considering collisions among robots to discuss the effect of the robot embodiment.

These experiments show that the embodiment of the robots is also an essential feature

to discuss swarm performance and specialization.

• Chapter 6 proposes an evolutionary robotics approach that applies echo state networks

as controllers for a robotic swarm. The main characteristics of the echo state network

are that the hidden layer is generated with sparse and random connections, and only

the weight values connected to the output layer are trained. The proposed approach

utilizes evolutionary computation to optimize the output weight values of the echo

state network. The performance of the proposed approach is compared with a typical

method that uses a traditional neural network controller.

• Chapter 7 focuses on the evolutionary robotics approach that evolves both the synaptic

weight values and the topological structure of the neural network controller. The

algorithms that evolve both the values of the synaptic weights and the topological

structure of the neural networks are called Topology and Weight Evolving Artificial

Neural Networks (TWEANNs). This chapter applied the TWEANN algorithm called

Mutation-Based Evolving Artificial Neural Network (MBEANN), which only employs

mutations to evolve neural networks. For comparison, a widely used TWEANN

algorithm called NeuroEvolution of Augmenting Topologies (NEAT) is employed to

develop robot controllers. The evolved controllers are evaluated in a cooperative

transportation task performed by a robotic swarm.

• Chapter 8 concludes the thesis and discusses future research directions.
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Chapter 2

Automatic Design Methods in

Swarm Robotics

One of the main challenges in swarm robotics focuses on designing controllers for robotic

swarms [10]. Typically, the controllers are designed by a trial and error process until

the robotic swarm has emerged an acceptable collective behavior to perform the task.

However, this method is guided only by the designer’s intuition and experience for designing

controllers to obtain the desired collective behavior. As an alternative method, the automatic

design method develops controllers by transforming the design problem into an optimization

problem [39]. This method could reduce the effort required by the designer to develop

controllers of a robotic swarm.

This chapter provides a brief introduction to automatic design methods in swarm robotics.

The automatic design methods could be classified into two approaches, i.e., evolutionary

robotics and reinforcement learning. First, this chapter briefly introduces the two approaches.

Then, Section 2.1 presents an introduction to evolutionary robotics. A brief review of

evolutionary robotics approaches in swarm robotics is described in Section 2.2. Finally,

Section 2.3 concludes this chapter.

Evolutionary Robotics

The evolutionary robotics approach [90, 113] is a widely used automatic design method in

swarm robotics. This approach uses an evolutionary algorithm [30] to develop and optimize

controllers for a robotic swarm. Typically, this approach uses evolving artificial neural

networks [122], also known as neuroevolution [33], to develop controllers that are represented

by artificial neural networks. Further details on the evolutionary robotics approach are

described in Section 2.1.
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Reinforcement Learning

Reinforcement learning is a machine learning technique where a robot learns its actions

by interacting with an environment [111]. The robot could obtain a numerical reward by

trial and error interactions. The goal is to train the robot to select actions that maximize

the expected cumulative reward. So far, studies that have applied reinforcement learning

for designing a controller for a robotic swarm are rarely seen in the field of swarm robotics.

However, few studies have applied reinforcement learning to multi-robot systems [92, 107].

In recent years, neural networks with multiple hidden layers, which are also called deep

neural networks, have attracted considerable interest [45, 73]. Recent advances in deep neural

networks have motivated the studies of reinforcement learning. The combination of deep

neural networks and reinforcement learning is called deep reinforcement learning [85]. Few

recent studies have attempted to use deep reinforcement learning or novel reinforcement

learning algorithms to design a controller for a robotic swarm (e.g., [56, 60, 89, 121, 123]).

2.1 Evolutionary Robotics

This section provides a brief introduction to evolutionary robotics. The experiments on

developing controllers for autonomous robots were first reported in the early 1990s by the

University of Sussex [16, 52], the Swiss Federal Institute of Technology in Lausanne [34],

and the University of Southern California [76]. These studies have triggered the field of

evolutionary robotics. In addition, evolutionary robotics techniques for designing swarm

robotics systems are often referred to as evolutionary swarm robotics [113]. Typically, the

evolutionary robotics approach uses an evolutionary algorithm to develop and optimize

controllers. In a traditional evolutionary robotics approach, controllers are represented by

artificial neural networks. The rest of this section describes an introduction to evolutionary

computation, neuroevolution, and a typical evolutionary robotics approach for designing

controllers for a robot.

2.1.1 Evolutionary Computation

Evolutionary computation is a research field within computational intelligence that studies

optimization methods inspired by biological evolution [30, 31]. The main inspiration comes

from the Darwinian principle [18] of natural selection and survival of the fittest. In gen-

eral, population-based optimization algorithms*1 inspired by biological evolution are called

evolutionary algorithms.

During the 1960s, three pioneering algorithms were developed separately, i.e., genetic

*1 In contrast to single-point optimization algorithms such as hill-climbing algorithms and simulated

annealing algorithms, a population-based optimization algorithm consists of a set of points (or candidate

solutions) that cooperatively search for the optimum solution.
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Algorithm 2.1: Pseudo-code of a typical evolutionary algorithm.

1 Initialization: Generate an initial population of individuals;

2 Evaluation: Calculate the fitness value of each individual;

3 repeat

4 Selection: Select parents from the current population;

5 Recombination: Generate offspring by recombining parents;

6 Mutation: Mutate each offspring;

7 Evaluation: Calculate the fitness value of each offspring;

8 Selection: Select individuals to form the new population for the next generation;

9 until Terminal condition;

algorithms [43, 55], evolution strategies [7, 99, 100], and evolutionary programming [35–37].

Subsequently, the fourth mainstream algorithm called genetic programming [3, 68, 69] has

emerged around 1990. In 1993, the term evolutionary computation was coined to put these

studies together. Other than the four fundamental algorithms, differential evolution [94,

108] was proposed as a simple and effective algorithm to optimize real-valued functions.

Additionally, population-based optimization algorithms inspired by the collective behavior

of species in nature are called swarm intelligence algorithms. Typical examples of these

algorithms are ant colony optimization [20, 23, 24], particle swarm optimization [28, 64, 93],

and artificial bee colony algorithms [61–63]. Swarm intelligence algorithms are not classified

as evolutionary algorithms, but they have a similar framework for optimizing and solving

problems. Hence, swarm intelligence and evolutionary algorithms are often discussed together

in conferences*2 and journals*3.

The outline of a typical evolutionary algorithm is shown in Algorithm 2.1. Evolutionary

algorithms use a population of candidate solutions to solve optimization problems. In general,

a candidate solution is called an individual or a phenotype. When an individual is encoded in

the space where the evolutionary search takes place, it is called a genotype. Each individual

is evaluated using the fitness function or also called the objective function. This function

assigns a fitness value that indicates the quality of the individual. In other words, the fitness

value indicates how well the individual is close to solving the optimization problem. For

each generation, individuals compete to reproduce offspring. Individuals with higher fitness

values have more chance of becoming parents. Offspring are generated by combining parts of

the parent genotypes. This genetic operator is called recombination or crossover. Another

*2 E.g., the IEEE Congress on Evolutionary Computation（CEC），the Genetic and Evolutionary Compu-

tation Conference（GECCO), etc.
*3 E.g., IEEE Transactions on Evolutionary Computation, Evolutionary Computation (MIT Press),

Swarm and Evolutionary Computation (Elsevier), etc.
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Fig. 2.1. Basic structures of artificial neural networks.

genetic operator is called mutation, which applies a slight perturbation to a genotype of

offspring. The offspring individuals are evaluated, and then those with high fitness values are

selected to survive to the next generation. These processes are repeated until the terminal

condition is satisfied, e.g., finding the individual with a well enough fitness value or reaching

the maximum number of generations.

2.1.2 Neuroevolution

Neuroevolution is a machine learning technique that applies evolutionary algorithms to

optimize artificial neural networks [33, 74, 105]. Historically, not all work combining neural

networks and evolutionary computation was called neuroevolution. Hence, neuroevolution

is sometimes simply called evolving artificial neural networks [122]. However, the term

neuroevolution is gradually being used in the field of machine learning.

Artificial neural networks are computational models that are inspired by a biological

brain. An artificial neural network consists of a collection of nodes called neurons. Similar

to a biological brain, neurons could transmit a signal to other neurons by given synaptic

connections. Each connection has a synaptic weight value that could increase or decrease

the strength of the signal.

The most commonly used neural networks have layered structures with the input, hidden,

and output layers. The examples of basic structures of neural networks are shown in

Fig. 2.1. The most standard architecture is called a feedforward neural network, in which

signal information only flows in one direction, from the input to the output layer (see also

Fig. 2.1(a)). Feedforward neural networks are often used in pattern classification; however,

they are not good at detecting or producing temporal sequences. A simple way for providing
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temporal dynamics to neural networks is to construct feedback connections. These neural

networks with feedback connections are called recurrent neural networks (see also Fig. 2.1(b)).

In addition, neural networks with multiple hidden layers are called deep neural networks,

which have attracted considerable interest in recent years.

An example of an artificial neuron is illustrated in Fig. 2.2. When n inputs are fed into

the neuron, the output y could be calculated as follows:

y = ϕ

(
n∑
i=0

wixi

)
, (2.1)

where xi is the ith input signal, wi is the synaptic weight value of the input xi, and ϕ (·)
is the activation function. The most commonly used activation functions are sigmoid and

hyperbolic tangent functions. In the field of deep learning [45, 73], a rectified linear function

is also used as the activation function. Typically, each neuron has a bias that shifts the

activation function by adding a constant value. The bias could be implemented to the neuron

by simply setting one input signal having a constant value.

The weight values of the neural network are adjusted in the training process. In general,

neural networks are trained in supervised learning using a gradient-based learning algorithm.

In contrast, neuroevolution optimizes the weight values through an evolutionary algorithm.

Neuroevolution allows learning without explicit targets or gradient information. Typically in

neuroevolution, the topological structure of the neural network is fixed, and the vector of the

synaptic weight values is encoded to the genotype. On the other hand, alternative methods

are proposed to evolve both the values of the synaptic weights and the topological structure of

the neural network [106]. These methods are called Topology and Weight Evolving Artificial

Neural Networks (TWEANNs).
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2.1.3 Evolutionary Robotics Approach for Designing Controllers

The majority of the studies on evolutionary robotics follow the classic evolutionary

algorithm scheme. When designing controllers using the evolutionary robotics approach, the

parameters of the robot controller are encoded into the genotype. A typical evolutionary

robotics approach uses neuroevolution, in which the vector of the synaptic weight values

of the neural network controller is encoded into the genotype. In the process of evaluation,

each genotype is decoded into the controller and implemented to the robot. The fitness value

is determined based on the performance of the robot or the achievement of the task.

The emergent behavior of a robot ultimately depends on the formulation of fitness functions.

In other words, the settings of fitness functions determine whether or not the controller

successfully evolved to make the robot perform the desired behavior. Nelson et al. [88] have

classified the fitness functions by considering the prior knowledge required for designing them.

The prior knowledge could reflect the level of truly novel learning that has been accomplished.

In other words, the robot has to autonomously and adaptively generate behavior through

artificial evolution if there is less prior knowledge in fitness functions. On the other hand, the

more prior knowledge required, the more likely the robot behavior is guided by the designer.

The fitness functions in evolutionary robotics could be classified as follows [88].*4

Behavioral Fitness Functions

Behavioral fitness functions are defined by what a robot is doing and how it is doing. These

are task-specific hand-formulated functions and generally include several subfunctions that

measure simple behaviors or low-level sensor-actuator mappings. These functions measure

how a robot is behaving and not what it has accomplished. For example, to make a robot

move around the environment while avoiding obstacles, fitness functions should be designed

to be maximized if the robot turns when its front sensors are stimulated. The fitness functions

are not directly designed to avoid obstacles because the robot evolved to turn if it detects an

obstacle in front. However, as a result, the robot could generate behavior to avoid obstacles.

Behavioral fitness functions require a high-level prior knowledge of the tasks addressed by

the robot and the desired behavior. In addition, the designer has to determine functions

that are expected to produce the desired robot behaviors.

*4 Nelson et al. [88] have classified fitness functions in evolutionary robotics into seven classes. Training

data fitness functions are designed to minimize the error using a training data set, similar to a

gradient-based learning algorithm. Training data fitness functions are less likely to be used in designing

controllers for robotic swarms. Functional incremental fitness functions and environmental incremental

fitness functions are used when evolving controllers with incremental evolution, and competitive and

co-competitive fitness selection is used in co-evolution. These fitness functions are used in special cases

of evolutionary robotics frameworks. Therefore, these fitness functions are excluded in this thesis.
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Aggregate Fitness Functions

Aggregate fitness functions are defined by the success or failure of the task addressed by a

robot. These functions are set without considering how the task was accomplished. These

functions could reduce the injection of the designer’s bias on the behavior emerged by the

robot. Also, aggregate fitness functions require very low prior knowledge. However, when the

task addressed by a robot is too complex, all individuals within the evolutionary algorithm

perform equally poorly, causing evolution to drift in an uninteresting region of the search

space. This problem is referred to as the bootstrap problem [101].

Tailored Fitness Functions

Tailored fitness functions are the combination of behavioral and aggregate fitness functions.

This type of fitness function is most often used in the field of evolutionary robotics. Tailored

fitness functions require a moderate level of prior knowledge.

2.2 Evolutionary Swarm Robotics

The evolutionary robotics approach is a promising method for designing a controller for a

robotic swarm. In general, a swarm robotics system is composed of homogeneous robots.

Therefore, an identical controller is copied to all of the robots within the robotic swarm.

Similar to a typical evolutionary robotics technique, the parameters of the controller are

encoded into the genotype. In the evaluation of individuals, the genotype is decoded into the

controller and copied to each robot. The outline of a typical evolutionary robotics approach

is illustrated in Fig. 2.3.

Typical evolutionary robotics approaches use neural networks as robot controllers. The
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topological structure of the neural network is fixed, and the values of the synaptic weights are

optimized via an evolutionary algorithm. Several collective behaviors have been developed

with this approach, e.g., aggregation [103, 114], flocking [2], path formation [54, 104], and

cooperative transport [1, 46, 120]. As an alternative method, there is an approach for evolving

both the synaptic weight values and the topological structure of the neural network [106].

Few studies have been reported using this approach for designing a controller for a robotic

swarm (e.g., [26, 44]). In recent years, neural networks with multiple hidden layers, which

are also called deep neural networks, have attracted considerable interest [45, 73]. The

combination of deep neural networks and neuroevolution is called deep neuroevolution [109].

The experiment of developing controllers for a robotic swarm using deep neuroevolution is

reported in [87]. Other than the approaches using neural networks, some methods use finite

state machines as the controllers, and those parameters and topologies are evolved [40, 66].

In evolutionary robotics, individuals of the evolutionary algorithm are evaluated by

decoding them into controllers and then generating robot behavior. Typically, evolutionary

algorithms use dozens to hundreds of individuals, and consequently, the evaluation process

requires a considerable amount of time. Therefore, evolutionary robotics often utilizes

computer simulations to accelerate and parallelize the evaluation process. The technique that

uses computer simulations is referred to as offline evolution [8]. However, when controllers

developed in computer simulations are transferred to the physical robots, the robots do not

behave in the same way as simulations. This problem is called the reality gap, which is one of

the open issues in evolutionary robotics [59, 101]. As for now, there is no general method to

overcome the reality gap problem; however, there are some promising approaches to reduce

the gap (e.g., [67, 78]). One way to address this problem is online evolution, in which an

evolutionary algorithm is implemented inside the robots and evolves controllers while the

robots perform their tasks [11, 39]. Online evolution is still in its infancy, and only a few

studies have been reported using this approach (e.g., [11, 102, 119]).

2.3 Conclusions

This chapter presented a brief introduction to automatic design methods in swarm robotics.

The automatic design method develops a controller for a robotic swarm by casting the design

problem into an optimization problem. The evolutionary robotics approach is a widely used

automatic design method that utilizes an evolutionary algorithm to optimize the parameters

of the robot controller. The typical evolutionary robotics approach utilizes neuroevolution

to develop the robot controller.

This thesis focuses on offline evolution to design controllers for robotic swarms. In this

thesis, aggregate fitness functions are employed to reduce restrictions in behaviors that may

emerge in robotic swarms. Chapters 3 and 4 show how the typical evolutionary robotics
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approach could be applied to generate collective behavior that is difficult to be developed

manually by the designer. The evolutionary robotics approach using echo state networks,

which are an alternative to the traditional recurrent neural networks, is proposed in Chapter 6.

Chapter 7 focuses on TWEANN algorithms for designing controllers for robotic swarms.
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Chapter 3

Emergence of Collective Cogni-

tion in a Cooperative Foraging

Task

This chapter focuses on the collective cognition performed by a robotic swarm. In biological

swarms, individual cognition is enhanced by communication and cooperation with other

individuals. A single individual only has a limited cognition ability; however, it could be

extended beyond its capabilities as a swarm. Benefitting from collective cognition, biological

swarms can exhibit sophisticated collective behavior and decision-making processes [17, 115].

On the other hand, the robotic swarms have to rely on collective cognition more than

biological swarms when considering the limitation in sensory capabilities and the cost of

each robot. Moreover, the collective cognition of a robotic swarm has potential applications

to tasks such as locating targets in an unknown environment (e.g., undersea or planetary

explorations) or search-and-rescue operations in a disaster area. Despite the importance of

collective cognition, only a few studies have addressed this problem in the field of swarm

robotics [29, 98, 117].

The research on collective cognition in robotic swarms mainly applies the behavior-based

design method to design the controllers. More specifically, the robots are controlled by a

finite state machine that is designed manually. For example, collective cognition is studied

in the aggregation task with two different sized target areas [98]. In this task, robots have to

form aggregates with the proportion that corresponds to the target area size. Robots cannot

measure the size of the area. However, they can achieve the task by communicating their local

perception of the environment with nearby robots. In another related work, a robotic swarm

achieves a decision-making task by collective cognition [117]. In this task, the environment

is covered with two different features and determines which feature covers the most. Robots
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can only perceive the feature of the environment by their ground sensor. However, they can

achieve the task by local communication among robots to perform collective cognition.

This chapter demonstrates the evolutionary robotics approach for designing controllers to

perform collective cognition in a cooperative foraging task. In this task, the robots have to

distinguish between two types of objects, i.e., food and poison objects, scattered in the field

by performing collective cognition. At the same time, robots have to transport food objects

while avoiding poison objects. It is worth noting that a single robot cannot distinguish

between food and poison objects. Therefore, the robotic swarm has to perform collective

cognition to distinguish between two types of objects. The experiments are constructed in

computer simulations. Additional experiments are conducted to examine the scalability and

flexibility of the developed controllers.

The remainder of this chapter is organized as follows. Section 3.1 describes the settings of

the foraging task and the evolutionary robotics approach. Section 3.2 discusses the results of

the experiments. Finally, Section 3.3 concludes this chapter.

3.1 Settings of the Experiments

The objective of the task is that the robots should distinguish between the two kinds of

objects, namely food and poison objects, and transport only food objects to the nest. A

single robot cannot distinguish between food and poison objects by itself. Therefore, the

robotic swarm has to perform collective cognition to distinguish between the two objects.

Additionally, food and poison objects are too heavy for a single robot to move. Hence, robots

have to cooperate with each other to accomplish the task. The experiments are carried out

in computer simulations using the Box2D physics engine [15]. The remainder of this section

describes the settings of the environment, the robot, and the evolutionary robotics approach

used in the experiments.

3.1.1 Collective Foraging Task with Poison Objects

The simulation environment has a regular octagon field, as shown in Fig. 3.1. A circle-

shaped nest with a radius of 15 m is located in the center of the field. At the beginning of

the simulations, robots are positioned inside the nest. The initial positions of the food and

poison objects are randomly determined. There are always five food objects and five poison

objects in the field. A new food or poison object will be generated with a random position

when it is transported to the nest. The radius of food and poison objects are set to 5.0 m

and 2.5 m, respectively. The food and poison objects are set to have the same weight; in

particular, at least four robots are required to move an object. Since a robot does not have

the ability to distinguish between the two objects, the only difference between them is in the

size (the sensor settings of the robot are described in Section 3.1.2).
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3.1.2 Settings of the Robot

The specifications of the robot are shown in Fig. 3.2. Each robot is composed of eight

distance sensors, an omnidirectional camera, an artificial neural network controller, and two

motors to rotate the left and right wheels. The range of the distance sensor is set to 3.0 m,

detecting the nearest objects, robots, or walls. Each distance sensor returns a value that

corresponds to the distance to the detected item. The range of the omnidirectional camera

is set to 15 m, gathering one input for the distance and two inputs for the relative angle,
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Fig. 3.3. Structure of the robot controller. The controller is represented by the fully-

connected recurrent neural network. The nodes in the hidden layer are connected with each

other and also have self-connections.

represented by the sine and cosine of the angle, of the followings:

• The nearest food or poison object.

• The second nearest food or poison object.

• The nearest robot.

• The second nearest robot.

• Angle of the nest (without distance).

Three inputs are collected for each item; except for the nest, only two inputs are collected. It

is important to note that a single robot cannot distinguish between food and poison objects,

because the omnidirectional camera treats food and poison objects as the same objects. Each

robot is governed by a three-layered recurrent neural network as shown in Fig. 3.3. The

first layer gathers sensory inputs from the distance sensors and the omnidirectional camera.

In total, twenty-two inputs are fed into the input layer, i.e., eight inputs from the distance

sensors and fourteen inputs from the omnidirectional camera. The hidden layer is composed

of twenty nodes with recurrent connections including self-connections. Outputs of the third

layer control the two motors directly. The logistic function is employed as the activation

function for the hidden and the output layer.
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3.1.3 Settings of Evolutionary Robotics Approach

The covariance matrix adaptation evolution strategy is employed to optimize the synaptic

weights of the controller. The covariance matrix adaptation evolution strategy is widely

known as an efficient population-based black-box optimization algorithm. In this algorithm,

each candidate solution is represented by a real-valued vector. While the classic evolution

strategies sample the offspring for the next generation from a normal distribution, the

covariance matrix adaptation evolution strategy samples offspring the following equation:

xi ∼m + σNi(0,C), for i = 1, 2, ..., λ, (3.1)

where m ∈ Rn is the mean vector (search point) in the last generation and σ ∈ R>0 is the

so-called step size. Ni(0,C) is the multivariate normal distribution with zero mean and

C ∈ Rn×n is the covariance matrix which determines the shape of the distribution ellipsoid.

Here, i is the index of candidate solutions, n represents the dimension of the candidate

solution, and λ is the population size.

Compared to classical evolution strategies algorithms, the covariance matrix adaptation

evolution strategy performs a more efficient search by using covariance matrix adaptation

and cumulation on the evolution path. Additionally, the covariance matrix adaptation

evolution strategy provides recommendation values for the hyperparameters. Therefore,

only the population size λ and the initial step size σ are set depending on the objective

function. More details about the covariance matrix adaptation evolution strategy can be

found in [49–51].

At the first generation of artificial evolution, a population of λ candidates is initialized

with random values. Each candidate controller is copied to N robots and evaluated 10 times

in the collective foraging task. The average value over the 10 trials is used as the fitness

value of the candidate controller. The fitness function F is composed of two parts, a reward

for transporting food objects and a penalty for poison objects, which is defined as follows:

F =
∑
i

dfood,i −
∑
j

dpoison,j , (3.2)

where dfood,i is the distance shortened between the ith food object and the center of the nest,

and dpoison,j is the distance shortened between the jth poison object and the nest. Each

trial of the collective foraging task lasts for 9000 time steps (0.02 s for each time step, in

total 180 s), and subsequently, the fitness value is calculated by Eq. (3.2). The candidates

with higher fitness values are selected to produce the next population. These processes are

repeated until the maximum generation. In this chapter, the population size of the covariance

matrix adaptation evolution strategy algorithm is set to λ = 300, the initial step size is set

to σ = 0.2, and the maximum generation is set to 2000.



24 Chapter 3 Emergence of Collective Cognition in a Cooperative Foraging Task

0 500 1000 1500 2000
Generation

0

500

1000

1500

2000
Fi

tn
es

s
10 robots
20 robots
30 robots
40 robots
50 robots
100 robots

Fig. 3.4. Transitions of the best fitness value. The solid line indicates the mean over the

five trials, and the shaded area shows the standard error of the mean. The color of the plots

shows the experiment settings with the different number of robots.

3.2 Results and Discussion

The experiments are performed with N = 10, 20, 30, 40, 50, and 100 robots. Five

evolutionary trials are executed for each experiment. After running the evolutionary process,

further experiments are conducted to test the scalability of the developed controllers. In

scalability experiments, the performance of the controllers is tested in different numbers of

robots as they are developed. For instance, the controller developed in the environment with

10 robots is tested in environments with 20, 30, 40, 50, and 100 robots. In addition, the

experiments are conducted by changing the radius of the poison objects to examine how well

the robots can distinguish between the foods and the poison objects. In these experiments,

the radius of the poison objects is changed to 3.5 m and 4.5 m. Also, the food and poison

objects are adjusted to have the same weight. The flexibility experiments are performed by

testing the developed controllers in the environment with different poison sizes.

The transitions of the fitness values of the evolutionary trials are shown in Fig. 3.4. The

fitness value plateaus in experiments with 10, 20, and 30 robots, whereas the fitness keeps

increasing in experiments with 40, 50, and 100 robots even with 2000 generations, as shown in

Fig. 3.4. The performance of the best controller developed in each experiment is re-evaluated

100 times. The results of the re-evaluation are shown in Fig. 3.5. As can be seen from Fig. 3.5,

the performance increases as the number of robots increases. The examples of the behavior

obtained with 20, 30, and 100 robots are shown in Figs. 3.6, 3.7, and 3.8, correspondingly. In



3.2 Results and Discussion 25

10 20 30 40 50 100
The number of robots

500

0

500

1000

1500

2000

2500
Fi

tn
es

s

Fig. 3.5. Results of the re-evaluation of the best controller developed in experiments over

100 trials.

(a) 400 time steps (8 s). (b) 1100 time steps (22 s). (c) 2000 time steps (40 s).

(d) 2550 time steps (51 s). (e) 3200 time steps (64 s). (f) 4500 time steps (90 s).

Fig. 3.6. Snapshots of the behavior observed using the controller developed in the experiment

with 20 robots.
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(a) 150 time steps (3 s). (b) 500 time steps (10 s). (c) 950 time steps (19 s).

(d) 1200 time steps (24 s). (e) 1400 time steps (28 s). (f) 1700 time steps (34 s).

Fig. 3.7. Snapshots of the behavior observed using the controller developed in the experiment

with 30 robots.

(a) 150 time steps (3 s). (b) 550 time steps (11 s). (c) 850 time steps (17 s).

(d) 1000 time steps (20 s). (e) 1350 time steps (27 s). (f) 1700 time steps (34 s).

Fig. 3.8. Snapshots of the behavior observed using the controller developed in the experiment

with 100 robots.
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(a) Developed in 10 robots.
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(b) Developed in 20 robots.
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(c) Developed in 30 robots.
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(d) Developed in 40 robots.
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(e) Developed in 50 robots.
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(f) Developed in 100 robots.

Fig. 3.9. Results of the scalability experiments of the controller developed in the experiments

with (a) 10, (b) 20, (c) 30, (d) 40, (e) 50, and (f) 100 robots.

experiments with 10 or 20 robots, the artificial evolution developed strategies in which the

robots are more likely to move as a group to transport only food objects (see also Fig. 3.6).

On the other hand, for experiments with 30, 40, 50, or 100 robots, the developed strategies

allow the robots to act more independently for an efficient exploration (see Figs. 3.7 and 3.8).

The results of the scalability experiments are as shown in Fig. 3.9. As can be seen from

Figs. 3.9(a) and 3.9(b), the strategies developed in experiments with 10 or 20 robots, which

perform the task by forming groups, show poor scalability to a larger number of robots.

There is no remarkable increase in fitness values by increasing the number of robots. These

results are due to the lack of parallelization to execute the task. The strategies developed

in experiments with more robots, which perform the task more independently, show better

scalability than the strategies that are generated with a smaller number of robots. However,

the strategies to act more independently do not seem to show scalability in situations with 10

robots, especially for the controllers developed in 40, 50, and 100 robots (see also Figs. 3.9(d),

3.9(e), and 3.9(f)). The strategy to act independently makes robots spread out within

the environment, which leads to efficient exploration and parallelization of the task. In

situations with a smaller number of robots, however, makes robots perform cognition more

independently. Besides, a smaller number of robots spreading out within the environment

makes it difficult to achieve the task because at least four robots have to get together to

move an object. On the other hand, the controller developed in 50 robots seems to show high

scalability by obtaining high fitness values also in environments with 20, 30, and 40 robots.
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Fig. 3.10. Distinguish rates (%) in the scalability experiments with the standard error

of the mean over 100 trials. The rows of the figure represent the number of robots in the

development environments (Dev.) and the columns represent the execution environments

(Exe.).

For further discussion, the distinguish rate R is calculated by the following equation:

R =

∑
i

dfood,i∑
i

dfood,i +
∑
j

dpoison,j
, (3.3)

where dfood,i is the distance shortened between the ith food object and the center of the nest,

and dpoison,j is the distance shortened between the jth poison object and the nest. This

equation indicates that the distinguish rate R equates to the total transport distance of the

food objects divided by the transport distance for all objects. The distinguish rates for the

scalability experiments are as shown in Fig. 3.10. As can be observed from Fig. 3.10, the

distinguish rates were kept at high values even in the experiments that showed low scalability.

The experiments with different poison sizes are performed to examine how well the robots

can distinguish between the food and the poison objects. The radius of the poison object is

increased to 3.5 and 4.5 m to make it difficult to distinguish between the two object types.

The experiments are performed with 30 robots. Five evolutionary trials are executed for both

experiments with the poison size of 3.5 and 4.5 m. The performance of the best controller

developed in the experiments with the different poison sizes is re-evaluated 100 times. The

results of the re-evaluation are shown in Fig. 3.11. For comparison, the re-evaluation using the

2.5 m poison size is also shown in Fig. 3.11. As can be seen from Fig. 3.11, the performance

decreases as the poison size increases. In cases of the poison size with a radius of 4.5 m, the
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Fig. 3.11. Results of the re-evaluation with the best controller developed in experiments

with the different poison sizes.
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(a) Developed in 2.5 m radius

poison objects.
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(b) Developed in 3.5 m radius

poison objects.
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(c) Developed in 4.5 m radius

poison objects.

Fig. 3.12. Results of the flexibility experiments of the controller developed in the experiments

with the poison objects with the radius of (a) 2.5 m, (b) 3.5 m, and (c) 4.5 m.

robots could not distinguish between the two objects.

The results of the flexibility experiments are shown in Fig. 3.12 and the distinguish rates

are shown in Fig. 3.13. As can be seen from the results, the controller developed in easier

environments (with larger differences in size between the two objects) exhibit more flexibility,

e.g., the controller developed with the poison size of 2.5 m radius also performed well in

the environments with 3.5 m poison radius. Whereas in situations with the poison size of

4.5 m radius, the robotic swarm could not distinguish between the two objects regardless

of the environment in which the controllers were developed (see also Fig. 3.12 and 3.13).

These results are due to the bootstrap problem [101] that occurs when all of the controllers
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Fig. 3.13. Distinguish rates (%) in the flexibility experiments with the standard error of

the mean over 100 trials.

in the earlier stages of evolution perform equally poorly, which drifts evolution towards a

local optimum.

3.3 Conclusions

This chapter showed how the evolutionary robotics approach could be applied to generate

collective cognition by robotic swarms in the foraging task. In this task, collective cognition

was performed by the robotic swarm to distinguish between two types of objects and

cooperatively transport one type of them. The covariance matrix adaptation evolution

strategy algorithm was adopted to develop controllers for the robotic swarm under different

conditions. Additional experiments were performed to examine the scalability and flexibility

of the developed controllers. The results showed that collective cognition was successfully

developed, which allows the robots to transport only food objects. However, it was difficult

for robotic swarms to distinguish between the two objects if there was much less difference

between them.
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Chapter 4

Emergence of Behavioral Special-

ization in a Path-formation Task

Task allocation, also known as division of labor, is one of the collective behaviors that

have attracted considerable interest in both biological and engineering viewpoints. Task

allocation is a concept to make individuals within a swarm specialized to different tasks

or behavior. Task allocation makes a robotic swarm perform tasks more efficiently than a

single high-performance robot. In addition, task allocation could enhance fault tolerance,

scalability, and flexibility of a robotic swarm.

Most research on task allocation in swarm robotics address a foraging task, which could

intuitively decompose the main task into subtasks (e.g. [12, 70, 71, 79]). Moreover, a robot

controller to perform task allocation is mainly designed using a behavior-based approach.

In these studies, finite state machines with response thresholds to change states [70, 79] or

probabilistic transitions between states [12, 71] are used as the robot controllers. However,

there are limitations to finite state machines; i.e., they can only consider a restricted number

of behavior states, and each state must be predefined [32].

This chapter focuses on a special case of task allocation, where the main task is difficult

to decompose into predefined subtasks. In particular, this chapter aims to develop a robot

controller to manage congestion by task allocation. Generally, robotic swarms are conducted

to have high redundancy in the number of robots. However, when multiple robots gather in

a spatially limited environment, robots tend to interfere with each other, which decreases

the performance of a robotic swarm [75]. This congestion is a critical issue in the navigation

of robotic swarms because a large number of robots are required to move toward the same

target simultaneously [82]. Despite the importance of managing congestion in a robotic

swarm, only a few studies have addressed this problem.

This chapter demonstrates how the evolutionary robotics approach could be applied to
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design a robot controller that exhibits task allocation to manage congestion. The robot

controller is developed and tested in a path-formation task. In this task, a robotic swarm

aims to develop a collective path of robots and navigate between two landmarks. The

experiments are conducted by varying the number of robots. This chapter shows that the

robots specialize their behavior in a situation with larger swarm sizes to mitigate congestion.

In addition, the experiments are conducted to investigate how the robotic swarm develops a

strategy to manage congestion within the evolutionary process.

The rest of this chapter is organized as follows. Section 4.1 describes the task addressed

in this chapter and the robot settings used in the experiments. Section 4.2 presents the

settings of the evolutionary robotics approach. The results of the experiments by varying the

number of robots are shown in Section 4.3. Section 4.4 further discusses how the evolutionary

robotics approach developed controllers to exhibit strategy to mitigate congestion. Finally,

Section 4.5 concludes this chapter.

4.1 Settings of the Path-formation Task

This section describes the task to be addressed by a robotic swarm, along with the settings

of the robot. A path-formation task is one of the fundamental tasks addressed in the study

of swarm robotics [4, 10, 104]. In this task, the goal of a robotic swarm is to develop a

collective path of robots and navigate between two landmarks. The experiments are carried

out in computer simulations using the Box2D physics engine [15].

4.1.1 Task Environment

The environment for the path-formation task is shown in Fig 4.1. The environment consists

of a square-shaped arena that is surrounded by walls with two landmarks placed inside. Each

landmark has a colored LED light source and a target area with a radius of 0.5 m. A robot is

considered to have arrived at the landmark when the robot travels inside the corresponding

target area. The robotic swarm should develop a path between the two target areas and

visit them alternately.

4.1.2 Robot Settings

The settings of the robot are illustrated in Fig 4.2. The robot has a circular body with a

radius of 0.1 m and moves with a two-wheeled differential drive method with a maximum

velocity of approximately 0.2 m/s. The robot has colored LEDs, an omnidirectional camera,

seven distance sensors, and a ground sensor. The LEDs around the robot emit blue and red

lights from the front and rear sides of the robot, respectively. The activation of the front

and rear LEDs are controlled independently depending on the outputs from the controller.

The LED light source of both landmarks always emits the red color, which is the same color
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Fig. 4.1. Snapshot of the environment of the path-formation task. The two gray circles

indicate the target areas, with a landmark placed in the center of them. The color of the

robots shows the activation of the LEDs, with the light gray color indicating the deactivation

of the corresponding LEDs.
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Fig. 4.2. Settings of the robot. Distance sensors are attached to the front side of the robot

with an interval of π/6 radians. The vision of the omnidirectional camera is divided into six

circular sectors with a central angle of π/3 radians.
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as the robot’s rear LED lights.

The visual input from the omnidirectional camera is converted to detect the existence of

light sources from the colored LEDs. The circular-shaped sensor range of the omnidirectional

camera is divided into six equal slices, as can be seen in Fig 4.2. The omnidirectional camera

only detects the existence of colored LED lights for each slice. The process for producing

sensor values from the omnidirectional camera is done independently for each colored light

source (i.e., blue and red colors). Each slice in the omnidirectional camera returns a value

of 1 if the corresponding color lights have been detected and 0 otherwise. In total, twelve

binary inputs are obtained from the omnidirectional camera.

Distance sensors are attached to the front side of the robot with an angular interval of

π/6 radians. The distance sensor can detect walls and other robots within the sensor range.

The sensor value from the distance sensor is normalized into a real value within the range of

[0, 1]. The distance sensor returns a value that corresponds to the distance to the detected

object or returns 0 if there are no objects within the sensor range.

The ground sensor can detect whether the robot is inside or outside a target area. The

ground sensor returns a value of 1 if the robot is inside a target area and 0 otherwise.

In total, twenty input values are collected from the robot, i.e., twelve inputs from the

omnidirectional camera, seven inputs from the distance sensors, and one input from the

ground sensor. The input values are fed into the robot controller and return the output

values for controlling the actuators. The robot actuators are controlled with four output

values, i.e., two outputs for controlling the motors and another two for the activation of the

front and rear LEDs. The output values take real values in the range [0, 1]. The outputs for

the motors correspond to the rotation of the left and right wheels. The LEDs of the robot

are turned on if the corresponding output value is higher than 0.5 or turned off otherwise.

4.2 Evolutionary Robotics Approach

The evolutionary robotics approach is a promising method for designing controllers of a

robotic swarm. Typically, the evolutionary robotics approach designs controllers by evolving

artificial neural networks [122], also known as neuroevolution [33]. In detail, an evolutionary

algorithm evaluates and optimizes the robot controllers that are represented by neural

networks. The evaluation of a controller is done based on a predefined fitness function, which

indicates the achievement of the task addressed by the robotic swarm. The controllers with

higher fitness values are selected to produce the next population of candidate controllers.

The rest of this section describes the evolutionary robotics approach applied in this paper.
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Fig. 4.3. Structure of the robot controller. The controller is represented by the recurrent

neural network with ten hidden neurons.

4.2.1 Robot Controller

The controller of the robot is represented by a recurrent neural network, as shown in

Fig. 4.3. The input layer is composed of twenty neurons; seven neurons from the distance

sensors, one neuron from the ground sensor, and twelve neurons from the omnidirectional

camera. The hidden layer is composed of ten neurons with recurrent connections, including

self-connections. The output layer is composed of four neurons; two neurons for controlling

the motors and two neurons for controlling the activation of the front and rear LEDs. The

value of the kth neuron in the hidden layer Hk (τ) is updated with the following equations:

Hk (τ) = ϕhid

∑
i

wIH
ik Ii (τ) +

∑
j

wHH
jk Hj (τ − 1)

 , (4.1)

ϕhid (x) =
2

1 + e−x
− 1,

where Ii (τ) is the value from the ith neuron in the input layer at time τ , Hj (τ − 1) is the

value from the jth neuron in the hidden layer at time τ − 1, wIH
ik is the synaptic weight from
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the ith input neuron to the kth hidden neuron, and wHH
jk is the synaptic weight from the jth

hidden neuron to the kth hidden neuron. The value of the kth neuron in the output layer

Ok (τ) is updated with the following equations:

Ok (τ) = ϕout

∑
i

wIO
ik Ii (τ) +

∑
j

wHO
jk Hj (τ)

 , (4.2)

ϕout (x) =
1

1 + e−x
,

where wIO
ik is the synaptic weight from the ith input neuron to the kth output neuron, and

wHO
jk is the synaptic weight from the jth hidden neuron to the kth output neuron. Two

different sigmoid activation functions ϕhid and ϕout are employed to scale the value of the

hidden neuron Hk in the range [−1, 1] and the value of the output neuron Ok in [0, 1]. All

synaptic weights take real values in the range [−1, 1]. The robot activates the LEDs if the

corresponding output neuron is larger than the threshold, i.e., turned on if the output value

is higher than 0.5 and turned off otherwise. The output values for the motors control the

rotation of the wheels. The function that converts the output values to the wheel rotations

is estimated from the observation of the prototype physical robot. The values of neurons are

updated every 13 simulation time steps, which are designed based on the processing speed of

the physical robot.*5

4.2.2 Evolutionary Algorithm

The (µ, λ) evolution strategy [6, 7, 30] is employed for an evolutionary algorithm. The

(µ, λ) evolution strategy is one of the classic evolutionary algorithms, which is often used

to optimize real values. Table 4.1 shows the parameter settings of the (µ, λ) evolution

strategy. The synaptic weights of the controller are optimized via the evolutionary algorithm.

The evolutionary process lasts 1000 generations with the zeroth generation of a randomly

generated population.

4.2.3 Fitness Function

The fitness function is defined based on the number of times the robots visit the two

target areas alternately. A controller is copied to N robots and evaluated for M = 3 trials

by executing the path-formation task with different random seeds. Each trial lasts for 7200

simulation time steps. During the first 1200 simulation time steps, the fitness value is not

calculated, which is the period for the robots to move freely and explore the environment.

Subsequently, the sub-fitness value fn (t), which is the fitness value for the nth robot at the

*5 The time step is set using the recommended settings of the Box2D physics engine, i.e., a simulation

time step equals 1/60 seconds. Hence, the neural network is calculated approximately every 0.2 s.
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Table 4.1. Parameter settings of the (µ, λ) evolution strategy.

Parameter Value

Number of parents µ 30

Number of offspring λ 200

Initial mutation step size 0.05

Range of the mutation step size [0.00001, 0.15]

simulation time step t, is updated during the remaining 6000 simulation time steps by the

following equation:

fn (t) = fn (t− 1) +

{
1 if the nth robot enters the different target area,

0 otherwise.
(4.3)

This equation indicates that the sub-fitness value fn will be incremented by 1 when the nth

robot alternately visited the two target areas during 1200 and 7200 simulation time steps.

The overall fitness value F , which is the fitness value for the controller, is calculated using

the following equation:

F =
1

M

M∑
m=1

Fm, Fm =
1

N

N∑
n=1

fn, (4.4)

where M is the total number of trials, and Fm is the fitness of the mth trial, which is equal

to the mean value of fn over the number of robots N .

4.3 Experiments with Varying the Number of Robots

The path-formation task is performed with N = 10, 25, 50, 75, and 100 robots. For

each setting of the simulation, five independent evolutionary processes are executed with a

different random seed. At the end of each evolutionary process, the best controller within

the last 100 generations is selected and re-evaluated for M = 100 trials. The set of weights

that obtained the best fitness value in the re-evaluation is used for behavioral analysis.

4.3.1 Results

The behaviors observed using the best-evolved controller are shown in Figs. 4.4 to 4.8.

In addition, the results of the re-evaluation are shown in Fig. 4.9. The robot group with

N = 10 failed to form a path due to the insufficient number of robots. Nevertheless, the

swarm tended to coordinate its motion and explore collectively as a single group, as shown in

Fig. 4.4. Indeed, the robots were able to form a path with N = 25 robots (see also Fig. 4.5).

The fitness values scattered with N = 25 robots because the robotics swarm requires more
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(a) 4200 time steps. (b) 5700 time steps. (c) 7200 time steps.

Fig. 4.4. Snapshots of the behavior observed using N = 10 robots.

(a) 4200 time steps. (b) 5700 time steps. (c) 7200 time steps.

Fig. 4.5. Snapshots of the behavior observed using N = 25 robots.

(a) 4200 time steps. (b) 5700 time steps. (c) 7200 time steps.

Fig. 4.6. Snapshots of the behavior observed using N = 50 robots.
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(a) 4200 time steps. (b) 5700 time steps. (c) 7200 time steps.

Fig. 4.7. Snapshots of the behavior observed using N = 75 robots.

(a) 4200 time steps. (b) 5700 time steps. (c) 7200 time steps.

Fig. 4.8. Snapshots of the behavior observed using N = 100 robots.
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Fig. 4.9. Boxplots of the fitness values Fm using the best-evolved controller over M = 100

trials with varying the number of robots. Gray crosses mark the mean value.
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Fig. 4.10. Boxplots showing the percentage of robots activating or deactivating LEDs during

1200–7200 time steps. For each group of robots, the left boxplot refers to the activation rate

of the front LEDs, the middle boxplot refers to the activation rate of the rear LEDs, and the

rightbox plot refers to the rate with both LEDs deactivated.

time to aggregate, and in some trials, the robots failed to form a path. The highest fitness

value was obtained with N = 50 robots, whereas the fitness values decreased as the number

of robots increased. This tendency is because of congestion in forming a path. However,

the total of landmark arrivals has been increased when discussed as a swarm (because the

fitness Fm is averaged over the number of robots N). Simultaneously, the robotic swarm

with larger group sizes was able to form a path much more stable across different trials.

It is worth noting that behavioral specialization appeared during the process of managing

congestion. As can be seen from Figs. 4.5 to 4.8, as the number of robots increased, the

robots inside the path activated their LEDs, while the other robots on the outer side

deactivated them. The percentage of robots activating or deactivating LEDs during 1200 to

7200 time steps is shown in Fig. 4.10. The rate of robots deactivating both LEDs increased

as the number of robots became larger. Approximately 10 to 15% of the robots on average

deactivated both LEDs with N = 10, whereas 40% did so with N = 100. Furthermore, the

rate of robots activating the rear LEDs decreased as the number of robots became larger.

Approximately 30% of robots activated the rear LEDs with N = 75 and 100. It could be

assumed that similar specialization behavior was obtained in N = 75 and 100 with having

similar activation rates.
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4.3.2 Discussion

For further analysis on the usage of LEDs, Fig. 4.11 shows the robot density in the

environment and the trajectories of the robots activating or deactivating the LEDs with

N = 100 robots. It could be said that the robotic swarm succeeded in generating a collective

path because the two-dimensional histogram of robot density in Fig. 4.11(a) has a ring-shaped

distribution. As can be seen from Fig. 4.11(b), the rear LEDs seem to be used as a guide

to form the path, insofar as the robots traveling the innermost side of the path to activate

them, whereas they are deactivated after the robots pass through the landmark. It seems

that the robot decides to turn off the rear LEDs after arriving at a landmark not to confuse

the other robots because the landmarks emit the same color as the rear LEDs. The rear

LEDs are then reactivated after the robot travels some distance from the landmark. In

addition, another behavioral specialization has emerged in the usage of the front LEDs. A

comparison of Figs. 4.11(c) and (d) shows that the robots traveling along the inner side of the

path activate their front LEDs, whereas those on the outer side deactivate them. The front

LEDs are likely to be used to alert those robots traveling in the opposite direction. Thus, by

these specializations, the robotic swarm was able to mitigate congestion and generate a path

efficiently.

4.4 Evolutionary Acquisition of Behavioral Specializa-

tion in the Congested Path-formation Task

This section further discusses how the evolutionary robotics approach has developed

the behavioral specialization in the robotic swarm. The experiments are performed by

N = 100 robots so that the robotic swarm has to deal with the congestion problem. The

results of evolutionary processes using N = 100 robots in Section 4.3 are selected for further

discussion.

4.4.1 Results

As described in Section 4.3, five evolutionary processes were executed with a different

random seed for designing the controller. The transitions of the highest fitness values of the

five evolutionary processes are shown in Fig. 4.12. In all five evolutionary processes, the

robotic swarm was able to generate a strategy to overcome the congestion problem.

The evolutionary process that obtained the highest fitness value among the five runs is

selected for further analysis. As can be seen from Fig. 4.12, the fitness value rises steeply in the

earlier stage of evolution. Therefore, the evolutionary process is divided the 1000 generations

into two periods; the first 100 generations and the remaining 900 generations. Both periods

are divided finely into a range of generations, i.e., the first period is divided into five ranges,
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Fig. 4.11. (a) Two-dimensional histogram of the positions of robots within the environment

during 6000–7200 time steps. The color gradient represents the robot density, i.e., the density

increases from the dark color (blue) to the light color (yellow). Black lines and dots are

plotted over the histogram if the robots are (b) activating the rear LEDs, (c) activating the

front LEDs, and (d) deactivating both LEDs, during 6000 to 7200 time steps.
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Fig. 4.12. Transitions of the highest fitness values of the five evolutionary runs. In the

figure, “the best evolutionary run” indicates the transition of the evolutionary process that

has obtained the highest fitness value among the five evolutionary processes.
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Fig. 4.13. Boxplots of the fitness values Fm using the best-evolved controller over M = 100

trials for each range of generations.
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(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 4.14. Snapshots of the behavior observed using the best controller in the zeroth

generation.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 4.15. Snapshots of the behavior observed using the best controller in the generation

range 0–20.

and the later period is divided into nine ranges. The controller that obtained the highest

fitness in each range of generations is selected and re-evaluated for M = 100 trials. The

results of the re-evaluation using the best-evolved controller in each range of generations are

shown in Fig. 4.13. In the later stage of the evolution, the robotic swarm obtained higher

fitness values and was able to form a path more stable.

The behaviors observed using the best-evolved controller within 0 to 20, 101 to 200, 401

to 500, and 901 to 100 generations are shown in Figs. 4.15, 4.16, 4.17, and 4.18, respectively.

In addition, the behavior observed using the controller in the zeroth generation, which

uses the randomly generated synaptic weights for the controller, is shown in Fig. 4.14. In

the zeroth generation, almost all robots collide with each other and with walls (see also

Fig. 4.14). Within 20 generations, although the robotic swarm does not form a collective

path, a swarm-level behavior to travel clockwise has already emerged, as shown in Fig. 4.15.
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(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 4.16. Snapshots of the behavior observed using the best controller in the generation

range 101–200.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 4.17. Snapshots of the behavior observed using the best controller in the generation

range 401–500.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 4.18. Snapshots of the behavior observed using the best controller in the generation

range 901–1000.
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The robotic swarm was relatively stable at forming a path in generation range 101 to 200;

however, the congestion has occurred near the landmarks, as shown in Figs. 4.16(b) and

(c). To manage the congestion, the robotic swarm emerges a behavioral specialization, as

shown in Figs. 4.17 and 4.18, the robots traveling inside the path activate the LEDs, while

the robots at the outer side deactivate them.

4.4.2 Discussion

The activation rates of the LEDs during the robots traveling between the landmarks are

calculated to discuss the behavioral specialization that emerged in the robotic swarm. For

each robot, the activation rate of the LEDs during 1200 to 7200 time steps is calculated by

the following equation:

γfront/rear =
τfront/rear

T
, (4.5)

where γfront/rear is the activation rate of front or rear LEDs, τfront/rear is the total time

steps of the robot activating the front/rear LEDs during 1200 to 7200 time steps, and

T (= 7200 − 1200 = 6000) is the total time steps of calculating the rates. The activation

rates for 100 robots in the observed behavior of Figs. 4.14 to 4.18 are shown in Fig. 4.19. In

Fig. 4.19, the scatter plots show the front versus rear activation rates. In addition to the

activation rates, Fig. 4.19 shows the sub-fitness value fn in Eq. (4.3), which indicates the

number of times the corresponding robot entered the landmarks during 1200 to 7200 time

steps.

In the zeroth generation, there is no clear tendency in the activation rates and the sub-

fitness value fn, as shown in Fig. 4.19(a). Within 20 generations, the distribution of the

activation rates seems to be centered at approximately γfront = 0.4 and γrear = 0.2 (see also

Fig. 4.19(b)). In the early stage of evolution, almost all robots have similar activation rates,

which indicates that all robots behave similarly to each other. In other words, there is no

specialized individual in an earlier stage of evolution. After a few progress of evolution, the

activation rate of the front LEDs γfront was distributed widely across 0.1 to 0.9, as shown

in Fig. 4.19(c). In this middle stage of evolution, the robots learned to follow red LEDs

and avoid blue LEDs to form a path. However, the rules of the usage of red LEDs have

not yet emerged in this stage of evolution. The robots seem to get confused with detecting

the red LEDs of the landmark and robots, which leads to congestion near landmarks. In a

later stage of evolution, the distribution of the activation rates is in an orderly pattern of a

curved line, as shown in Figs 4.19(d) and (e). Considering behavior observed in Figs. 4.17

and 4.18, the robots learned to specialize their behavior to perform their respective roles,

viz., a wide range of roles in the activation of LEDs from activating almost always to almost

none. Furthermore, there is a tendency that the higher the activation rates of LEDs, the

higher the sub-fitness fn. These results indicate that the robots traveling the more inner
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(a) Zeroth generation.
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(b) Generation range 0–20.
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(c) Generation range 101–200.
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(d) Generation range 401–500.
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(e) Generation range 901–1000.

Fig. 4.19. Scatter plots of the activation rates of the LEDs during 1200–7200 time steps.

Each point indicates the robot with corresponding LED activation rates. The color of the

point shows the sub-fitness value fn of the corresponding robot.
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part of the path had higher activation rates. In contrast, the robot with the lower activation

rates marks lower sub-fitness fn, which implies that the robots traveling the outer part of

the path deactivated the LEDs. Thus, by these specializations, the robotic swarm was able

to manage congestion.

4.5 Conclusions

This chapter developed a controller for a robotic swarm to address a path-formation task

by applying the evolutionary robotics approach. The experiments were conducted by varying

the number of robots. The robots specialized their behavior and exhibited task allocation to

manage the congestion that occurred in larger swarm sizes. The robotic swarm performed

specialization in that the robots traveling inside the path activated the LEDs while the

robots on the outer side deactivated them. The strategy to manage congestion was evolved

from scratch without providing any prior knowledge regarding how to accomplish the task.
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Chapter 5

Systematic Investigation of Be-

havioral Specialization: Effects

of Congestion and Embodiment

This chapter further discusses the behavioral specialization developed in Chapter 4. The

studies on swarm robotics emphasize the importance of the embodiment of robots. However,

there have been only a few studies on how the embodiment influences the collective behavior

of robotic swarms. For example, there have been studies on the relationship between swarm

performance and the number of robots [47, 48, 75]. These studies have shown that an excessive

number of robots leads to interference among robots, which decreases the performance of the

individual robot. Besides, most of these studies discussed swarm performance in terms of

task accomplishment (e.g., the time required to complete a task), but only a few discussions

on emergent collective behavior to solve a task.

This chapter discusses the effect of the robot embodiment on swarm performance and

behavioral specialization from two aspects. First, the effects of congestion on swarm

performance are discussed by considering the size of robots. The experiments are conducted

by varying the number of robots and the robot size to change the degree of congestion. Next,

how collisions among the robots affect the collective behavior of robotic swarms are discussed

by conducting computer simulations with and without considering collisions among robots.

These experiments show that the embodiment of the robots is also an essential feature to

discuss swarm performance and specialization.

The rest of this chapter is organized as follows. Section 5.1 describes the settings of the

experiments. Section 5.2 presents and discusses the results of the experiments conducted

by varying the number of robots and the robot size. The results of the experiments

conducted with and without considering collisions among robots are presented and discussed
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Table 5.1. Experiment settings of the path-formation task with varying the number of

robots and the robot size.

Parameter Value

Number of robots 10, 25, 50, 75, 100

Diameter of the robot 0.1, 0.2, 0.4 [m]

in Section 5.3. Finally, Section 5.4 concludes this chapter.

5.1 Settings of the Experiments

In this chapter, the same experiment settings are employed as described in Chapter 4. The

details of the settings of the path-formation task are described in Section 4.1. The settings

of the evolutionary robotics approach are described in Section 4.2.

5.2 Effects of Congestion on Swarm Performance and

Behavioral Specialization

This section focuses on the effect of congestion on the swarm performance by considering

the number of robots and the robot size. Therefore, the experiments are conducted with the

settings described in Table 5.1. The path formation is performed with N = 10, 25, 50, 75,

and 100 robots. As for the robot size, the diameter of 0.2 m is set as the standard robot size,

which is the size described in Chapter 4. In addition, the settings with half and twice the

diameter are employed to consider the effect of the robot size. Five independent evolutionary

processes are executed for each pair of settings with a different random seed. At the end of

the evolutionary process, the synaptic weights that obtained the highest fitness value within

the last 100 generations are selected and re-evaluated for M = 100 trials. The best synaptic

weights in this re-evaluation are used for further analysis.

5.2.1 Results

The results of the re-evaluation using the best synaptic weights are shown in Fig. 5.1. In

the experiments with N = 10 robots, although the robot diameter of 0.1 m has slightly lower

performance, the robotic swarms have scored relatively similar fitnesses which distribute

within the range [0, 4]. These results are because N = 10 robots are insufficient to form a

path regardless of the robot size.

First, the performance is compared with the robot diameter of 0.1 m and 0.2 m to examine

the effect of decreasing the robot size. There was a significant difference in the performance

of robotic swarms with N = 10 and 25 robots (Mann-Whitney U test, N = 10 robots,
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Fig. 5.1. Boxplots of the fitness values Fm using the best-evolved weights over M = 100

trials using different sized robots. For each number of robot N , the left (green) box plot

refers to the robot size with the diameter of 0.1 m, the middle (blue) box plot refers to 0.2 m,

and the right (yellow) box plot refers to 0.4 m.

p-value < 0.001; N = 25 robots, p-value < 0.05). However, in both cases, the fitness values

were distributed over similar ranges; i.e., a range of [0, 4] with N = 10 robots and a range of

[0, 5] with N = 25 robots. There was no significant difference between the performance with

the diameter of 0.1 m and 0.2 m in N = 50 robots (p-value > 0.05). On the other hand, in

cases with N = 75 and 100 robots, the performance with the 0.1 m diameter was significantly

higher than those of 0.2 m diameter (p-value < 0.001). These results are because there is

less congestion in situations with smaller robot sizes.

Next, the performance is compared with the robot diameter of 0.2 m and 0.4 m. When

comparing the robotic swarm with the diameter of 0.2 m and 0.4 m, there was no significant

difference between the performance with N = 10 robots (p-value > 0.05). In cases with

N = 25, 50, 75, and 100 robots, the performance with the 0.2 m diameter was significantly

higher than those of 0.4 m diameter (p-value < 0.001). These results are because congestion

is more likely to occur in the larger robot size. Moreover, with larger-sized robots, fewer

robots can enter the target area at the same time.

In experiments with the 0.2 m robot diameter, which are the settings with the standard
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size described in Section 4.3, the highest fitness value was scored with N = 50 robots. The

examples of behavior observed using N = 25, 50, and 100 robots are shown in Figs. 5.2,

5.3, and 5.4, respectively. When N is higher than 50 robots, the robotic swarm emerges

behavioral specialization; i.e., the robots traveling the inner side of the path activate the

LEDs, while those in the outer side deactivate them. This specialization becomes more

pronounced when the number of robots increases (see also Figs. 5.3 and 5.4). More details

on the behavior that was observed using the robots with the 0.2 m diameter were described

in Chapter 4.

In the experiments using the 0.1 m diameter, the fitness values increased as the number of

robots became larger and plateaued around 5.5, as shown in Fig. 5.1. It could be assumed

that there is less congestion in the robotic swarm when using the 0.1 m diameter robots. The

examples of behavior observed using N = 25, 50, and 100 robots are shown in Figs. 5.5, 5.6,

and 5.7, respectively. Similar to the behavior with the 0.2 m diameter robots, the robotic

swarm emerged the behavioral specialization in the robotic swarm with a larger number of

robots.

As for the robots with the 0.4 m diameter, the highest fitness value was scored with N = 25

robots. The examples of behavior observed using N = 25, 50, and 100 robots are shown

in Figs. 5.8, 5.9, and 5.10, respectively. The robotic swarm with N = 50 robots emerged

a similar behavioral specialization that was observed in 0.2 m diameter robots (see also

Fig. 5.9). On the other hand, this specialization is no longer observable when the number of

robots is increased (see also Fig. 5.10). Further discussion of the behavioral specialization

and its analysis is in the next section.

5.2.2 Discussion

The activation rates of the LEDs are calculated to discuss the behavior of the robotic

swarm. For each robot, the activation rates of the LEDs during 1200 to 7200 time steps are

calculated by Eq. (4.5). The activation rate indicates the percentage of time steps that the

robot activated the corresponding LEDs during 1200 to 7200 time steps. The activation

rates are calculated based on the behavior observed with N = 25, 50, and 100 robots. The

scatter plots of the front versus rear LED activation rates are shown in Figs. 5.11, 5.12, and

5.13. In addition to the activation rates, the colors in Figs. 5.11, 5.12, and 5.13 show the

sub-fitness value fn in Eq. (4.3) during 1200 to 7200 time steps. The sub-fitness value fn

indicates the number of times the corresponding robot entered the landmarks.

The results using robots with the 0.2 m diameter robots show that the specialization

emerged as the number of robots increased. As can be seen from Fig. 5.11(a), the distribution

of the activation rates is centered around γfront = 0.8 and γrear = 0.5. This result implies that

all robots have a similar strategy on activating LEDs, i.e., the specialization has not emerged
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(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.2. Snapshots of behavior observed using 25 robots with the diameter of 0.2 m.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.3. Snapshots of behavior observed using 50 robots with the diameter of 0.2 m.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.4. Snapshots of behavior observed using 100 robots with the diameter of 0.2 m.
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(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.5. Snapshots of behavior observed using 25 robots with the diameter of 0.1 m.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.6. Snapshots of behavior observed using 50 robots with the diameter of 0.1 m.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.7. Snapshots of behavior observed using 100 robots with the diameter of 0.1 m.
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(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.8. Snapshots of behavior observed using 25 robots with the diameter of 0.4 m.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.9. Snapshots of behavior observed using 50 robots with the diameter of 0.4 m.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.10. Snapshots of behavior observed using 100 robots with the diameter of 0.4 m.
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(a) 25 robots.
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(b) 50 robots.

0.0 0.2 0.4 0.6 0.8 1.0
rate of the front LEDs front

0.0

0.2

0.4

0.6

0.8

1.0

ra
te

 o
f t

he
 re

ar
 L

ED
s 

re
ar

0

1

2

3

4

5

6

7

in
di

vi
du

al
 fi

tn
es

s f
n

(c) 100 robots.

Fig. 5.11. Scatter plots of the activation rate of the LEDs during 1200–7200 time steps with

the robot diameter of 0.2 m. Each point indicates the robot with corresponding activation

rates. The color of the point shows the sub-fitness value fn of the corresponding robot.
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(a) 25 robots.
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(b) 50 robots.
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(c) 100 robots.

Fig. 5.12. Scatter plots of the activation rate of the LEDs during 1200–7200 time steps

with the robot diameter of 0.1 m.
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(a) 25 robots.
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(b) 50 robots.
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(c) 100 robots.

Fig. 5.13. Scatter plots of the activation rate of the LEDs during 1200–7200 time steps

with the robot diameter of 0.4 m.
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in 25 robots. The distribution of the activation rates spreads with an increase in the number

of robots and shows a positive correlation between the two activation rates, as can be seen

from Figs. 5.11(b) and (c). Moreover, almost all robots obtained relatively high sub-fitness

fn in 50 robots, as shown in Fig. 5.11(b). In 100 robots, however, the robots with lower

activation rates have lower sub-fitness fn, as shown in Fig. 5.11(c). The robots traveling the

outer side of the path are more inefficient to perform the task, and therefore, they obtained

a lower sub-fitness fn. Hence, Fig. 5.11(c) shows that more robots were traveling the outer

side of the path and deactivating the LEDs in the robotic swarm of 100 robots. These results

show that specialization becomes more pronounced as the number of robots increases.

The results with the 0.1 m diameter show a similar tendency with the diameter of 0.2 m.

In 25 robots, the activation rates tend to aggregate near γfront = 0.8 and γrear = 0.5, as

can be seen from Fig. 5.11(a). As the number of robots increases, the distribution of the

activation rates shows a positive correlation, as can be seen from Figs. 5.11(b) and (c).

However, the distribution of the activation rates seems to have less dispersion and obtained

higher sub-fitness fn than that of the 0.2 m diameter. It seems that the robotic swarm with

the 0.1 m diameter robots has weaker specialization as compared to the diameter of 0.2 m.

In contrast, the robots with 0.4 m diameter have lower sub-fitness fn because of the

congestion, as shown in Fig. 5.13. The results using 25 robots show that the distribution of

the activation rates with the diameter of 0.4 m is more scattered than that of 0.2 m (see also

Figs. 5.11(a) and 5.13(a)). These results indicate that the specialization has already started

to emerge in 25 robots with the 0.4 m diameter robots. There is also a positive correlation

between the two activation rates in 50 robots, as shown in Fig. 5.11(b); however, robots with

higher activation rates scored lower sub-fitness fn. This result is because of the congestion

near the landmarks; i.e., the robots traveling inside the path were pushed farther inward, and

consequently, those robots failed to enter the target area. In the swarm of 100 robots, the

positive correlation between the two activation rates disappeared, as shown in Fig. 5.13(c).

Thus, it can be concluded that the robot size is an essential feature when discussing the

relationship between specialization and congestion.

5.3 Effects of the Robot Embodiment on Behavioral

Specialization

This section focuses on the effect of collisions among robots on the collective behavior

of robotic swarms. The path-formation task is performed with N = 100 robots, with and

without considering robot collisions. Additionally, the experiments are performed with the

robots with a diameter of 0.1, 0.2, and 0.4 m. The robots with a larger size are more likely

to collide with each other. In settings without considering collisions, the robots may overlap
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Fig. 5.14. Box plots of the fitness Fm over M = 100 trials for experiment settings with and

without considering the robot collisions.

and pass through each other without colliding.*6 However, their LEDs could be detected

by the omnidirectional camera equivalent to the settings with collisions. Five independent

evolutionary processes are executed for each experiment settings with a different random

seed. At the end of the evolutionary process, the synaptic weights that scored the highest

fitness value within the last 100 generations are selected and re-evaluated for M = 100 trials.

5.3.1 Results

The results of the re-evaluation using the best synaptic weights are shown in Fig. 5.14. In

the cases considering the robot collisions, the performance of the robotic swarm decreased

with increasing the robot size, as shown in Fig. 5.14. These results are because the robots

are more likely to interfere with each other in a larger robot size, and fewer robots can

enter the target area at the same time. In contrast, the performance of the robotic swarm

without considering the robot collisions is kept at high values regardless of the robot size (see

*6 The experiments without collisions are implemented using collision filtering in Box2D. The collision

filtering will allow the robots to collide with walls but prevent colliding with each other. For further

details on the collision filtering, see the “Filtering” section in the “Dynamics Module” page of the Box2D

documentation (https://box2d.org/documentation/md d 1 git hub box2d docs dynamics.html).

https://box2d.org/documentation/md__d_1__git_hub_box2d_docs_dynamics.html
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also Fig. 5.14). When comparing the performance with and without considering the robot

collisions, the robotic swarms without the robot collisions scored the higher fitness values.

The snapshots of the behavior observed using the robotic swarms that consider robot

collisions are shown in Figs. 5.15, 5.16, and 5.17. The robotic swarm with 0.1 and 0.2 m

diameter robots exhibit a specialization among robots; i.e., the robots traveling the inside

of the path activate their LEDs, while those traveling outside deactivate them (see also

Figs. 5.15 and 5.16). From the observed behavior, the rear LEDs seem to be used as a guide

to form the path, while the front LEDs are used to avoid collisions with robots traveling in

the opposite direction. However, in the behavior using the 0.4 m diameter robots, the robots

tend to activate the rear LEDs when traveling the outer side of the path (see also Fig. 5.17).

Furthermore, some robots decide to stay near the wall and not to join the swarm. These

robots seem to be providing space to the other robots to mitigate congestion and improve

the performance of the robotic swarm as a whole.

The snapshots of the behavior using the robotic swarms without considering the robot

collisions are shown in Figs. 5.18, 5.19, and 5.20. Compared to the robotic swarms with the

robot collisions, the behavior observed without robot collisions exhibits a coherent path, as

can be seen from Figs. 5.18, 5.19, and 5.20. Moreover, the robotic swarms showed similar

behavior to form a path without performing behavioral specialization, regardless of the robot

size.

5.3.2 Discussion

The activation rates of the LEDs are calculated to discuss the behavior of the robotic

swarm. For each robot, the activation rates of the LEDs during the 1200 to 7200 time

steps are calculated by Eq. (4.5). The scatter plots of the front versus rear LED activation

rates are shown in Figs. 5.21 and 5.22. In addition to the activation rates, the colors in

Figs. 5.21 and 5.22 show the sub-fitness fn in Eq. (4.3), which indicates the number of times

the corresponding robot entered the landmarks during 1200 to 7200 time steps.

The scatter plots of the LED activation rates using robots with considering collisions

are shown in Fig. 5.21. Along with the scatter plots with 0.2 and 0.4 m diameter robots,

four robots with different activation rates are selected, and their trajectories within the

environment are plotted in Fig. 5.23. In the robotic swarm with 0.1 and 0.2 m diameter

robots, the distributions of the activation rates show a positive correlation between the two

activation rates, as shown in Figs. 5.21(a) and (b). Moreover, robots with lower activation

rates tend to have lower sub-fitness fn. The robots traveling outside of the path are

inefficient in performing the task, and therefore, they tend to obtain lower sub-fitness fn.

The robotic swarm with 0.1 and 0.2 m diameter robots exhibits specialization; i.e., the robots

traveling inside activate their LEDs while those traveling the outside deactivate them (see
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(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.15. Snapshots of behavior observed using the robots with the diameter of 0.1 m and

with robot collisions.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.16. Snapshots of behavior observed using the robots with the diameter of 0.2 m and

with robot collisions.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.17. Snapshots of behavior observed using the robots with the diameter of 0.4 m and

with robot collisions.
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(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.18. Snapshots of behavior observed using the robots with a diameter of 0.1 m and

without robot collisions.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.19. Snapshots of behavior observed using the robots with a diameter of 0.2 m and

without robot collisions.

(a) 4200 time steps. (b) 4800 time steps. (c) 5400 time steps.

Fig. 5.20. Snapshots of behavior observed using the robots with a diameter of 0.4 m and

without robot collisions.
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(a) 0.1 m.
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(b) 0.2 m.
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(c) 0.4 m.

Fig. 5.21. Scatter plots of the activation rate of the LEDs during 1200–7200 time steps

with robot collisions. Each point indicates a robot with corresponding activation rates. The

color of the point shows the sub-fitness value fn of the corresponding robot.
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(a) 0.1 m.
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(b) 0.2 m.
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(c) 0.4 m.

Fig. 5.22. Scatter plots of the activation rate of the LEDs during 1200–7200 time steps

without robot collisions.

also Fig. 5.23(a)).

In the case of the robotic swarm with 0.4 m diameter robots, the higher sub-fitness values

are obtained by the robots with moderate activation rates (see also Fig. 5.21(c)). The robots

with a higher γfront and a lower γrear traveled the inner side of the path, as can be seen

from Fig. 5.23(b). However, these robots traveled too far inward and failed to enter the

landmarks. The robots with a lower γfront and a higher γrear traveled the outer side of the

path, which is more inefficient in performing the task. The robots with low γfront and γrear

correspond to those that stay near the wall deactivating their LEDs. Therefore, these results

show that behavioral specialization has emerged in robotic swarms in situations considering

robot collisions.

The results using robots without considering collisions are shown in Fig. 5.22. Compared

to the scatter plots of the experiments considering the robot collisions, the results without

collisions show a coherent distribution (see also Figs. 5.21 and 5.22). The robotic swarms with

0.2 and 0.4 m diameter robots show a slight positive correlation, as shown in Figs. 5.22(b)
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(a) 0.2 m diameter with robot collisions.
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(b) 0.4 m diameter with robot collisions.

Fig. 5.23. Trajectories of the selected robots with corresponding LED activation rates from

the 1200 to 7200 time steps.

and (c). This positive correlation is due to the timing of each robot joining the path, i.e., the

robots that were late in joining the path had slightly lower activation rates. Furthermore,

almost all robots obtained relatively similar sub-fitness values fn in the cases without

considering collisions. These results imply that all robots have a similar strategy for

activating LEDs; i.e., the specialization seems not to emerge in a swarm without robot

collisions.

It can be assumed that collisions among robots provide feedback on a robotic swarm to

emerge specialization. For example, ants exhibit priority rules to avoid congestion among
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individuals in crowded conditions [27, 38]. Similar to the priority rules in ants, the robotic

swarm with robot collisions exhibits the specialization to manage congestion. In particular,

the collisions among robots lead to constraints on the mobility of robots, and therefore, the

emergent specialization makes it possible to perform the task more efficiently in congested

situations. In contrast, the robotic swarm without collisions does not show behavioral

specialization because there is no need to deal with congestion. The robot collisions are

sometimes neglected in studies of swarm robotics, especially in experiments conducted using

computer simulations. Therefore, it can be concluded that the robot collisions are also an

essential feature to discuss the performance of robotic swarms.

5.4 Conclusions

This chapter discussed the effects of congestion on swarm performance by considering the

number of robots and the robot size. The controllers of the robotic swarm were designed

using the evolutionary robotics approach. The results showed that also the size of robots was

an essential feature to discuss the relationship between swarm performance and congestion.

Also, this chapter discussed the effects of collisions among robots on the collective behavior in

robotic swarms. The experiments were conducted in computer simulations with and without

considering robot collisions. The results showed that the robot collisions would affect the

performance of the robotic swarm. In addition, the results showed that the collisions among

robots provided feedback on robotic swarms to exhibit behavioral specialization, which did

not emerge in situations without robot collisions.
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Chapter 6

Evolving Echo State Networks for

Generating Collective Behavior

of a Robotic Swarm

This chapter proposes an evolutionary robotics approach for designing the controller that

is based on the echo state network [58, 80]. Echo state networks are an alternative to the

traditional recurrent neural networks, which are suitable for practical applications that use

time-series data. A hidden layer of an echo state network consists of a recurrent neural

network with sparsely and randomly generated connections. One of the main characteristics

of the echo state network is in the training process, i.e., it only tunes the output weight values,

which leads to speeding up the training. This chapter applies an evolutionary algorithm

to optimize the output weight values of the echo state network. The echo state network is

employed as the controller of the robot. The performance of the robotic swarm is evaluated

in a path-formation task [54, 104], which aims to develop a path of robots between two

landmarks and navigate between them. The performance of the controller using the echo

state network is compared with the traditional neural network controller.

The chapter is organized as follows. Section 6.1 briefly introduces the echo state network.

Section 6.2 describes the task to be performed by the robotic swarm. Section 6.3 presents

the settings of the evolutionary robotics approach. Section 6.4 shows the results obtained in

the experiments. Finally, Section 6.5 concludes this chapter.

6.1 Echo State Networks

The echo state network is one of the pioneering methods in a computational framework

called reservoir computing [58, 80]. The basic idea of the echo state network is shared with

the liquid state machine [81], which is the other pioneering method in reservoir computing.
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u(τ)

input units reservoir units

output unitsx(τ)

y(τ)

Fig. 6.1. The basic structure of an echo state network. Solid arrows indicate fixed

connections. Dashed arrows are trainable readout connections.

In reservoir computing, a recurrent neural network that is generated with a random topology

is used as a so-called reservoir. The connections in the reservoir are fixed, and only the

readout from the reservoir is trained.

The basic structure of an echo state network is illustrated in Fig. 6.1. Let an echo state

network have Nres reservoir units, Nin input units, and Nout output units. The states of the

reservoir are updated by the following equation:

x (τ) = ϕres (Winu (τ) + Wresx (τ − 1)) , (6.1)

where x (τ) ∈ RNres is the vector of the reservoir units at time step τ , u (τ) ∈ RNin is the

vector of the input signals at time step τ , ϕres (·) is the activation function of the reservoir

units, Win ∈ RNres×Nin is the input weight matrix, and Wres ∈ RNres×Nres is the reservoir

weight matrix. Typically, a sigmoid or hyperbolic tangent function is used as the activation

function ϕres (·). The input weight matrix Win is usually set to have dense connections

that are generated randomly from a uniform distribution. In contrast, the reservoir weight

matrix Wres is generated with sparse and random connections. The output of the echo state

network is obtained by the following equation:

y (τ) = ϕout (Wout [u (τ) ; x (τ)]) , (6.2)

where y (τ) ∈ RNout is the vector of the output units at time step τ , ϕout (·) is the activation

function of the output units, Wout ∈ RNout×(Nin+Nres) is the output weight matrix, and

[u (τ) ; x (τ)] indicates the vertical concatenation of u (τ) and x (τ). The identity or a sigmoid

function is commonly used as the output activation function ϕout (·). Only the weight matrix
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Wout is trained in the echo state network. Typically in supervised learning, Wout is trained

to minimize the error between the output from the network and the desired output.

In the traditional echo state network, the reservoir is generated to have a large number of

units, with sparse and random connections. In general, the number of reservoir units Nres is

generated with the order of tens to thousands. The weight matrix Wres is generated with

several to 20 percent of possible connections and with weight values generated randomly

from a uniform distribution symmetric around zero. The essential point of the echo state

network is that the reservoir should have the echo state property [57]. This property implies

that the effect of previous states of the reservoir and input units will be asymptotically

eliminated as time passes without persisting or being amplified. In most situations, the echo

state property is obtained if the reservoir weight matrix Wres is scaled to have ρ (Wres) < 1,

where ρ (·) is the spectral radius (i.e., the largest absolute value of the eigenvalues) of a

matrix. The spectral radius of the reservoir ρ (Wres) should be close to 1 if the task requires

a long memory of the inputs.

6.2 Settings of the Path-formation Task

A path-formation task is one of the fundamental tasks addressed in the study of swarm

robotics [4, 10, 104]. In this task, the goal of a robotic swarm is to develop a collective path

of robots and navigate between two landmarks. The details of the path-formation task and

the settings of the robot are described in Section 4.1. In this chapter, 25 robots are employed

to address the path-formation task. The experiments are carried out in computer simulations

using the Box2D physics engine [15].

6.3 Evolutionary Robotics Approach

In this chapter, the covariance matrix adaptation evolution strategy [49, 51] is employed

to optimize the controller. The covariance matrix adaptation evolution strategy provides

recommendation values for the hyperparameters; therefore, only the population size and the

initial mutation step size are set depending on the objective. The population size and the

initial mutation step size are set to λ = 300 and σ = 0.2, respectively. The evolutionary

process lasts for 1000 generations, with the zeroth generation of a randomly generated

population.

The evaluation of a controller is done based on the predefined fitness function, which

indicates the achievement of the task addressed by the robotic swarm. The fitness function

for the path-formation task is described in Section 4.2.3.
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Fig. 6.2. Transitions of the highest fitness values obtained for the five evolutionary processes.

Solid lines indicate the mean of the highest fitness values over the five evolutionary processes,

while shaded areas correspond to the standard deviations. The settings with “Standard”

(left) represent the results using the traditional evolutionary robotics approach and “ESN”

(right) for the proposed method using the echo state network. The number after the “hid”

indicates the number of units in the hidden layer or in the reservoir.

6.4 Experiments and Results

In this chapter, an echo state network is implemented as a controller for the robotic swarm.

The covariance matrix adaptation evolution strategy only optimizes the output weight matrix

Wout. The input weight matrix Win is generated with full connections and with the weight

values that are randomly chosen from {−1, 1}. The reservoir weight matrix Wres is randomly

generated with 10 percent of possible connections. The weight values of Wres are also chosen

from random values in {−1, 1}, and after that, they are scaled to have the spectral radius

ρ (Wres) = 0.9. The hyperbolic tangent and sigmoid functions are used for the activation

functions ϕres (·) and ϕout (·), respectively. The number of reservoir units Nres is varied by

100, 200, 300, and 400.

For comparison with the echo state network, the experiments are conducted using the

traditional evolutionary robotics approach. The controller for the robot is represented by a

fully connected recurrent neural network with evolving all of the weight values. The number

of hidden units for the recurrent neural network is set to 10, 20, 30, and 40. Additionally,

the experiments are conducted using a fully connected feed-forward neural network that only

has input to output connections.

6.4.1 Results

Five independent evolutionary processes are executed for each neural network controller

with a different random seed. The transitions of the highest fitness values are shown in Fig. 6.2.
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Table 6.1. Number of weight values optimized by the evolutionary algorithm.

Settings Number of weights

Standard hid 0 80

Standard hid 10 420

Standard hid 20 960

Standard hid 30 1700

Standard hid 40 2640

ESN hid 100 480

ESN hid 200 880

ESN hid 300 1280

ESN hid 400 1680

In addition, the total number of weight values optimized by the evolutionary algorithm is

listed in Table 6.1. The fitness values of the controller with the two-layered feed-forward

neural network (“Standard hid 0” in Fig. 6.2) seem to stagnate around zero throughout the

evolutionary process. Since the feed-forward neural network has no mechanism to store

information about previous inputs, this result implies that the controller has to handle the

time-series data to accomplish the path-formation task. The controller using the echo state

networks (ESN) and the recurrent neural network with 10 and 20 hidden units (Standard hid

10 and hid 20) have a similar fitness progression with the highest fitness values converging

toward 6. On the other hand, the controller using the recurrent neural network with 30

and 40 hidden units (Standard hid 30 and hid 40) showed a slower convergence of fitness

values. These results are because more units in the hidden layer will increase the number of

parameters to be optimized by an evolutionary algorithm, and therefore, they show a slower

convergence of the fitness values. However, when comparing the echo state network using

400 reservoir units (ESN hid 400) with the recurrent neural network using 30 hidden units

(Standard hid 30), despite having a similar quantity of weights to be optimized, the echo

state network showed a faster convergence of the fitness value.

For each controller setting, the set of weight values that have obtained the highest fitness

value is selected and re-evaluated for 100 trials. The results of the re-evaluation are shown

in Fig. 6.3. In the results using the traditional evolutionary robotics approach (“Standard”

in Fig. 6.3), the controller with 10 hidden units showed the highest performance, and the

performance decreased with increasing the number of hidden units. When comparing the

controller composed of 10 hidden units (Standard hid 10) with the echo state networks (ESN),

there is no significant difference between the results obtained using the controller with 200 or

300 reservoir units (Mann-Whitney U test, p-value > 0.05). However, the recurrent neural
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Fig. 6.3. Results of the re-evaluation of the best-evolved controller with different settings

over 100 trials.

network controller with 10 hidden units obtained a significantly higher performance than the

controller using the echo state network with 100 or 400 reservoir units (p-value < 0.05). As

for the results using the controllers with the echo state network (ESN), the performance is

kept at relatively high values regardless of the number of reservoir units.

The overall results indicate that the echo state network could be an alternative method

for the controller of the robotic swarm in the evolutionary robotics approach. The controller

using the echo state network with 200 or 300 reservoir units showed similar performance to

the recurrent neural network with 10 hidden units. The advantage of the echo state network

could be the simplicity of the parameter settings; that is, the number of reservoir units

seems to have a lower influence on performance than that of the recurrent neural networks.

Furthermore, the echo state networks seem to have a faster convergence in optimizing

controllers than traditional recurrent neural networks.

6.5 Conclusions

This chapter proposed the echo state network as an alternative to the recurrent neural

network in the evolutionary robotics approach for designing a controller for a robotic swarm.

The controllers for a robotic swarm were optimized by the covariance matrix adaptation

evolution strategy. The performance of the controller was discussed using the path-formation

task addressed by the robotic swarm. The results confirmed that the controller using the echo

state network performed as well as the traditional recurrent neural network. Moreover, the
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results showed that the echo state network could reduce the effort required in designing the

parameters of the robot controller. Besides, the echo state networks had a faster convergence

in optimizing controllers than the traditional recurrent neural networks.
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Chapter 7

Topology and Weight Evolving

Artificial Neural Networks in Co-

operative Transport by a Robotic

Swarm

This chapter focuses on designing controllers for a robotic swarm using Topology and Weight

Evolving Artificial Neural Networks (TWEANNs). The TWEANN algorithm optimizes both

the synaptic weight values and the topological structure of the neural network. Since the

traditional evolutionary robotics approach uses a neural network with fixed topology, it might

restrict the robot’s behavior or have unsuitable structures within the controller. TWEANNs

could be an alternative to overcome these limitations in the traditional evolutionary robotics

approach. However, so far, there are only a few studies that have applied TWEANN to

designing controllers for a robotic swarm (e.g., [26, 44]).

This chapter uses a TWEANN algorithm that only applies mutations to evolve neural

networks, namely Mutation-Based Evolving Artificial Neural Network (MBEANN) [91],

to design the controller for a robotic swarm. In addition, NeuroEvolution of Augmenting

Topologies (NEAT) [106], which is a widely used TWEANN algorithm, is employed for

comparison. The controllers are evaluated in a cooperative transportation task, in which

robots have to cooperate to transport heavy objects to the goal. The results show that

the MBEANN approach could be applied to designing a controller for a robotic swarm.

Moreover, the robot controller designed by the MBEANN approach outperforms NEAT in

the cooperative transportation task.

This chapter is organized as follows. Section 7.1 presents an overview of MBEANN.

Section 7.2 describes the settings of the cooperative transportation task that is performed
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Fig. 7.1. Example of a genotype to phenotype mapping in MBEANN.

by a robotic swarm. Section 7.3 shows the results obtained in the experiments, along with a

discussion. Finally, Section 7.4 concludes this chapter.

7.1 Mutation-Based Evolving Artificial Neural Network

(MBEANN)

The MBEANN algorithm is proposed as an alternative method of TWEANN [91]. This

algorithm only uses mutations and no crossover between individuals. Structural mutations

in MBEANN are designed to have nearly or completely neutral. In other words, the signal

transfer of the input to output mapping of the neural network will only have small or no

changes before and after the structural mutations. Additionally, an individual of MBEANN

is designed to have a set of subnetworks. That is, the topology of the neural network grows

independently within each subnetwork. The MBEANN algorithm developed and used in this

study is open source and available at [53]. The rest of this section describes the encoding

method and mutation operators of MBEANN.

7.1.1 Encoding Method

An individual in MBEANN is designed to have a set of subnetworks, which are called

operons. An example of a basic structure of an individual for MBEANN is illustrated in

Fig. 7.1. As shown in Fig. 7.1, each genome is composed of a set of operons. Moreover,
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each operon is composed of a set of nodes and connections between the nodes. Each node is

assigned with the identification number and the node type. The node type indicates to which

layer the node belongs. A connection is also called a link, which consists of the identification

number, the identification number of the input node, the identification number of the output

node, and the weight value. Hence, a genotype in MBEANN could be defined as follows:

genome = {operon0, operon1, . . . , operonM}, (7.1)

operoni = {{nodej |nodej ∈ ONi}, {linkk|linkk ∈ OLi}}, (7.2)

where ONi is the set of nodes in operoni, OLi is the set of links in operoni, and M is the

number of operons. The operon0 only consists of the input nodes, the output nodes, and the

connections between them. The individuals in the population are initialized with only having

the operon0, which is the minimal structure without hidden nodes. As for operoni(i 6= 0),

it consists of one or more hidden nodes with a set of links. The links in operoni connect

between nodes within the operoni or a node in the operoni and a node in the operon0.

7.1.2 Mutation Operators

The MBEANN algorithm employs two structural mutations, i.e., the add-node mutation

and the add-connection mutation. Additionally, synaptic weights are mutated by applying

a small change to each weight value. The mutation operators of MBEANN are defined as

follows.

Add-node Mutation

The add-node mutation is applied to each operon with a probability of pnode. This

mutation selects one connection from the operon and replaces it with a new node and two

new connections. If the mutation is applied to operon0, the new node and connections

are assigned to a new operon. The pseudo-code of the add-node mutation is described in

Algorithm 7.1.

The structural mutations of MBEANN are designed to keep the signal transfer of the

input to output mapping of the neural network. An example of the add-node mutation is

illustrated in Fig. 7.2(a). Suppose that the activation function ϕ (·) is applied to each hidden

and output node. Let the linki has the weight value of wi. In the case of Fig. 7.2(a), the

output before and after the mutation could be described as follows:

ybefore = ϕ (w0x0 + w1x1) , (7.3)

yafter = ϕ (w2ϕ (w3x0) + w1x1) . (7.4)

The add-node mutation should be designed to satisfy ybefore ' yafter. Thus, if assuming

that w0 = w2, then ybefore ' yafter is described as x0 ' ϕ (w3x0). Moreover, let L (·) be the

error between before and after the mutation, and if the activation function is defined as
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Fig. 7.2. Example of structural mutations in MBEANN.

ϕ (x) = 1/
(
1 + eβ(α−x)

)
, the error is described as follows:

L (x0) = x0 − ϕ (w3x0) = x0 −
1

1 + eβ(α−w3x0)
, (7.5)

where α is the midpoint of the sigmoid activation function ϕ (x) and β determines the

steepness of ϕ (x). Taking into account that 0 < ϕ (x) < 1 and assuming that the input

values of the neural network are normalized within the range [0, 1], the parameters of ϕ (x)

are set to have α = 0.50w3 and β = 4.63/w3 (w3 6= 0). For simplicity, w3 is set to 1.0.

Add-connection Mutation

In the add-connection mutation, a new connection is created to connect two previously

unconnected nodes. The pseudo-code of the add-node connection is described in Algorithm 7.2,

along with an example illustrated in Fig. 7.2(b). The add-connection mutation is applied

to each operon with a probability of plink. If the mutation is applied to the operoni,

a new connection is created between two nodes in the operoni or between one of each
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Algorithm 7.1: Pseudo-code of the add-node mutation.

1 foreach operon in genome do

2 if rand(0, 1) < pnode then

// rand(0,1) is a uniform random number between 0 and 1

3 randomly select one connection from the operon;

4 if selected connection is in operon0 then

5 remove the selected connection;

6 add a new node and two new connections to the new operon;

7 else

8 remove the selected connection;

9 add a new node and two new connections to the current operon;

10 end

11 end

12 end

Algorithm 7.2: Pseudo-code of the add-connection mutation.

1 foreach operon in genome do

2 if rand(0, 1) < plink then

3 randomly select one node from the operon;

4 randomly select another node from the current operon or from operon0;

5 add a new link with the weight value w = 0;

6 end

7 end

from the operoni and the operon0. In other words, connections between operoni and

operonj (i 6= j, i 6= 0, j 6= 0) are prohibited. Therefore, operons will grow independently from

each other, which promotes the neural network to have a modular structure. The weight

value of the newly generated connection is set to zero to ensure the neutrality of the mutation.

For the implementation in a computer program [53], each operon has a list of unestablished

connections. When the mutation is applied to the operon, randomly select one element

from the list and establish it as the new connection. Providing the list of unestablished

connections will make it easy to handle the add-link mutation, especially for the neural

network with directed connections.
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Synaptic Weight Mutation

Each weight value is perturbed by adding a random value with a probability of pweight.

The Gaussian distribution with a mean of zero and a standard deviation of σ is employed

for generating the random value. In this chapter, the standard deviation is set to σ = 0.05.

7.2 Cooperative Transport by a Robotic Swarm

This section describes the settings of the cooperative transportation task addressed by a

robotic swarm. Cooperative transport is one of the fundamental tasks that is often studied in

the field of swarm robotics [4, 10, 116]. In this task, robots have to coordinate their actions

to transport objects that are too heavy to be moved by a single robot. The experiments

are conducted using pybox2d [72], a Python library for simulating 2D physics based on the

Box2D physics engine.

7.2.1 Task Environment

The environment of the cooperative transportation task is illustrated in Fig. 7.3. The

arena is surrounded by walls. Twenty robots and two objects are placed in the arena. The

initial positions of robots are randomly determined and placed facing a fixed direction. The

two objects are initially located at fixed positions. The mass of the object is set to 20 mass

units.*7 Each object requires at least five robots to start moving, with all five robots pushing

it in the same direction. When the center of an object has reached the goal line, a new

object will be generated at the initial position. The robotic swarm should transport the

objects toward the goal line as many as possible within the time limit.

7.2.2 Robot Settings

The sensor settings of the robot are illustrated in Fig. 7.4. The robot has a circular body

and moves with a two-wheeled differential drive method. The robot has an omnidirectional

camera, seven distance sensors, and an electronic compass.

The sensor range of the omnidirectional camera is divided into four slices, as can be seen

in Fig. 7.4. The omnidirectional camera only detects the existence of robots and objects

within each slice. The process for getting sensor values from the omnidirectional camera

is done independently for detecting robots and objects. Each slice in the omnidirectional

camera returns 1 if a robot or object has been detected and 0 otherwise.

Seven distance sensors are attached to the front side of the robot. The distance sensor can

detect walls, objects, and other robots within the sensor range. The distance sensor returns

*7 The Box2D is tuned to work well with meter-kilogram-second (MKS) units with simulating 60 time

steps per second. Hence, the object has a mass of 20 kg in the simulation.
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Fig. 7.3. Illustration of the task environment. The initial positions of the robots are

randomly placed within the gray shaded area.

a value that corresponds to the distance to the detected item or returns 0 if there are no

items within the sensor range. The sensor value from the distance sensor is normalized into

a real value within the range of [0, 1].

The electronic compass returns two real values corresponding to the facing direction of

the robot, i.e., the sine and cosine of the robot direction. The values from the electronic

compass are normalized in the range of [0, 1].

Additionally, one bias input is introduced that always returns the value of 0.5. In total,

eighteen inputs are collected from the sensors of the robot. The input values are fed into the

robot controller and return the output values for controlling the left and right motors of the

robot.
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Fig. 7.4. Sensor settings of the robot. The Romni and Rdist are the sensor range of the

omnidirectional camera and the distance sensor, respectively. The circular-shaped sensor

range of the omnidirectional camera is divided into four equal slices (C1 to C4). Distance

sensors are attached to the front side of the robot with an angular interval of π/6 radians

(D1 to D7).

7.2.3 Fitness Function

When designing controllers by the evolutionary robotics approach, an evolutionary algo-

rithm evaluates and optimizes the robot controllers based on a predefined fitness function.

The fitness function is typically designed based on the achievement of the task. The con-

trollers with higher fitness values are selected to produce the next population of candidate

controllers.

The fitness function for the cooperative transportation task is defined based on the

transport distance of the objects. First, a population of λ controllers is initialized with

having a minimal structure. The controller with a minimal structure has no hidden nodes, as

shown in Fig. 7.5. Each controller is copied to twenty robots and performs the cooperative

transportation task. The fitness value F of the controller is calculated using the following

equation:

F =

2∑
i=1

max (0, di) + 30.0c, (7.6)

where di is the vertical distance of the ith object transported towards the goal line, and

c is the number of objects that have reached the goal line. If the ith object has reached

di = 30.0, it will be considered to have reached the goal line. When the object is transported
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Table 7.1. Mutation probabilities of MBEANN.

Mutation probability Value

Add-node mutation pnode 0.03

Add-connection mutation plink 0.3

Synaptic weight mutation pweight 1.0

to the goal line, a new object will be generated at the initial position. The fitness value is

determined at the end of the task. The time limit of each simulation is set to 3000 time steps.

The controllers with higher fitness values are selected to reproduce the next population. The

population for the next generation is varied by using genetic operators. These processes are

repeated until the maximum number of generations.

7.3 Results and Discussion

In this chapter, MBEANN and NEAT are used to design a controller for the robotic swarm.

The mutation probabilities of the MBEANN are listed in Table 7.1. As for the selection

method of the MBEANN approach, a tournament selection with a tournament size of 20

is applied. The NEAT algorithm is implemented using the NEAT-Python library [83] with

the parameter settings determined based on the double pole balancing problem without

velocities described in [106]. The weight values are initialized with random values sampled

from a Gaussian distribution with a mean of 0 and a standard deviation of 0.05. Each weight
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Fig. 7.6. Transitions of the highest fitness values. The “mean” indicates the mean value

of the highest fitness values over the five evolutionary processes, while the shaded area

corresponds to the standard deviation. The “best run” indicates the transition of the

evolutionary process that has obtained the highest fitness value among the five evolutionary

processes.

value takes a real number within the range [−5, 5]. The population size is set to λ = 320

and the maximum generation of 500.

Five independent evolutionary processes are executed with different random seeds. The

transitions of the highest fitness values are shown in Fig. 7.6. In the case of MBEANN, two

out of five evolutionary processes stagnate around the fitness value of 60, while the other

three stagnate around 30. On the other hand, NEAT has scored lower fitness values where

only one out of the five processes stagnates above 30, and the other four stagnate just below

30. Moreover, NEAT shows a slow increase in the fitness values for all five evolutionary

processes scoring around 0 during the first 100 generations.

For further comparison, the controller that has obtained the highest fitness value among

the five evolutionary processes is selected and re-evaluated by executing the task for 100 trials.

In this re-evaluation, the time limit of the task is extended to 6000 time steps. The highest

fitness value is obtained in the 343rd generation for MBEANN and the 493rd generation for

NEAT. The results of the re-evaluation are shown in Fig. 7.7. When comparing the fitness

values scored in the re-evaluation, MBEANN scored significantly higher values than NEAT

(Mann-Whitney U test, p-value < 0.001). Moreover, the controller evolved using NEAT

showed a low performance by failing to transport an object for 88 out of 100 trials (see also

Fig. 7.7(b)). In contrast, the controller evolved with MBEANN succeeded in transporting at

least one object for 47 trials.

The total number of nodes and connections included in the best-evolved controller is

summarized in Table 7.2. The best-evolved controller in MBEANN has 38 hidden nodes,
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Fig. 7.7. Comparisons of the performance of the best-evolved controller developed with

MBEANN and NEAT over 100 trials with different random seeds. Each trial lasts for 6000

time steps.

Table 7.2. Total numbers of nodes and connections of the best-evolved controller. Eighteen

input nodes and two output nodes are included in the number of nodes.

Operon ID Number of nodes Number of connections

MBEANN 0 20 38

1 6 102

2 10 84

3 4 69

4 6 51

5 5 47

6 6 36

7 1 23

total 58 450

NEAT 31 261

while NEAT has only 11 hidden nodes. Additionally, Figs. 7.8 and 7.9 show the topological

structure of the controller that has obtained the highest fitness within each generation.

The number of nodes grows exponentially in the evolutionary process using MBEANN,

while NEAT increases linearly. However, due to the neutrality of the structural mutations,

controllers developed with MBEANN showed higher performance even with large network

structures.

The maximum number of available connections depends on the number of nodes, and
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Fig. 7.8. Transitions of the topological structure of the controller that has obtained the

highest fitness value within each generation using MBEANN. The “best run” correspond to

the evolutionary processes in Fig. 7.6(a).
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Fig. 7.9. Transitions of the topological structure of the controller that has obtained the

highest fitness value within each generation using NEAT. The “best run” correspond to the

evolutionary processes in Fig. 7.6(b).

hence the network size of the controller is more dominated by the number of nodes. In this

chapter, the probability of the add-node mutation of both MBEANN and NEAT is set to

0.03. The MBEANN algorithm has a faster growth of the network structure because the

add-node mutation is applied to each operon with a constant probability. This characteristic

will be beneficial if the task to be performed requires a neural network with many nodes. On

the other hand, the probability for the add-node mutation must be carefully set depending on

the task to prevent the neural network from excessive bloating. Moreover, a neural network

with a complex structure is typically not easy to analyze and interpret behavior.
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7.4 Conclusions

This chapter applied the MBEANN approach to design a controller for a robotic swarm.

MBEANN is a TWEANN algorithm that only applies mutations to evolve neural networks.

The controller evolved with MBEANN was compared with the controller designed by NEAT.

The controllers were evaluated in a cooperative transportation task, in which robots cooperate

to transport heavy objects to the goal line. The results of the experiments showed that the

controller evolved with MBEANN significantly outperformed the NEAT controller.





87

Chapter 8

Conclusions

This thesis presented automatic design methods for designing controllers for robotic swarms.

One of the challenges in the field of swarm robotics is designing control software for a

robotic swarm. The most common approach in the swarm robotics research community

follows a trial and error process to design a controller. This method is effective if the desired

collective behavior is simple enough for the designer to understand and program into the

controller. However, this method is guided only by the designer’s intuition and experience.

As an alternative method, the automatic design method develops controllers by transforming

the design problem into an optimization problem. This thesis focused on the evolutionary

robotics approach, which is the most often used automatic design method. So far, there has

been little progress in studies using automatic design methods within the swarm robotics

community. This thesis contributed to the swarm robotics community from the following

two aspects.

First, this thesis developed controllers for robotic swarms using the evolutionary robotics

approach to perform tasks that are difficult to design controllers by hand. Chapter 3 showed

how the evolutionary robotics approach could be applied to generate collective cognition by

robotic swarms in the foraging task. In this chapter, the controller for the robotic swarm

was developed to distinguish between two types of objects and transport one of them to the

goal. The robot could not distinguish between the two types of objects because the sensory

inputs were set to handle them as the same objects. The controller for the robotic swarm

was successfully developed to accomplish the foraging task. In Chapter 4, the controller

was developed to manage congestion in the path-formation task. The developed controller

enabled the robots to perform behavioral specialization to mitigate congestion. In addition,

Chapter 5 further investigated the behavioral specialization within the robotic swarm that

emerged in Chapter 4. Chapter 5 showed the importance of the embodiment of robots which

is sometimes neglected in swarm robotics. The robot embodiment would influence not only

the performance but also the behavioral specialization to solve the task.
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Second, this thesis presented novel evolutionary robotics approaches to design controllers

for robotic swarms. Chapter 6 proposed an evolutionary robotics approach that applied echo

state networks as robot controllers. The results showed that echo state networks could reduce

the effort required in designing the parameters of the robot controller. Besides, the echo state

networks showed a faster convergence in optimizing controllers than the traditional recurrent

neural networks. Chapter 7 proposed an evolutionary robotics approach that evolves both

the weight values and the structure of neural networks. The algorithm called Mutation-Based

Evolving Artificial Neural Network (MBEANN) was employed to design the controller for

the robotic swarm. The performance was compared with NeuroEvolution of Augmenting

Topologies (NEAT), which is a widely used algorithm to evolve both topologies and weights.

The results showed that the robot controller evolved with MBEANN outperformed the NEAT

controller in the cooperative transportation task.

8.1 Future Work

Despite its potential to solve tasks, robotic swarms have yet to be adopted for real-world

problems [21, 25]. Typically, the evolutionary robotics approach requires a considerable

amount of time. Therefore, in this thesis, all of the experiments were conducted in computer

simulations. When considering the experiments using robotic swarms in the real world, the

major problem will be the reality gap [39, 59, 101]. The reality gap is the problem that

occurs when controllers developed in computer simulations are transferred to the physical

robots. In more detail, the controllers that showed high performance in computer simulations

become ineffective when transferred to the robots in the real world.

As for now, there is no general method to overcome the reality gap problem. Therefore,

overcoming the reality gap could be one of the possible future directions. Some recent

promising approaches to reduce the reality gap, e.g., [67, 78], could be combined with the

evolutionary robotics approaches described in the thesis. Another way to overcome the

reality gap could be online evolution [11, 39], which evolves controllers while the robots

perform their tasks. The development of a novel approach for online evolution is left for

future work. In addition, further developments of the research on digital twins [42] and

cyber-physical systems [86, 112] could be merged with swarm robotics to address real-world

problems.

Furthermore, when considering real-world applications, it is important to know how robotic

swarms are behaving. In particular, robotic swarms should avoid causing accidents or harm

due to unexpected behaviors. The collective behavior is often considered as a complex system

that is difficult to analyze and understand its behavior [84, 97]. Therefore, the research on

a general analysis of collective behavior is left for future work. Also, neural networks are

typically difficult to understand how they are working. Hence, robot controllers developed
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with the evolutionary robotics approach using neural networks are difficult to understand

their behavior. The research on neural networks is rapidly progressing with the help of the

deep learning community. Further developments on neural networks might make it possible

to understand the behavior of robotic swarms that use neural networks. The research

on human-swarm interaction [65] could be another fundamental topic when considering

real-world applications with a human operator taking control of robotic swarms. As for now,

almost none of the studies have focused on human-swarm interaction using automatic design

methods. Therefore, how to apply automatic design methods for human-swarm interaction

is left as possible future work.
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