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A flurry of recent papers (Brown et al., 2020; Kremmel & Schmitt, 2016; McLean, 2018; Stoeckel et
al., 2018; Treffers-Daller et al., 2018) highlight how different operationalizations of what constitutes a ‘word’
influence learner vocabulary knowledge measures. In the field of second language writing in particular, the
vocabulary used in learner texts is an important means of evaluating language ability. However, before
making any quantitative analyses of this vocabulary, it is first necessary to ensure that appropriate word
counting units are used. One means of examining word counting is through the lens of lexical diversity
measures. Lexical diversity (LD) is a measure of the variety of word knowledge exhibited in speaking or
writing, and is used in a number of assessment tools to predict learner proficiency levels. In this review
article, we examine a recent study (Jarvis & Hashimoto, 2021) that investigates three LD measures (MTLD,
MTLD-W, and MATTR) using five different word unit operationalizations.

A SUMMARY OF JARVIS AND HASHIMOTO (2021)
Overview

Jarvis and Hashimoto (2021) investigate five different operationalizations of word types within three
lexical diversity (LD) measures. The aim is to determine the most helpful LD measures and to demonstrate
potential influences of the different word units on each LD index. Their three LD measures consist of the
measure of textual lexical diversity (MTLD), moving average MTLD with wrap-around measurement
(MTLD-W), and moving average type-token ratio (MATTR). They employ five different definitions of word
types: orthographic forms, lemmas with automated part-of-speech (POS) tags (lemmas-A), lemmas with
manually corrected POS tags (lemmas-C), flemmas, and word families. Jarvis and Hashimoto utilize the
three LD measures and five types of word units to examine 60 narrative essays written by English, Finnish,
and Swedish first-language speakers. Fifty-five human raters evaluated each writing sample, with raters
comprising 20 graduate (first-language users of English) and 35 undergraduate students (15 first-language
speakers of English; 20 second-language speakers of English with TOEFL iBT scores over 100) studying
linguistics in a university in America. The results for the three LD measures (MTLD, MATTR-50, and

MTLD-W) were found to be similar, meaning that it was not possible to determine whether individual
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measures outperformed others. Mixed results were reported for two of the word units (orthographic forms
and lemmas-A) across the LD measures; in contrast, the other three word units (word families, flemmas, and

lemmas-C) yielded very similar results across the three LD measures.

Issues Concerning the Assessment of Lexical Diversity

Jarvis and Hashimoto present three main issues in assessing LD: differing operationalization of types,
text length, and human LD ratings. They explain that, in essence, LD relates to word variety in writing and
speaking, and word variety can be measured by the number of different words found in written or spoken
texts. Tokens are instances of each word occurring in a text, and multiple tokens are repeated items of those
found earlier in the text. Conversely, types represent the number of unique words in the text without
repetition. Jarvis and Hashimoto state that most LD measures are variety-repetition (VR) measures,
dependent on the counting of types. Since types are so important in LD as measured by VR, Jarvis and
Hashimoto believe that it is crucial to reach a theory-and-evidence-based principle of how types should be
determined and described in this field.

Text length has long been a major issue for LD measurement, and one that many studies have
questioned. Jarvis and Hashimoto suggest that there are several VR measures that can potentially address
this concern. They cite Carroll (1938) as being the first to devise a means to solve the problem of text-length
variation; many other researchers have since followed (e.g., Carroll, 1964; Covington & Maas, 1972; Dugast,
1978; Guiraud, 1960; Herdan, 1960; Johnson, 1939; McFall, 2010; McKee, Malvern, & Richards, 2000;
McCarthy, 2005; McCarthy & Jarvis, 2007; Vidal & Jarvis, 2020; Yule, 1944).

Lexical Diversity Measures

The different measures of lexical diversity are a function of the type-token ratio (TTR, Johnson, 1939),
which computes the total number of types (unique words) divided by the total number of tokens (all words)
in a text. The Mean Segmental Type-Token Ratio (MSTTR, Johnson, 1944) divides the text into equal-sized
parts and takes the mean of the TTRs of several consecutive samples as the final LD score. The problem with
MSTTR is that not all the text is used during the calculation process, and this discarding of data has a
significant impact on the LD measurements in short texts (McCarthy & Jarvis, 2010).

D (Malvern & Richards, 1997) appears to be the most widely used LD measure. D is calculated using
CLAN (Computerized Language ANalysis) software, developed by Brian MacWhinney (2000). The
calculation is made through a series of random sampling and curve-fitting procedures by the vocd program
within CLAN. Jarvis and Hashimoto (2021) affirm that D increases along with text length, as recorded by
both Fergadiotis, Wright, and West (2013) and McCarthy and Jarvis (2007, 2010).

The Measure of Textual Lexical Diversity (MTLD), developed by McCarthy (2005), uses sequential
analysis of a sample. A constant TTR value (e.g., under 0.72) is maintained for increasingly longer parts of
the sample. For instance, MTLD computes TTR from the first word, the first two words, and so on, until it
drops below 0.72. If a TTR value falls below 0.72 at 55 tokens, then the first segment length is 54. The
MTLD program then calculates the second segment from token 55, and the final MTLD value is a measure
of the mean length of all such segments in which the TTR remains above 0.72.

The Moving Average Type-Token Ratio (MATTR), introduced by Covington and McFall (2010), is
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also a VR measure. MATTR employs a ‘moving window’, which estimates TTR for each successive window
(a fixed length of text, e.g., 50 tokens) until the end of the text; the resultant final MATTR is the mean TTR
value of all segments of the text. One advantage of MATTR is that it includes all the words in each text.
MTLD-W, introduced by Kyle, Crossley, and Jarvis (2020) and Vidal and Jarvis (2020), adopts the
moving window approach of MATTR, while including a ‘wrap-around’ process that calculates the final
segment length by adding words to the initial segment of a text until a TTR of 0.72 is reached.
Since MATTR and MTLD appear to be more accurate than other LD indices, and MTLD-W offers

improvements on MTLD, Jarvis and Hashimoto (2021) chose to use these three LD measures in their study.

Defining Word Units

Akey issue addressed by Jarvis and Hashimoto (2021) relates to the different ways in which word units
can be defined, and how best to operationalize these units in LD studies. Existing possible categories consist
of word families, flemmas, lemmas, and orthographic forms. Word families include all derivations and
inflections of the same root (Bauer & Nation, 1993). Flemmas cover all inflections of words with the exact
spelling irrespective of the meaning, or part of speech (Pinchbeck, 2014). Lemmas are all the inflections of
a word with the same part of speech. With orthographic forms, all inflections are regarded as different types.

In Jarvis and Hashimoto’s paper, all four different word units are employed.

Subjective vs. Objective Constructs of Lexical Diversity

Jarvis and Hashimoto also consider conceptual elements, both subjective and objective, that comprise
the construct of lexical diversity. For this purpose, they refer to Zipf’s (1935) study, which regarded lexical
diversity as a phenomenon existing fundamentally in the mind, relating more to redundancy in language use
(a subjective construct) than to repetition (an objective construct). Similarly, Yule (1944) treated ‘lexical
richness’ as a reflection of the number of types in a learner’s mental lexicon. Jarvis (2017) presented a study
investigating Zipf’s suggestion that human perception of lexical diversity could be superior to other LD
measures. In this earlier study, Jarvis observed that human judges were consistent in their ratings without
receiving any training. In Jarvis and Hashimoto’s (2021) study, which employs the same methodology as
Jarvis (2017), the raters appeared to offer high inter-rater reliability (Cronbach’s alpha > 0.90), suggesting
again that human raters show excellent agreement without any training or LD rubric. While few studies have
explored the relationships between human ratings of LD and LD measures, Jarvis and Hashimoto posited

that VR measures of LD would be able to account to a large degree for the variation in human judgments.

Research Objectives

Jarvis and Hashimoto’s primary aim was to ascertain the most effective of the three VR-based LD
measurements (MTLD, MATTR, and MTLD-W), when compared with LD as determined by human ratings.
An additional goal was to discover which word unit definitions most closely reflect human ratings. Also,
since the application of different word units requires part-of-speech (POS) tagging, Jarvis and Hashimoto
wanted to compare the accuracy between automated POS tags and human corrected POS tags. In their study,
they ran the cleaned texts through the TreeTagger program automatically, with TreeTagger adding the POS

tags and the base form lemma/flemma to the orthographic forms. To establish the accuracy of TreeTagger,

— 111 —



they also included the human corrected POS tag process. Accordingly, their two major research objectives
were to determine: (1) which VR measures (MTLD, MTLD-W, MATTR) mirror human ratings; and (2)
which word units worked best amongst the three LD measures.

The five categories of word units used in the study are orthographic forms, lemmas-A (lemmas with
the automated POS tagger), lemmas-C (lemmas with manually corrected POS), flemmas, and word families.

The Corpus

The corpus data for the study came from Jarvis (2017), with participant English essays written by first-
language users of English (n=13), Finnish (n=31), and Swedish (#n=16). Participants were required to write
a narrative descriptive essay about an eight-minute-long portion of the Chaplin film Modern Times. All
writing samples were rated for CEFR writing proficiency by 41 college students majoring in linguistics.
Fifty-five human raters judged the LD of each essay, with all raters being undergraduate or graduate students
of linguistics. These two groups of human raters did not receive any training, but reportedly had high inter-
rater reliability (Cronbach’s alpha =.977 and .983). Jarvis and Hashimoto’s data computing process differed
from many earlier LD studies. Instead of using existing programs, they created their own Python scripts
using the three LD measures (MTLD, MTLD-W, and MATTR). They utilized the Tree-Tagger program to
produce POS tags automatically, and treated lemmas and flemmas as lemmas-A. They also created a file
with corrected POS tags (lemmas-C). Root forms of all words based on Bauer and Nation’s (1993)

classification of level-six word families were listed.

Results

The results of the research demonstrated a high degree of accuracy for TreeTagger (accuracy statistics
above 0.90) across major POS divisions except for expletives. Pearson correlations (see Table 1) indicate
that MTLD had the highest correlations with lemmas-C. The word family worked better with MTLD-W;
lemmas-A performed better with MATTR-50.

TABLE 1. Pearson Correlations between Automated Measures and Mean LD Ratings

MTLD MTLD-W MATTR-50
Orthographic form 0.490 0.411 0.499
Lemma-C 0.528 0.474 0.478
Lemma-A 0.384 0.363 0.501
Flemma 0.516 0.466 0.476
Word family 0.525 0.485 0.485

Note. All coefficients in this table have a p-value less than 0.00133
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Jarvis and Hashimoto also compared five different operationalizations of word types within the three
LD measures through pairwise comparison. Their results indicate that word family, flemma, lemma-C, and
orthographic form outperformed lemma-A in MTLD, and that word family outperformed lemma-A in
MTLD-W. Regarding MATTR-50, lemma-A outperformed orthographic form, flemma, and word family,
and orthographic form outperformed flemma. Moreover, MATTR-50 outperformed MTLD-W when using
lemma-A word types. Linear regression analysis indicates that the highest values were obtained with MTLD
by using lemmas-C and word families. In addition, using Cook’s distance, Jarvis and Hashimoto investigated
the texts that did not meet their designated criteria with the automated LD measures or different types of

operationalization; five texts were found to be outlier texts.

Conclusions

Jarvis and Hashimoto conclude their paper with a discussion of three main points. First, they retrace
their research questions and note that MTLD correlates most highly with human ratings, followed by
MATTR-50 and MTLD-W. They report no significant differences between LD measures, and their confidence
intervals revealed few substantive differences between operationalizations of types following as many as
thirty comparisons. However, they suggest that their results do not imply that all the measures or types
provide the same function. Their findings also indicate that using the uncorrected POS tags (lemma-A)
might lead to unreliable results; MATTR-50 should not be expected to produce better results with less
favourable data. In addition, orthographic forms produced the second strongest correlations with human
ratings for MATTR-50 (=.499), but the second weakest correlations with MTLD (=.490) and MTLD-W
(r=.411). They attribute the reasons to window size, noting that further investigation is necessary into the
relationships between measures, window size, and types. In their study, Jarvis and Hashimoto also observe
that among types, word families played a constant and significant role, yielding the second highest correlation
with human judgments and MTLD (r=.525), the strongest for MTLD-W (»=.485), and the third highest for
MATTR-50 (=.485). They suggest that this finding is quite unexpected, citing recent papers which claim
that lemmas (Kremmel, 2016; Kremmel & Schmitt, 2016) and flemmas (McLean, 2018) are more appropriate
than word families to assess vocabulary knowledge. Jarvis and Hashimoto believe that highly professional
human raters would judge words with the same root as being less diverse than words belonging to a variety
of word families. They conclude that word families, flemmas, and lemmas-C were the three most stable
types in their studies.

The second point relates to the accuracy of TreeTagger in their study, which was an unexpectedly high
97.2%. In their research, Jarvis and Hashimoto investigated accuracy in connection with three prominent
POS tags — noun, verb, and adjective — and they maintain that human examinations of POS mainly focus on
these macro-level tags. However, they also suggest that even a small number of POS mistakes can have
contrary effects on LD measurements. Therefore, they consider that POS accuracy checking is essential, and
is something that needs to be implemented in future natural language processing and applied linguistics
studies.

Third, Jarvis and Hashimoto suggest that a degree of construct validity is demonstrated in their paper,
since each of the three measures accounted for no more than 27.6% of the variance relating to the LD of

human judgments, indicating there were factors other than VR measures that could influence LD. Jarvis
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(2013a, 2013b, 2017) has suggested that there are as many as seven variables that might explain differences
in human ratings, and the VR measures of LD under discussion here might only be a small part of the LD
construct.

A CRITIQUE OF JARVIS AND HASHIMOTO (2021)

Jarvis and Hashimoto’s (2021) paper represents a pilot study that attempts to validate three VR
(variety-repetition) measures of lexical diversity with human rater LD scores according to five
operationalizations of word units. Their study contributes to current LD studies both methodologically and
theoretically. The research, however, is not without its shortcomings, and we turn our attention to these in

the following sections.

Problems with the Corpus

First, the corpus used in the study is problematic. As the authors themselves point out, many texts in
their corpus are short, with some comprising fewer than 150 words. Widely observed within LD studies, if
texts are too short, no differences between the different operationalizations of types among texts can be
observed. According to Kyle et al. (2020), Jarvis and Hashimoto (2021), and Vidal and Jarvis (2020), human
judgments tend to be influenced by text length, and usually, long texts receive higher lexical diversity scores
simply because longer texts include a greater range of ideas. The texts in Jarvis and Hashimoto’s corpus are
all narrative writing samples describing a movie clip, meaning only one genre is covered; also, there are only
sixty essays in total. As for the participants, only those at four proficiency levels from CEFR A1 to B2 level
are included in their study, with just two students at B2 level, and nine students at A1. If the intention of the
research is to build a standard for current LD studies, then a much larger corpus, which includes more genres
and writing samples from participants at different proficiency levels, will be necessary.

Determining the Most Appropriate Word Units

Further concerns are that the most appropriate types across all three LDs have not been determined in
the research, and neither have the types that best fit specific measures. Through an examination of three
similar LD measures using different definitions of word types, the authors report mixed results, suggesting
that the choice of word unit influences the measurement of LD. Decisions regarding which types are most
appropriate for use in future studies need further explication. Jarvis and Hashimoto claim that the most
stable word counting units employed in their study are word families, flemmas, and lemmas-C (lemmas with
human corrections). One element that needs considering, however, is that they take word families as being
at level six of Bauer and Nation’s (1993) levels of word family. Counting word families in this way reduces
learner LD scores during the calculation, because it treats all the words which share the same root as the same
type, and so will not distinguish between participants with different levels of word knowledge. In Jarvis and
Hashimoto’s study, most participants belong to A2 (n=23) and B1 (n=26) CEFR levels. Lower-level learners
will know fewer derivations and inflections, so it is necessary to choose the level of word family carefully,
or to consider using other lexical units, in order to measure their productive vocabulary knowledge more

accurately.
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Accuracy of Human LD Rating Scores

The third main reservation we have with Jarvis and Hashimoto’s paper relates to the human rating of
LD scores, and the fact that using a large number of human raters to measure LD is hard to implement in
practice. In their study, 41 human raters rated both the writing qualities and LD scores, indicating that the
same raters had been used twice to rate the same essays. Human raters scored the writing samples using the
CEFR Overall Written Production rubric, and they also rated LD after being told that it is not the same thing
as writing quality. Because the raters did not receive any training in the rating of LD, it is unclear to what
extent the CEFR writing rubric might have influenced them. In other words, the accuracy of their LD rating
is questionable.

Regarding the number of human raters in the study, there were 55 reliable raters remaining after four
non-native raters were removed. To find as many reliable raters as this to rate all the writing samples in a
study seems impractical. Kyle et al. (2020) also adopt direct human judgments in rating all writing samples,
while in their paper they use the adjustment scores from two trained human raters until the raters reach an
agreement on the same essay. In Kyle et al.’s research, abundance (number of different types) was found to
reflect the LD rating most. It should also be pointed out that Jarvis and Hashimoto’s study includes both
native and non-native raters, and the potential influence of the different first language of the raters has not

been considered.

CONCLUSION

Jarvis & Hashimoto’s paper is important because it employs three widely used LD measures (MTLD,
MTLD-W, and MATTR) to evaluate language learner proficiency levels from CEFR Al to B2. Their study
also includes five different word units for each LD measurement to investigate how these might influence the
LD results in distinguishing different proficiency levels. Their findings indicate that the three LD measures
produce different results with five types of word units. These mixed results suggest that lemmas, flemmas,
and word families work well with all three LD measurements, with further research required in this area.

Our evaluation of the paper has highlighted three main weaknesses with Jarvis and Hashimoto’s
approach. The first relates to the corpus used in their paper: Some of the texts are short (fewer than 150
English words), which undoubtedly influenced the LD scores as judged by the human raters. In addition, the
corpus does not include texts written by high proficiency level participants (C1 and C2 learners), and there
are only two B2 proficiency level participants. The second shortcoming concerns the failure of the study to
determine which word units work better than the others across the three LD measurements. The third
weakness of the research relates to the human raters used in the study: Fifty-five raters scored the LD, of
whom 41 also rated the writing quality of the essays; whether the raters have been influenced by the CEFR
writing rubric remains unclear.

Further research is necessary to address the questions emerging from Jarvis and Hashimoto’s study.
Future studies might look more closely at the construct of lexical diversity, the POS taggers used, and the
issues relating to lexical diversity measurements (e.g., the interaction between measures, window size, and

operationalization of types). Research investigating corpora with a wider range of texts is also needed.
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This review article examines a recent study (Jarvis and Hashimoto, 2021) investigating three lexical
diversity (LD) measures, each using five different word unit operationalizations. Jarvis and Hashimoto’s aim
is to determine the most effective LD measures and demonstrate the potential influences of the different word
units on each LD index. The LD measures include the measure of textual lexical diversity (MTLD), moving
average MTLD with wrap-around measurement (MTLD-W), and moving-average type-token ratio
(MATTR). Each measure is investigated with types operationalized as orthographic forms, lemmas using
automated part-of-speech (POS) tags, lemmas with manually corrected POS tags, flemmas, and word
families. These measures are used to examine 60 narrative essays written by English, Finnish, and Swedish
first-language speakers; correlations with the LD ratings of 55 human raters are investigated. Jarvis and
Hashimoto conclude that while the three LD measures are comparable, two of the word unit operationalizations
produce mixed results.

In the review, following a summary of the paper and explanation of important concepts, the strengths
and weaknesses of the study are evaluated with a view to assessing its importance in the field. Jarvis and
Hashimoto’s research undoubtedly advances understanding of lexical diversity and its measurement.
However, there are problems concerning the corpus of texts and the human raters used in the study. Also, the

question of which word units work best remains unanswered.
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