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PREFACE 

X-ray microscopy has attracted great attentions since it allows for observation of the inner 
structure of materials and of biological cells. In particular, water-window (WW) soft X-ray 
(wavelength: 2.3-4.4 nm) having drastic change of transmission between carbon and water – 
the main constituents of living organisms –achieves a high imaging contrast. In order to 
observe an intact and vivid specimen with a high spatial resolution, a bright X-ray is required, 
whereas the blurring effects occurred in the specimen has to be suppressed by using 
nanosecond X-ray pulses. One of the candidates for intense and short X-ray pulse is laser-
produced plasmas. However, the conversion efficiency from laser energy to X-ray is even 
weak (for WW X-ray wavelengths: ~1%), which hinders the realization of practical X-ray 
microscope. 

Recently, it was found that the enhancement of WW soft X-rays from laser-produced gold 
plasmas was observed under N2 atmospheres. However, the laser used was 100-J class high-
power laser, and the repetition rate was 3 hours/shot. In order to provide an affordable, 
tabletop X-ray microscope suitable to laboratory base experiments, a commercial joule-class, 
10 Hz laser system would be preferable. The new finding on the X-ray enhancement and 
requirements for compact X-ray microscopes motivated to conduct more sophisticated 
experiment and simulation. The objectives of the present thesis research are as follows:  

 
(1) Confirmation that this phenomenon occurs by a compact laser system,  
(2) Enhancement of X-ray yields and identification of the mechanism,  
(3) Installation of the various X-ray diagnostic apparatus and development of reliable 

radiation hydrodynamics simulation code for Au plasma. 
 
The enhancement of WW soft X-rays emitted from Au laser plasmas under various 

gaseous surroundings (N2, O2, Ne, He, Ar) was investigated. A gold slab target was irradiated 
with a Nd:YAG laser pulse (wavelength: 1064 nm, duration: 7 ns, energy: <1 J). Emission 
spectroscopy was carried out to measure the X-rays from Au plasmas. The results showed 
that with increasing N2 gas pressure the WW X-ray yields were also increased. Thus, the 
result observed by the high-power laser was reproduced by the low energy laser system. At 
400-Pa N2 atmosphere, the yield became higher by 13 times than that in vacuum. Considering 
that this trend was obtained only in N2 atmospheres, thus the reason for this enhancement 
should be found in atomic structure attributed to the nitrogen atom/molecule. 

In order to clarify the enhancement mechanism, the radiation hydrodynamics simulation 
was conducted to investigate plasma parameters. In addition, the flexible atomic code was 
employed to align the spectra from various charged Au ions. By considering the results 
obtained by the experiments and simulation data comprehensively, the underlying physical 
mechanism responsible for the increase was revealed. First, the photoionization of N 1s inner-



vi 
 

shell electron by broadband X-rays created many Auger electrons because it’s cross section 
is very high (~1 Mbarn). The Auger electrons with quasi monochromatic energy of 360 eV 
caused state selective collisional excitations of 4d-4f and 4f-5g in Au21+ and Au22+ ions, and 
subsequent intense radiative decay resulted in the X-ray enhancement of 345-375 eV photons. 
Consequently, the energy down-conversion of hard X-ray could be main reason for the 
enhancement in WW soft X-ray. 

For more comprehensive understanding of the enhancement mechanism and further 
intense X-ray emission, a sophisticated radiation hydrodynamics simulation code 
incorporated with reliable opacity data and N2 gas effects is necessary. Therefore, X-ray 
diagnostic tools were installed in a vacuum chamber to measure the spatiotemporal emission 
profile and X-ray spectra with a high dispersion, by which reliability of the simulation code 
was validated. A grazing incident spectrometer equipped with a toroidal mirror and flat field 
grating measured the spectral profile and provided 2D image of a given wavelength. A 
pinhole camera with thin foil filters observed direct X-ray images. In addition, the temporal 
evolution and emission energy of the laser plasma X-ray were determined by two Si detectors. 
On the other hand, 2D radiation hydrodynamics simulation (Star2D) for laser plasma was 
significantly improved and became applicable to Au laser plasmas. The experimental data 
were in excellent agreement with the simulation results. Thus, the development of the reliable 
laser plasma simulation code was successfully achieved. 

The results obtained throughout this thesis absolutely contributes to development of a more 
intense, short pulse laser plasma X-ray radiation source, by which a compact, low cost X-ray 
microscope will be realized and provides a powerful tool for various scientific fields in near 
future.  
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1 INTRODUCTION 

1.1 X-ray and X-ray microscope 

Since the discovery1 of X-rays by German mechanical engineer and physicist W. C. Röntgen 
125 years ago [1], scientists around the world tried to improve the original design of the 
cathode-ray tubes, which happened to emit that new kind of rays coincidentally, when 
accelerated electrons were slowed down2 as they hit the rear part of the glass tube [2]. Their 
great value for biologists and medical professionals was immediately obvious since X-rays 
have the remarkable ability to penetrate soft materials such as wood or skin deeply and give 
good contrast between tissue and bone structures [3]. Their position in the electromagnetic 
spectrum (Fig. 1) lies far beyond visible light, at photon energies more than 100× higher (e.g. 
500 eV) – enough to ionize inner-shell electrons of light elements such as nitrogen. 

 
Fig. 1: The electromagnetic spectrum between infrared (IR) and hard X-rays (HXR). The wavelength (here 
given in units of nm) corresponds to the color of visible light. The shorter the wavelength, the higher the energy 
(blue light has higher energy than red light). The absorption K-edges of many elements occur in the soft X-ray 
spectral region, where photon energies match the element-specific excitation/ionization energies. X-rays can 
have wavelengths shorter than the size of a hydrogen atom (2𝑎0) [4]. 

To deepen the understanding of biological cells and the function of their sub-structures, a 
device to observe them alive3 and with resolution beyond that of optical microscopes has 
been demanded for a long time. During the last century, X-ray microscopes where built to 
enhance human`s vision down to a microscopic scale still suffered from limitations in terms 
of their contrasts and spatial resolutions [5] [6]. To overcome these obstacles, soft X-ray 
microscopy (SXRM) has been widely employed, utilizing the high absorption ratio between 
water and carbon – the main constituents of living organisms4. Since their atomic resonances 

 
1 Fluorescent minerals in the lab of W. C. Röntgen accidentally began to glow as X-ray light shed upon them. 
2 This process is nowadays known as bremsstrahlung (lit. “braking radiation”). 
3 In contrast, high-resolution electron microscopy requires sample preparation (staining) that liquidate the specimen. 
4 Condensation – a bio-chemical reaction that creates macromolecules (e.g. carbohydrates) under the loss of water – 
illustrates, why living cells consist of so much water and carbon: m-OH + HO-m ↔ m-O-m + H2O 

https://www.google.co.jp/url?sa=i&url=http%3A%2F%2Fdocplayer.net%2F42167958-Optics-for-euv-xuv-xr-sources-and-laboratory-submicron-microscopy.html&psig=AOvVaw3fRAxU6_e3rt3l_A1cRJRd&ust=1593397287925000&source=images&cd=vfe&ved=0CAIQjRxqFwoTCPjy76-5o-oCFQAAAAAdAAAAABAE
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lie mainly in the so-called “soft X-ray” spectral region5, this radiation is strongly interacting 
with tissues [7]. More specifically, the absorption K-edges of atomic carbon and oxygen 
define the operation region – the so-called water-window (WW) wavelengths (2.3 ~ 4.4 nm, 
Fig. 2) [8] [9] [10]. In this wavelength-region, the photon-scattering (Compton scattering and 
Rayleigh scattering) is negligible compared with absorption in biological specimens, so 
contrast is not degraded by scattering from other layers, providing good conditions for X-ray 
imaging [11] [12]. 

 
Fig. 2: The water-window X-ray defined by the oxygen absorption K-edge and the carbon absorption K-edge 
at 2.3 nm and 4.4 nm, respectively. Here, the curves are drawn for a layer thickness of 1.0 µm (water) and 
1.0 µm (carbohydrate). The K-shell is the innermost electron orbit in an atom, where the binding energy is 
higher than elsewhere [13]. 

Basically, there are two types of X-ray microscopes, distinguishable by their imaging 
principle. The imaging type is based on optical components, that are used to collect, focus 
and image the X-rays (Fig. 3). The second type is based on the so-called contact-method, 
where no imaging optics are used (Fig. 4). In either case, the X-rays act as the illuminating 
light, which is necessary to see the specimen, comparable to the visible light used in 
conventional optical microscopes. The advantage of the contact method is, that it is simple 
and affordable, because no fragile and expensive optics are needed to collect X-rays and do 
the imaging. The optical alignment of the setup is also much easier. On the downside, the 
handling of the photographic plate is delicate, and readout takes time. Since direct 
illumination (i.e. no focusing) is used, the finite size of the X-ray source causes penumbral 
blurring. The image further suffers from edge-diffraction caused by sharp structures in the 
specimen. The blurring mechanisms of the contact method are described in [14] and can be 
calculated according to Eqs. (1-1) and (1-2), derived by using geometric approximations and 
the Euler spiral, 

 
5 There is no exact definition of spectral regions, such as far infrared, extreme ultraviolet, or soft X-rays. 
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𝛿f = √ℎ𝜆 , (1-1) 

𝛿p = 𝐷ℎ/𝑑 , (1-2) 

where 𝛿f  and 𝛿p  stand for diffraction blurring and penumbral blurring, respectively. 𝐷 
resembles the diameter of the X-ray source, 𝑑 is the distance between the X-ray source and 
the specimen, and ℎ is the distance between the specimen and the photoresist. Diffraction6 is 
the ability of light to enter geometrical shadow regions, when it “bends” around sharp 
contours, such as corners, apertures or slits.  

 
Fig. 3: Imaging type SXRM. The X-ray radiation from a synchrotron source is collected via a condenser Fresnel 
zone plate and focused down to the specimen. A second Fresnel zone plate is used as an objective to project the 
image onto the imaging plane, where a 2-dimensional detector (e.g. CCD camera) records the image [15]. 

 
Fig. 4: Contact-method SXRM. A target is irradiated with a high-energy laser to create a plasma that radiates 
X-rays onto the specimen. Cells are grown on a thin collagen layer (e.g. 50 nm) that is directly contacted to a 
photographic plate (e.g. 500-nm PMMA) (1). After the X-ray irradiation, a chemical treatment with an organic 
solvent (e.g. Chlorobenzene) is necessary, to develop the photoresist plate (2). Finally, an atomic force 
microscope (AFM) probes the 3D-surface of the plate (3). The topological height information corresponds to 
the absorption of X-rays due to a given cell feature [15]. 

 
6 To get a feeling for the penumbra-effect, it is instructive to imagine one’s own body contour projected onto 
the ground by the sun light. The boarder is defined by a fluent transit from the shadow into the light, as rays 
from different areas of the sun’s surface cross the body’s contour under slightly different angles. 
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In recent years, in order to provide SXRM with brilliant radiation of WW soft X-rays, the X-
rays generated in large synchrotron radiation and free electron laser facilities have been 
utilized, by which spatial resolutions up to 10 nm have been demonstrated so far [16] [17]. 
Brilliance is defined by Eq. (1-3) and describes the photon flux of a certain spectral band in 
a given direction concentrated on a spot. 

Brilliance ∶= [
photons

s∙mm2∙mrad2∙0.1%BW
] . (1-3) 

Nonetheless, the access to such leading high-energy laser systems is limited and the optical 
systems require cooling times of several hours per shot, making it more challenging to 
acquire statistical data from experiments. One of the highest spatial resolutions achieved to 
date have been obtained by utilizing a powerful soft X-ray synchrotron radiation source – the 
advanced light source (ALS) in Lawrence Berkeley National Laboratory in California. Chao 
et al. [16] employed a conventional full-field transmission SXRM (XM-1 at the beamline 
6.1.2) and a scanning transmission SXRM (MES-STXM, at the beamline 11.0.2) as depicted 
in Fig. 5 (a) and (b) [13]. 

 
Fig. 5: Schematics of conventional full-field transmission SXRM (a) and scanning transmission SXRM (b). In 
the conventional method, two zone plates are used for collection and imaging of the X-rays. The plane mirror 
and the pinhole are wavelength selective and serve as a monochromator. The scanning method utilizes only one 
zone plate and employs an OSA, to cut certain diffraction-orders. The sample is moved transversally to allow 
for scanning [16]. 
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1.2 Plasma X-ray source 

The various kinds of X-ray sources can be grouped by their methods of generation, namely 
discharge sources (current-driven), electron-impact sources (particle beam), and laser-
produced sources (light-matter interaction). Each of these technologies comes in a variety of 
executions. The most important designs will be presented in the following. 

1.2.1 X-ray tubes 
X-ray tubes are based on the design of the early electrical discharge tubes, first invented by 
Sir William Crookes [18]. A high voltage is applied between two electrodes partly under 
vacuum condition and cathode rays are ejected from the cathode, yielding a glowing 
appearance dependent on the gas in the vacuum tube. Around the negative pole, a dark space 
forms – called the Faraday dark space. In order to investigate it, Crookes designed various 
discharge tubes, one of which is illustrated in Fig. 6. 

 
Fig. 6: One of Crookes’ X-ray tubes designed to investigate the dark space around the negative pole a. The 
voltage is applied between a and b. The length of the dark space is measured by the scale at e. By using a 
magnet, the electron rays could be deflected, which is measured with the scale at screen d. The aperture in the 
screen c allows for imaging the deflection of rays at screen d when a magnet is used to deflect the electron beam 
[18]. 

In fact, as electrons travel through the gas, they eventually collide with an atom, causing 
fluorescence. However, as the gas was more and more evacuated from the tube, the dark 
space extended down the line towards the anode. Finally, when completely evacuated, the 
electrons are accelerated without collision to a high velocity, so that they frequently do not 
hit the anode but pass it and hit the back wall of the glass tube instead. From the collisions 
with high-energy electrons, the electrons in the glass tube become excited, and as they de-
excite back to their ground state, visible radiation (fluorescence) is given off [19]. A 
conventional X-ray tube in a typical X-ray machine has a lifetime of less than one year, since 
it is comprised of a metal filament cathode, which shows failure due to the high operation 
temperature resulting from resistive heating up to more than 1000 °C. The intensity of the X-
ray radiation is proportional to the electron current and to the square of the acceleration 
voltage. The conventional X-ray tubes have a slow response time, a high-power consumption 
and a non-Gaussian intensity distribution, which limits the achievable imaging resolution 
[20]. 
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A more sophisticated design is based on the field emission (FE) cathode structure (Fig. 7) 
[21], where electrons can be emitted at room temperature and the output current is voltage 
controllable [22]. However, a technical difficulty of cold-cathode X-ray tubes is to maintain 
a stable output current. Diamond and carbon nanotubes (CNT) can potentially produce a high 
emission current, but the current density decreases drastically with increasing emission area 
due to problems related to the uniformity, more specifically the chemical and morphological 
states of the electron-emitting area, especially in non-UHV (ultra-high vacuum) surroundings 
[23].  

 
Fig. 7: A sketch of a thin-film field-emission cathode. The electrons are emitted from the cathode, which is a 
thin-film sandwich of molybdenum-aluminum and oxide-molybdenum on a sapphire substrate having either a 
random or a regular array of open micron-sized cavities. Each cavity contains a single Mo filed-emitting cone. 
A major fraction of the emitted electrons passes through the holes in the top film and are collected by the 
relatively distant positively biased electrode [21]. 

For example, Dean et al. have investigated the resonant tunneling states of carbon nanotube 
caps via field emission microscopy of lobed emission patterns [24]. They found, that CNTs 
can potentially produce an emission current of up to ~1 µA per tube. They recognized a drop 
in current by nearly one order as the temperature of the nanotube sample reached 900 K. The 
current normalized within one minute due to rapid chemisorption, which occurs as the 
nanotubes cool to 300 K. 
 
Yue et al. reported recently, that CNT-based triode-type field-emission cathode can achieve 
a total emission current of 28 mA from a 0.2 cm2 area, with pulsed X-ray of a repetition rate 
greater than 100 kHz [20]. They greatly prolonged the lifetime of X-ray tubes by eliminating 
the resistively heated metal filaments and reduced the size of the tube significantly. The 
emission shows classic Fowler-Nordheim (F-N)-behavior (Eqs. (1-4) and (1-5)) as derived 
from the quantum theory of the electron in [25], 

𝐼 =
𝜀

2𝜋ℎ

µ1/2

(𝜒+µ)𝜒1/2 𝐹2𝑒− 
4𝜅𝜒3/2

3𝐹  , (1-4) 

𝐼 = 6.2 × 10−6 µ1/2

(𝜒+µ)𝜒1/2
𝐹2𝑒−2∙1×108 

𝜒3/2

𝐹  . (1-5) 
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The quantity µ in volts represents the usual parameter of the electron distribution in the 
Fermi-Dirac statistic, equivalent to the thermodynamic partial potential of an electron and 𝜒 
in volts is the thermionic work function, while 𝐹 in V/cm is the electric field strength. The 
expression 𝐼 is given in units of A/cm2 and stands for the current density of the emitting 
surface.  
 
Recently, several research groups have reported on long-time stable high-current density 
output of novel field emission X-ray tubes based on nanotubes [26] [27] [28]. Lv et al. 
provide a comprehensive study on the enhanced FE performance of hierarchical ZnO/Si 
nanotrees with spatially branched hetero-assemblies [28]. The structural growth is depicted 
in Fig. 8 (a-d). 

 
Fig. 8:  ZnO-nanowires have a large band gap, thermal stability, and a high excitation binding energy, which is 
useful for low-voltage FE-devices. (a) P-type silicon is used as a substrate on which PS-spheres are grown by 
reactive ion etching. (b) Next, a porous Ag-film is deposited onto the Si-substrate via magnetron sputtering. 
The Si substrate is then etched in a mix of deionized water, HF, and H2O2. (c) Afterwards, the PS 
sphere-templates and the retained Ag-film are removed. The ZnO-nanobranches are grown on the silicon 
nanorods (SiNRs) by the hydrothermal method, where a seed solution of ZnO-nanoparticles is prepared by 
NaOH and zink acetate in methanol solution and actively stirred. The seed solution was spin-coated onto the 
Si-substrate with SiNRs, and the coating step was repeated for several times. (d) Nanowires grow from the ZnO 
nanoparticles seeds through immersing in a precursor solution consisting of zinc nitrate hydrate and 
hexamethylenetetramine, heating and stirring. Finally, the samples are thoroughly rinsed with deionized water 
and then dried in air [28]. 

Scanning electron microscope (SEM)-images of the ZnO-nanowires with low and high 
density are shown in Fig. 9 (a) and (b). The nanorods have a length of ~200-650 nm, and a 
diameter of ~50-90 nm. Their morphology can be controlled by modifying the seed-layer 
thickness and growth parameters. 

 
Fig. 9: Sectional-view of (a) low-density ZnO nanowires and (b) high-density ZnO nanowires [28]. 

The performance of these highly sophisticated nanowire-based field-emitters is shown in the 
diagrams below (Fig. 10). The current density shows an exponential dependence on the 
electric field strength. At a given applied field, the current density is enhanced by combining 
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SiNRs with ZnO composite. The high-density composite yields a lower turn-on field of 
2.18 V/µm. A high-density and large-aspect ratio ZnO-nanobranches with SiNRs improve 
the FE-properties significantly. 

 
Fig. 10: Overview of the current density performance of the ZnO-nanowires. In both diagrams the curves in 
cyan represent the low-density and the red curves the high-density. (a) Field-emission current density and 
electric field (J-E)-plots of bare ZnO nanowires, bare SiNRs, and ZnO nanowires with SiNRs of low and high 
density. The inset shows a field emission of high-density ZnO nanowires on SiNRs at 4.2V/µm. The light spots 
on the fluorescent screen are uniform and dense. (b) F-N-plots for bare SiNRs and ZnO nanowires with SiNRs 
of low and high density. The curves of ZnO nanowires with SiNRs show non-linear relationships, which 
indicates that the emission process is not only due to vacuum tunneling [28]. 

For the hybrid ZnO/Si-nanotrees, the F-N-plot displays a nonlinear relation in the low and 
high electric field range. A down-bending F-N-plot is usually observed for higher electric 
fields, as the space charge effect sets in. Moreover, nonuniform geometries of the emitters 
and the increasing emission site with increasing applied voltage further contribute to it. The 
emission stability under 3.5 V/µm shows no obvious degradation of the FE current density. 
The current density is stable at ~190 µA/cm2 over several hours with fluctuations being 
within 5% (Fig. 11). The large contact area of the crystallized ZnO-nanowires grown on the 
SiNRs allows for quick heat transfer from the nanotrees to the substrate, protecting the ZnO-
nanostructures from overheating. 

 
Fig. 11: FE-stability of ZnO-nanowires with SiNRs at an electric field strength of 3.5 V/µm. The current density 
of 190 µA/cm2 is stable over the time of 180 minutes [28]. 
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The calculated field enhancement factor for high-density ZnO-nanowires amounts to ~8100 
and is likely to be caused by two main effects: the electronic band bending effect and the 
predominant geometrical morphology. The bending of the band structure is shown in Fig. 12. 
The electron transfer mechanism in the heterojunction is mainly due to thermal emission 
caused by the different work functions 𝛷 of the materials (4.9 eV for Si and 5.3 eV for ZnO) 
and their electron affinities (4.01 eV for Si and 4.35 eV for ZnO). First, the electrons are 
transferred through the SiNRs-ZnO junction “downhill”. Then, the electrons tunnel into the 
conduction band of ZnO under the local electric field. 

 
Fig. 12: Schematic diagram for the explanation of the mechanism of FE enhancement. The band structure is 
bended at the interface of Si and ZnO layer [28]. 

Furthermore, when two different sorts of nanostructures are combined, the total field 
enhancement factor is the combination of the two individual nanostructures, attributed to the 
geometrical factors (aspect ratio, interspace btw. emitters). This leads to an increase in the 
effective number of emission sites and a regular surface undulation, both of which are helpful 
for electron emission. 
 
Overall, the principle of X-ray tubes has not changed much over the course of the last century. 
However, the technological advances in nano-manufacturing have greatly contributed to the 
improvement of their performance in terms of long-time stability and X-ray yield. Beside 
these positive developments of the X-ray tube as a source of intense X-ray emission, there 
are also some drawbacks, when it comes to the application in SXRM. The X-ray tubes emit 
incoherent light, and they typically do not emit within the WW spectral region, but rather in 
the keV to multi-keV region and their radiation is not tunable, but depends on target material 
(Fig. 13) [29] [30]. Actually, current X-ray tubes are typically used as a radiation source for 
medical radiography [31]. 
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Fig. 13: X-ray emission energy of various lines in copper and molybdenum and corresponding transitions in 
the energy level diagram (left). FE-spectrum with a Mo-anode (right) [29]. 

1.2.2 Pinch plasma 
The pinch plasma builds another group of X-ray source, with high flexibility in terms of 
emission characteristics [32]. Here, the plasma is initially formed with a low density and 
temperature, not sufficient to emit strongly in the WW-region. However, the electric current 
induces a magnetic field that confines the plasma towards the central axis, compressing it to 
high temperature and density [33]. In general, the temperature for a certain emission 
wavelength is related via the Wien’s displacement law, given by Eq. (1-6) for a perfect 
blackbody radiator, 

𝜆peak =
2.898∙106nm∙K

𝑇
 , (1-6) 

which indicates that for a peak emission in the WW-wavelengths, a plasma temperature on 
the order of ~ one million Kelvin is required. As discussed by Lebert et al., the specifications 
of bandwidth, pulse duration, wavelength, spot size, photon flux and repetition rate cover a 
wide range of options, as illustrated in Table 1 [32]. 

Table 1: Summary of available pinch plasma characteristics as presented in [32]. 

Feature Range Units 
Bandwidth 1…1000 𝜆/∆𝜆 
Wavelength 0.1…20 nm 
Pulse duration 0.01…100 ns 
Spot size 10-3…10 mm 
Photons at sample 1015 Photons 
Repetition rate <1 kHz 

 
In principle the X-pinch plasma is created by using two (or more) fine  wires arranged in a 
way that they cross and touch almost at a single point, forming an “X”-shape [34]. A pulsed 
high-power electric current is passing from the anode to the cathode via the two crossed wires 
as illustrated in Fig. 14 [35]. 
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Fig. 14: Geometry of an X-pinch plasma and the radiographic imaging area [35]. 

The overlapping region is radiographed by Shelkovenko et al. at various times before and 
after the X-ray burst for two Mo-wire sizes (Fig. 15) [35]. At the crossing, all of the current 
(~100 kA) is available, heating up the wires until they explode and the formation of a 
pinch-plasma occurs. The Mo-plasma has a typical length of ~300 µm and a diameter of 
~100 µm. The implosion occurs roughly 0.5 ns before the high intensity X-ray burst is 
emitted. The plasma has a temperature around 1 keV and an ion density above 1022 cm-3. The 
surface flux amounts to ~1016 W/cm2 for a time of 300 ps. The brightest emission spot is 
located near the end of the narrowest necks that form in the imploding Z pinch, where 
implosion occurs at a velocity of some tens of µm/ns. The following expansion of a shock 
wave into the surrounding plasma occurs finally at ~hundreds of µm/ns. In conclusion, the 
X-pinch is a bright point source of X-rays and might be useful as a source in radiography and 
spectroscopic studies of multicharged ions as well as for high energy density basic research. 
However, the Z-pinch is in principle a 1-shot piece, since it is destroyed after the X-ray burst, 
which might be a bottleneck for practical applications, where there is a high demand for such 
X-ray sources.  

 
Fig. 15: Radiographs of 25-µm Mo-wire pinch before and after X-ray burst. Radiographs of (a) 25-µm Mo-wire 
X-pinch, (b) 17-µm Mo-wire X-pinch before the X-ray burst, and (c) 17-µm Mo-wire X-pinch after the X-ray 
burst. Backlight source is a 17-µm Mo-wire X-pinch plasma connected to the main load electrode [35]. 
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A pseudosparklike electrode geometry with a gas-inlet has been exploited by Bergmann et 
al. [36]. The schematic assembly is shown in Fig. 16. The discharge produces strong WW-
radiation, with spectral peaks depending upon the gas-species used. They tested oxygen, 
nitrogen (Fig. 17), argon, and nitrogen with xenon add-mixture. 

 
Fig. 16: Schematic of the electrode discharge system with hollow cathode and gas-field [36]. 

The ionization rate and excitation rate are given by Eqs. (1-7) and (1-8) [37],  

𝜏ion
−1 = 2.4 × 10−6cm3𝑠−1𝑛e𝜉

𝑇e
1/4

𝜒7/4
𝑒𝑖

−𝜒/𝑇e , (1-7) 

𝜏ex
−1 = 1.6 × 10−6cm3𝑠−1𝑛e𝑓𝑖𝑘

𝑒𝑖
−𝐸/𝑇e

𝑇e
1/2  . (1-8) 

The corresponding curves are plotted for nitrogen under various conditions (Fig. 18). 

 
Fig. 17: Emission spectrum of nitrogen plasma with the series of helium-like transitions. The region around 
2.5 nm is magnified showing the non-resolved Lyman-line of hydrogen-like ions at 2.478 nm and the helium-
like ions at 2.491-nm [36]. 

The typical lifetime of the plasma is in the range of several 10 ns, so the time constants of 
the excitation and ionization processes of the He-like line have to be well below that range. 
The electron density is estimated to be at 1018 cm-3, where the electron temperature is 
estimated to be ~50 eV, when assuming equilibrium between collisional ionization and three-
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body recombination and radiative recombination. The approximated time constants suggest 
that the He-like nitrogen line might be well established within the measured lifetime of the 
plasma. 

 
Fig. 18: Time constants for ionization and excitation rates for nitrogen as a function of electron density and 
electron temperature. The full thin line indicates ionization from Li-like to He-like states, the dotted line 
represents ionization from He-like to H-like, and the bold full line shows the excitation time for the 1s2-1s2p 
transition [36]. 

The gas discharge concept for generating bright WW-radiation has been proven to be reliable 
in terms of system lifetime and kHz-repetition rate. By using pure nitrogen gas, a single pulse 
emits in the 2.88-nm line roughly 3.8×1014 photons/2𝜋 sr. The brilliance of the source 
amounts to 1.3×1010 photons/sr/µm2/s. However, each of the presented methods has their 
own drawbacks, i.e. not all desired characteristics (ns-pulse, point-like source, bright WW-
radiation, high repetition rate) may be available at the same time. 

1.2.3 Electron-gun 
Bright WW soft X-rays can also be generated by electron impact via an electron-gun shooting 
at targets with high oxygen content in order to create oxygen K-alpha radiation at 525 eV 
which is emitted as a consequence of the collisional ionization of the inner shell [12]. The 
assembly used by Skoglund et al. is shown in Fig. 19 [38]. The customized e-gun is based 
on a 100 µm LaB6-cathode and delivers a 30-keV electron beam focused by a magnetic lens 
down to a ~ 10 µm spot on a waterjet. Higher electron-energies, e.g. 50 keV, lead to a 
significant loss in absorption cross section (only ~30%), which makes the setup with 30 keV 
more favorable. 
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Fig. 19: The electron-gun used by Skoglund et al. to shoot at a water-jet to create X-rays (a), the interaction 
area btw. e-beam and water-jet and the resulting X-ray spot (b) and imaging of the jet at different e-beam powers 
(c) [38]. 

They could achieve an intensity of several 1011 ph/s/sr/line as illustrated in the diagram below 
(Fig. 20). The experiments showed that increasing jet speed contributes to the stability of the 
system. The brightness achieved by this method is on the order of 3×109 ph/s/sr/line/µm2 at 
a wavelength of 2.36 nm, characteristic for the oxygen K-alpha lines and broadband 
bremsstrahlung. However, fluid-dynamical jet instabilities are considered to be the most 
important limiting factor of this method. 

 
Fig. 20: Soft x-ray intensity at 525 eV (2.36 nm) as a function of electron-beam power. The dashed curve 
represents the linear fit [38]. 
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The production of K-alpha quanta 𝑁  per steradian per incident electron is given by the 
empirical formula, 

𝑁

4𝜋
≈ 𝐴(𝑍)(𝑈0 − 1)1.67 (1-9) 

where 𝐴(𝑍) is an element-dependent constant (e.g. 6×10-6 for oxygen), and 𝑈0 is the ratio of 
the electron energy to the K-shell energy (e.g. 543 eV for oxygen) [39]. However, it should 
be noted, that the effect of Auger decay may absorb a part of the incident energy, especially 
for low-Z elements [12]. In order to make use of electron impact sources for soft X-ray 
microscopy, this method relies strongly on the development of highly reflective X-ray 
mirrors for collecting enough X-rays to provide a high X-ray flux at the specimen [40]. 

1.2.4 Synchrotron radiation 
The ALS synchrotron facility, first put into operation in 1993, provides one of the brightest 
WW-sources available today offering ~4×1019 photons/s/mm2/mrad2/0.1%BW occurs 
around 400 eV. The spectral brightness of the “undulator 50” is given in the diagram below 
(Fig. 21). 

 
Fig. 21: Spectral brightness as a function of photon energy of the radiation sources at ALS. The peak brightness 
of the U50 undulator amounts to ~4×1019 photons/s/mm2/mrad2/0.1%BW around 400 eV [41]. 

A synchrotron can be based on bending magnet, wiggler, undulator, or free electron laser 
(FEL) radiation. Basically, all these radiations are caused by the influence of magnetic fields 
on electron motion. However, the details of their design are different, and will be briefly 
presented in this section. The principles of synchrotron radiation are known for a long time 
and have been well described for example in [42]. Fig. 22 shows a geometrical method, how 
to obtain the motion of a relativistic charge as seen by a given observer, describing a path 
from point 0 to point 10 given in the left x-z-graph. 
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Fig. 22: Geometrical solution to find the apparent motion 𝑥’(𝑡) of an electron moving at relativistic velocity. 
The distances are related in the following way: coordinates 𝑐𝑡 = 𝑐𝜏 + 𝑧(𝜏), 𝑥’ = 𝑥(𝜏), and 𝑦’ = 𝑦(𝜏). Points 8 
and 9 are located near the cusp [42]. 

Taking the actual motion and transforming it according to 𝑐𝑡 = 𝑐𝜏 + 𝑧(𝜏) and 𝑥’ = 𝑥(𝜏) one 
gets a new motion, in which the line-of-sight coordinate is 𝑐𝑡. The original coordinate 𝑧 
becomes 𝑧 + 𝑐𝜏, equal to 𝑐𝑡. This gives the desired expression for the curve 𝑥’ against 𝑡. In 
order to find the electric field for the moving charge, the curve has to be differentiated twice, 
to get the acceleration of the charge. In a synchrotron, there is an electron storage ring, in 
which electrons move near the speed of light, forming a near-infinitesimal sharp cusp each 
time they do a cycle around. Thus, once per revolution, one gets a very strong peak electric 
field, emitted in a very narrow cone in the direction of motion of the charge. The acceleration 
of charges resulting in radiation is called Bremsstrahlung. The calculation of the field is given 
by Eqs. (1-10), (1-11), and (1-12), 

Bending magnet 
d�⃗�

d𝑡
= −𝑒�⃗� × �⃗⃗� , 

�⃗⃗� = const. , 
(1-10) 

Undulator 
d�⃗�

d𝑡
= −𝑒(�⃗⃗� + �⃗� × �⃗⃗�) , 

�⃗⃗� = − 𝐵0𝑦0⃗⃗⃗⃗⃗sin (
2𝜋𝑧

𝜆u
) , 

(1-11) 

Free electron laser 

d�⃗�

d𝑡
= −𝑒(�⃗⃗� + �⃗� × �⃗⃗�) , 

𝐿G =
𝜆u

4𝜋√3𝜌FEL
 , (1-12) 

where the Lorentz force is the time derivative of the momentum 𝑝 = 𝛾𝑚𝑣, with 𝑚 being the 
electron rest mass, 𝛾 the Lorentz factor, 𝑣 the velocity of the moving charge, �⃗⃗� the magnetic 
flux density, �⃗⃗�  the electric field vector, 𝑦  the unit vector in the y-direction, 𝑧  the axial 
position, 𝜆u the undulator period, 𝐿g the gain length, and 𝜌 the FEL-parameter. [4]. Wigglers 
are based on the bending magnet [43]. The bending magnet design was the first used in 
synchrotron facilities because there are needed to force the charged particles into a ring. Their 
emission covers a wide spectral range. In order to increase the radiation further, the electrons 
are essentially moving in small “wiggles”, where the radiation is emitted (Fig. 23) [44]. 
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Fig. 23: Overview of the various synchrotron radiation sources, their schematic magnetic structure, intensity 
scaling and example spectrum [44]. 

The undulator parameter, or deflection parameter, 𝐾 , is defined by Eq. (1-13), whereas 
𝐾~1 for undulators, and 𝐾 ≫ 1 for wigglers. 

𝐾 =
𝑒𝐵0𝜆u

2𝜋𝑚𝑐
≈ 0.9337 ∙ 𝐵0[𝑇] ∙ 𝜆u[cm] . (1-13) 

In conclusion, FELs have a higher peak brightness, whereas the photon flux is medium 
compared to the undulator radiation, but the wavelength is tunable because the free electrons 
have no boundary condition. Wiggler and bending magnet radiation yield a broadband 
continuum, while undulator radiation offers a limited bandwidth and the FEL radiation shows 
a narrow spectral band emission. As an example, the ALS U50-undulator provides a 
brightness of ~ 4×1019 photons/s/mm2/mrad2/0.1%BW within the WW spectral region. A 
drawback is that all types of synchrotron designs require a large facility, which is not easy to 
access, since many researchers from different fields and projects are trying to operate on the 
various beamlines at any given time. 

1.2.5 Laser plasma X-ray  
a. Historical aspects 

Beside discharge sources and electron-impact sources, the most important pulsed X-ray light 
source is the laser-produced plasma (LPP), which is hot dense plasmas produced by 
irradiation of a target material with a high-intensity laser [4]. Since the laser 7  became 
available in the 1960s, research on laser-plasma physics began to flourish and the refinement 
of laser technology have opened up wide avenues for the study of light-matter interaction 
[45]. Experiments in the past showed, that a laser-induced breakdown occurs in gases, when 
the radiant flux is of high enough intensity. In fact, electric fields as strong as 107 V/cm are 

 
7 The term “laser” is an acronym for: Light Amplification by Stimulated Emission of Radiation 



18 
 

required to cause optical breakdown in materials [46]. Values for argon and helium for 
different pressure levels are illustrated in Fig. 24. 

 
Fig. 24: Breakdown fields in argon and helium as a function of gas pressure [46]. A Q-switched ruby laser with 
30 ns pulse duration and a peak power of 30 MW has been used to create an intense radiation field by focusing 
the laser beam with a lens into a circle of 100 µm diameter. 

Such high electric fields require very high intensities so that they are even today only possible 
when focusing the light with lenses. The optical breakdown in the gas is accompanied by a 
flash, like a spark. Two mechanisms have to be distinguished here: Breakdown by electron 
avalanche and direct electron removal due to multiphoton ionization. The avalanche is 
initiated by a few “priming” electrons, which are born in regions of highest intensity (i.e. in 
the spot center) due to photoionization. The electrons absorb photons on collisions with 
neutral atoms, and thus acquire sufficient energy for ionization. These free electrons are then 
accelerated by the laser field and undergo collisions with the atoms, causing them to ionize 
as well. On the other hand, the probability of multiphoton photoelectric effect is proportional 
to the 𝑛th power of the radiant energy flux or to 𝐸2𝑛, where 𝐸 is the electric field intensity. 
For elements with high ionization potential, a very high field strength on the order ~108 V/cm 
is required, which is at the limits of modern-day commercial laser systems. Thus, the laser-
induced breakdown occurs commonly due to the avalanche effect [45].  

b. Plasma emission characteristics 
During beam-target interaction, the material is heated up, becomes ionized and radiates light 
into a broad spectral band [47]. Laser-produced plasmas generate incoherent radiation based 
on the electronic line-transitions in the highly charged ions. The radiation is nearly isotropic 
and covers a wide range of wavelengths [14]. The ablation front of a bream-driven plasma 
contains not only high-energy radiation, but also debris in form of high-energy ions and 
macroparticles, especially in case of solid targets. This bears the potential of damaging optics 
and specimen. Thus, the mitigation of debris emitted from solid targets has become a research 
topic for several researchers. Debris is emitted into a narrower emission cone than X-rays 
and could be significantly reduced, if sample and optics are placed under an angle of ~60° 
with respect to target normal (Fig. 25) [14]. The production of debris from the vicinity of the 
laser focal region can also be reduced if mass-limited/thin-layer targets are used [48]. 
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Fig. 25: Angular distribution of X-rays and ions. The X-ray flux is normalized to unity at 67.5°, and ion currents 
at 20°. The broken line shows the angular distribution for a 70-µm spot, and the dashed-dotted curve for a 
250-µm spot [14].  

The laser-plasma has advantages in terms of X-ray brightness and short-pulse X-ray emission 
duration, providing a favorable X-ray radiation source, e.g. for applications in microscopy. 
The peak emission wavelength and X-ray intensity obtained from laser-plasma are 
significantly dependent upon chemical element [49] [50] [51] [52] [53] [54], target structure 
[55] [56] [57] [58] [59], and the specifications/irradiation scheme of the driving optical laser, 
such as wavelength [4] [60] [61] [62] [63] [64], intensity [4] [57] [65] [66] [67] [68], and 
multi-pulse irradiation scheme [52] [69] [70] [71] [72]. 
 
The emission from a certain electron shell depends upon the atomic number of the target (Fig. 
26) [53]. Therefore, it is possible to “tune” the X-ray emission from laser-plasmas by 
choosing the atomic number according to its emission characteristics from a certain shell (e.g. 
M-shell emission of Mo). To excite a specific shell emission, a certain electron temperature 
must be provided by sufficiently intense laser light. 

 
Fig. 26: Emission bands from different electron shells as a function of atomic number [53]. 
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c. Classical methods for X-ray enhancement 
Kondo and Tomie [14] found, that the M-shell emission of Mo and the N-shell emission of 
Au fall with their peak emission in the water-window spectral region (Fig. 27). These are 
popular elements beside others (e.g. Zr, Sn, Pt, Bi), to be used as solid targets for mid-Z and 
high-Z plasma, respectively. The laser intensity 𝐼L and wavelength 𝜆L affects the electron 
temperature 𝑇e typically as 𝑇e~√𝐼L𝜆L

2, which dictates level population and ionic charge states 
in the plasma [73]. Thus, for each element (i.e. electronic structure) an optimum intensity 
exists, where the X-ray emission into a specific spectral band is most efficient. Kondo and 
Tomie used a 500-ps laser emitting 8 J at 0.53 µm and found the optimum intensity to be 
around ~1012 W/cm2 for the investigated elements, ranging from low-Z to high-Z number 
and yielded a conversion efficiency up to ~2.5% for mid-Z element yttrium [14]. 

     
Fig. 27: Peak wavelengths of band emissions for various target materials (left). Conversion efficiency only into 
the water-window region for Cl (Z=17), Y (Z=39), and Ta (Z=73) plasmas (right) [14]. Here, the mid-Z element 
yttrium yielded the best conversion efficiency. 

On the other hand, gaseous targets are common to create high X-ray fluxes in the multi-keV 
region, and in fact, conversion efficiencies of ~10% have been demonstrated with xenon-gas 
(Z=54) by Back et al. [54]. A comparison of different solid targets, pre-exploded foil-targets 
and high-Z gases is given by Babonneau et al. [52] (Fig. 28). These results were obtained at 
the high-power laser facility OMEGA at Rochester university, delivering pre- and main-
pulses of several kJ at 355 nm with delay-times of a few ns and intensities on the order of 
1015 W/cm2. The highest X-ray yield was achieved with krypton (Z=36) and amounted to 
nearly 40% conversion efficiency [74] into 4𝜋sr. Pre-exploded foils yielded almost one order 
of magnitude higher X-ray conversion than ordinary solid targets, where titanium (Z=22) 
gave promising results of 9% conversion efficiency. The authors speculate that this explains 
by the more intense heating of the expanded (and thus less dense) plasma of the pre-exploded 
foils. 
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Fig. 28: Multi-keV X-ray conversion efficiencies vs photon energy for gases and solid materials. Squares: solid 
targets, diamond: Ti-doped aerogels, triangles: gas, circles: prepulsed foils [52]. Here, the element argon was 
probably designated with “A” instead of “Ar”. The square without designation seems to represent Ge. The 
letters “K” and “L” refer to the electron shell. 

Another method to increase the conversion efficiency of solid targets has been exploited by 
Rocca et al. [56], who used Au-nanowires heated by a 55-fs pulse of ~1 J energy at 400 nm 
wavelength, obtaining intensities of ~1019 W/cm2. The conversion into spectral bands above 
1 keV yielded up to 20%, when using gold, and 10% when using nickel nanowires(Fig. 29). 
In contrast, slab targets yielded a very low conversion efficiency of ~1%. The authors 
conclude that nanowires yield better conversion efficiency due to an increase of radiative to 
hydrodynamic energy loss. 

 
Fig. 29: X-ray CE for radiation above 1 keV photon energy for Au and Ni nanowire arrays of different wire 
diameters compared to flat solid targets of the same material [56].  

Kodama et al. investigated the influence of laser wavelength on the X-ray conversion 
efficiency by using a Nd:glass laser from the GEKKO IV laser system, providing 
fundamental wavelength (1.05 µm), and second (532 nm) and fourth (266 nm) harmonics 
[60]. Since shorter wavelength reach higher density regions in the plasma, laser light is 
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coupled more effectively with the target due to collisional absorption and smaller “loss” of 
absorbed energy to the generation of fast electrons. Thus, the collisional excitation is 
effective, providing the required ionization stages to give higher X-ray yield. They irradiated 
Au with 400-ps pulses of ~10 J (7×1013 W/cm2) and observed an increase of more than factor 
3 for the 0.26-µm light for various photon energy ranges (Fig. 30). 

 
Fig. 30: Laser wavelength dependence of X-ray conversion efficiency for Au plasmas [60]. 

In fact, an increase by factor 10 in the conversion efficiency could be demonstrated by 
Yaakobi et al. [64], where the third harmonic (3𝜔) of a Nd:Glass laser was exploited (Fig. 
31). They irradiated various target materials with 40-J pulses of 500 ps pulse duration 
(5×1014 W/cm2). 

 
Fig. 31: Quasi-monochromatic X-ray conversion efficiency as a function of nuclear charge. Target material 
used: glass, saran, titanium, and nickel [64]. 

Another important parameter that influences the X-ray conversion efficiency is the laser 
intensity. Chaker et al. [67] investigated copper and gold targets by irradiating them with 
0.26-µm light of 500 ps duration at various intensities, ranging from ~5×1010 W/cm2 to 
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~3 × 1014 W/cm2. They found a conversion efficiency of ~50% for Cu in the in the 
0.1-0.75 keV regime at laser intensities of ~1012 W/cm2. The rapid increase in conversion 
efficiency above 1012 W/cm2 for copper in the high-energy band is probably caused by 
increase of L-shell emission. 

 
Fig. 32: Conversion efficiency into 0.1-0.75 keV band and 0.75-2 keV band as a function of laser intensity at 
0.26 µm laser wavelength [67]. 

A detailed study on the L-shell emission of copper for two different pulse duration regimes 
has been performed by Eidmann and Schwanda [68]. They irradiated copper with frequency-
doubled Nd laser (530 nm) at various intensities and found the conversion efficiency much 
higher (nearly one order of magnitude) when using 3-ns pulses. This can be explained by the 
fact, that a ns-beam produces a long plasma scale length, where the collisional absorption 
can effectively occur, while for the ps-pulses the plasma scale length is very short, limiting 
the collisional absorption and thus excitation of L-shell emission. 

 
Fig. 33: Conversion efficiency from laser energy into L-shell emission of Cu as a function of laser intensity for 
pulse durations in the ps-regime and ns-regime [68]. 
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It has been known, that using a pre-pulse yields an X-ray enhancement from work of Dunne 
et al. [72]. They used a 170-ps Nd:YAG laser delivering 300-mJ pulses at 1064 nm to 
irradiate ~1012 W/cm2 onto cerium-doped borosilicate glasses. A variable optical delay 
between 200 ps and 9 ns has been introduced via the use of a 25%/75% beam splitter. They 
found a sevenfold increase of the peak emission at 8.8 nm at ~5.1 ns delay, yielding a total 
plasma efficiency of 4.9%.  
 
Ohashi et al. found an 18%-increase in WW-intensity for a delay time of 5 ns between a 
150-ps pre-pulse and a 150-ps main-pulse (Fig. 34) [69].  

 
Fig. 34: Normalized Zr laser-produced plasma spectra for different delay times between the pre- and main 
pulses, compared to the spectrum obtained with a single main pulse [69]. 

Such an increase can be explained by the spectral mismatching between self-absorption and 
emission as discussed by Arai et al. [70]. This can occur, if absorbed radiation is re-emitted 
at different wavelengths, because a part of the excitation energy is lost via radiationless 
transitions. As for 4-nm radiation (~300 eV) emitted from Zr-ions, a kinetic energy of at least 
300 eV is required, to excite electrons from the lower state (3p) to the upper state (4d) via 
collisions of the second kind. If the electron temperature could be increased to ~600 eV, the 
collision frequency 𝜈ei  for electron-ion collisions would be reduced by 𝜈ei~1/𝑇

3/2  [47], 
reducing the radiationless transitions caused by electron/ion or ion/ion collisions. 
Furthermore, if the level population follows the Maxwell-Boltzmann distribution, the upper 
state would be more populated at higher temperatures, limiting the incidences of photo-
absorption into that level. However, a quantitative treatment of the spectral mismatch 
obtained in [70] [69] is rather involved and requires the use of numerical codes. 
 
In summary, the classical methods of X-ray enhancement are based on optimization of laser 
intensity, pulse energy, pulse duration, laser wavelength, pre-pulse condition, target element, 
and target structure. The optimum condition depends on the desired wavelength regime (e.g. 
water-window) in which the plasma should radiate strongly. Basically, the same holds for 
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fusion targets and X-ray amplifiers, however, since they are very distinct methods, they will 
be treated separately in the following sections. The novel X-ray enhancement method 
discovered by Kado et al. [75], will be treated in chapter 3 in detail. 

d. Fusion targets 
The knowledge and increase of X-ray conversion efficiency can be important for the 
development of inertial confinement fusion (ICF)-targets. A cavity (“hohlraum”) is heated 
by a laser beam until it radiates soft X-rays. This energetic radiation is used to produce a 
uniform ablation drive that compresses a fuel capsule placed inside the hohlraum in order to 
drive it to ignition and burn. Landen et al. performed such experiments for various high-Z 
elements at the national ignition facility (NIF) in Livermore [66]. 60 drive laser beams have 
been used at 351 nm wavelength to heat the target with either 500-J pulses of 1 ns duration, 
or 180-J pulses of 3 ns duration. The results yielded conversion efficiencies of up to 20% for 
the Au M-band emission at 1015 W/cm2 and ~95% total conversion at 1014 W/cm2. 

 
Fig. 35: Total (squares) and M-band (above 2 keV, circles) X-ray conversion efficiencies averaged over the last 
1/3 of the laser pulse for the different high-Z materials and laser intensities. Full points show experimental data, 
and empty points simulation results from LASNEX. CT means cocktail and refers to a mixture of high-Z 
elements (Au:U:Dy=0.2:0.6:0.2) [66]. 

Betti et al. used low-density Au targets and irradiated 351 nm light with 1 ns pulse duration 
at 5x1014 W/cm2 onto it [59]. They achieved an increase in conversion efficiency of up to 
12% for 0.25 g/cm3 compared to solid Au 19.3 g/cm3. The contributions from O-band (200-
400 eV), N-band (500-1000 eV) and M-band (2000-4000 eV) are recorded (Fig. 36).  
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Fig. 36: Experimental and numerical spectra of gold plasma created from targets of various densities for photon 
energies up to 4 keV [59]. TGS refers to the transmission grating spectrometer used. The simulation curve is 
obtained from the radiation hydrodynamics code “Multi”. 

To explain the enhancement, the authors subdivide the plasma spatially into three regions: 
corona zone, electron thermal conduction zone, and the shock-wave zone. The 1D-profiles 
(Fig. 37) show, that the electron conduction zone (from critical surface to ablation front) for 
solid Au is much shorter (~23 µm) than in case of low-density targets. Laser energy is 
deposited in the corona zone and transported inwards via electron thermal flux. There, the 
electron temperature, ion temperature, and radiation temperature are nearly equal, implying 
local thermal equilibrium (LTE) [59].  

 
Fig. 37: Simulated 1D-profiles of density (blue), temperature (red) and normalized emission intensity (green) 
for three densities [59]. 

Most of the X-ray emission occurs in this electron conduction zone because of favorable 
electron temperature and density, especially for heV X-rays. However, the electron 
conduction zone shortens significantly as the target density decreases. On the other hand, the 
emission zone length, defined as the distance over which the emission decreases to 10% of 
its peak value, increases with lower densities, and less internal energy is stored in the low-
density conduction zone. This may explain the observed enhancement [59]. 

e. X-ray amplifier 
In laser plasma, amplified spontaneous emission (ASE) can occur, creating a quasi-coherent 
X-ray beam (so-called X-ray laser) along the transverse direction in a rod-like plasma. The 
plasma is created by a line focus, where spontaneous emission is further amplified preferably 
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in the direction of the plasma column [76]. The amplified intensity is depending on plasma 
column length (Fig. 38). 

 
Fig. 38: X-ray laser intensity of the 7.36 nm line of Ni-like Sm as a function of the plasma-column length in 
transverse direction. The red line is a fit, yielding a gain coefficient of 27.3 cm-1 and a gain-length product of 
16.6. The error par corresponds to one standard deviation [77]. 

Up to a certain length, amplification is encouraged in the plasma along the transverse 
direction until saturation sets in. Rockwood et al. used Sm X-ray laser, where the intensity 
grows by more than three orders as the plasma column length is increased from 3 mm to 
8 mm [77]. They used a 185-ps pre-pulse and an 800-nm main pulse with ~7 J energy and 
0.7 ps pulse duration. Beyond the saturation length, the intensity increases linearly with the 
emission volume, without contribution from lasing action, because the maximum population 
density in the upper state (from which lasing occurs) is reached. 
 
In principle, the population inversion in X-ray lasers can be based either on the transient 
collisional excitation (TCE) scheme, or the recombination plasma scheme, as known so far. 
First described by Zherikhin et al. [78], in the TCE-scheme a pre-pulse creates a pre-plasma, 
in which ions are pumped into a neon-like ion ground state, and then a main laser pulse 
further heats the plasma to create the population inversion between 2p53p and 2p53s. The 
population of n=3 levels is achieved via electron impact excitation from the ground state 2p6 
of neon-like ion, which is also created by the optical laser heating. The population inversion 
is established because of large difference between the radiative decay rates in the p-state and 
s-state [79]. The recombination scheme, on the other hand, was first proposed by Gudzenko 
and Shelepin [80]. A hot dense plasma is created to ionize atoms to the proper stage of 
ionization, followed by rapid cooling due to the free expansion, resulting in a strong 
nonequilibrium plasma, where three-body recombination dominates over other reactions. 
Subsequently, the captured electrons decay from highly excited states into lower excited 
states in a ladder-like collisional deexcitation process, that consequently yields a population 
inversion between certain lower levels. Suckewer et al. succeeded in lasing H-like C with 
n=3 to n=2 transitions, yielding a wavelength of 18.2 nm [81]. A schematic diagram of the 
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recombination scheme is shown in Fig. 39. Here, three-body recombination is followed by 
collisional deexcitation into lower levels, where a population inversion can be established, 
and lasing action occurs. 

 
Fig. 39: Illustration of recombination scheme in X-ray lasers. Electrons are captured into highly excited states 
of Zi+ by three-body recombination and undergo cascading collisional deexcitation up to a certain level (here 
n=3). Here, the electrons gather for a while, creating a high population. Then, radiative transition (lasing action) 
into n=2 occurs, followed by subsequent radiative decay into the ground state and lower charged ions. 

The emission wavelength of state of the art X-ray lasers can reach down to the keV-region 
(~1 nm), based on high harmonics generation (HHG) [82]. Modern EUV-lithography 
systems operate at 13.5 nm wavelength and device manufacturers currently project that EUV 
lithography will be used in high-volume manufacturing (HVM) at the 7-nm node (see 
International Technology Roadmap for Semiconductors (ITRS) [83]) and beyond [84]. X-
ray lasers are thus potential sources for next generation EUV lithography [4]. 

1.3 Objectives 

The presented research is conducted to develop a bright and short-pulsed WW X-ray source 
in order to realize an affordable tabletop-sized high spatial resolution SXRM and make it 
accessible to small labs in various scientific and engineering fields. For convenient operation, 
a good repetition rate (~10 Hz) should be provided and the contact method further demands 
a point-like emission-size of the radiation source. Therefore, the previously discovered soft 
X-ray enhancement [75] achieved with laser-produced gold plasma under low-pressure 
nitrogen atmosphere is further investigated in order to verify if the effect is reproducible with 
commercial Joule-class laser systems. In the next step, the underlaying physical mechanisms 
should be clarified alongside quantification of the X-ray enhancement. The results of this 
work are published in [85]. 
 
Secondly, the diagnostic apparatus is upgraded to prepare upcoming research that aims at 
study on other enhancement methods, e.g. thin-layer targets or multi-pulse irradiation 
schemes. State of the art detection methods such as spatially resolved spectroscopy, and 
measurements of X-ray energy and X-ray pulse duration are employed to understand and 
quantify the plasma behavior in more detail and provide experimental data for the 
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development of a reliable radiation hydrodynamics simulation code with post-processing for 
two-dimensional characterization of Au-plasma radiation. This code will become thus a 
powerful tool for future research and may aid optimization of WW X-ray emission from 
high-Z LPPs. The results of this work are published in [86]. 
 
In the following sections, a detailed treatment of the requirements on soft X-ray sources with 
regards to the achievable spatial resolution in SXRM is given. This will explain, why a 
powerful short-pulse radiation source is necessary in order to provide “water-window” 
microscopy with high spatial resolution. Finally, a brief comparison of state of the art 
compact LPP SXR-sources developed by other research groups is presented. 

1.3.1 Requirements on soft X-ray source 
To obtain a high-resolution image, a high X-ray dose8 is required in order to suppress the 
statistical noise that deteriorates the spatial resolution (Fig. 40) [8] [87]. Strictly speaking, 
the physically achievable spatial resolution depends on the number of photons per area 
penetrating an absorbing medium of a given specimen and feature thickness (Fig. 42).  

 
Fig. 40: Required illuminations for photon microscopy in bright-field mode. Specimen setup: Protein in water. 
Photon wavelengths are chosen at each point in plane for lowest dosage to specimen [87]. 

Photon fluence requirements for a given specimen and desired spatial resolution are given in 
Table 2, e.g. 1.3×108 photons/µm2 for 20 nm resolution (at 𝜆=2.7 nm), which is necessary to 

 
8 In radiology, the term “dose” is a measure for the health effects of ionizing radiation in tissue. Its physical base unit is 
absorbed energy per mass (J/kg). Its designated name varies from Gray to Sievert, where the latter is used, if biological 
weighting factors are included. Here, 1 rad = 10-5 J/g. 
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observe inner structures of a mitochondrion9 or chromatin fiber10 [88]. A DNA-fiber is a 
double helix made up of Adenine, Guanine, Thymine, and Cytosine bases and can be as small 
as ~1 nm as found by J. Watson and F. Crick [89]. 

Table 2: Estimated monochromatic photon fluence at 2.7 nm required for a spatial resolution of a protein feature 
in 1-µm aqueous layer [88]. 

Resolution Photon fluence Fluence 
100 nm 2.3×105 photons/µm2 1.7×10-11 J/µm2 
50 nm 3.4×106 photons/µm2 2.5×10-10 J/µm2 
30 nm 2.6×107 photons/µm2 1.9×10-9 J/µm2 
20 nm 1.3×108 photons/µm2 9.6×10-9 J/µm2 
10 nm 2.1×109 photons/µm2 1.5×10-7 J/µm2 
1 nm 2.0×1013 photons/µm2 1.5×10-3 J/µm2 

 

This relation follows from the requirement, that the signal-to-noise ratio (SNR), should be 
larger than or equal to 5, and every photon penetrating a sample can be considered as an 
individual experiment with a statistical outcome depending on the SNR [87]. It is expressed 
by Eq. (1-14) as, 

𝑛𝑑2𝜃1 ≥ 25 , (1-14) 

with 𝑛 being the illumination (incident particles/area), 𝑑 the resolution, and 𝜃1 the feature-
detective efficiency. With 𝜃1 being defined by Eq. (1-15) via the probabilities of occurrence 
or non-occurrence of an absorption event, 𝑝1 and 𝑝2, respectively, such that, 

𝜃1 =
𝑝1+𝑝2

(𝑝1−𝑝2)2  , (1-15) 

it follows for the required illumination 𝑛min (Eq. (1-16)) immediately, 

𝑛min = 25
𝑝1+𝑝2

𝑑2(𝑝1−𝑝2)2 , (1-16) 

with 𝑝1 and 𝑝2 defined for microscopy bright-field mode (Eqs. (1-17) and (1-18)), 

𝑝1 = 𝑒−µB𝑡B−µF1𝑡F , (1-17) 

𝑝2 = 𝑒−µB𝑡B−µF2𝑡F , (1-18) 

where B=water, F1=water, and F2=protein (or other structure). To simplify the calculation 
but maintain a plausible shape of the cell feature, it is assumed that 𝑡F=𝑑 (→  volume 𝑑3). 

 
9 Mitochondrion: The “power-plant”, which produces energy through respiration. It is found in organisms whose cells have 
a nucleus enclosed with a membrane structure (eukaryotes). Their outer size amounts to roughly 1 micrometer (the width 
of a human hair is ~100 µm). 
10 Chromatin fiber: It consists of a protein and the carrier of genetic information (DNA) and is responsible for packing the 
DNA into a more compact form. The diameter of a chromatin string can be as small as 30 nm (the size of a few hundred 
atoms). The very fact, that DNA carries the hereditary material was finally proven by A. Hershey and M. Chase with the 
Waring Blender experiment, where radioactive substances were used to label protein and DNA. 
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The quantities µB, µF1 and µF2 are linear absorption coefficients as given in [87], and 𝑡B and 
𝑡F represent the thickness of aqueous background and the cell feature (may it be water or e.g. 
protein), respectively (Fig. 41). 

 
Fig. 41: Specimen model with geometry of a resolution element through which X-rays may shine. The cell 
feature is surrounded by background substance (commonly water). If the feature itself is also water, µF turns 
into µF1=µB. In case it is a protein for example, µF turns into µF2. 

According to equation Eq. (1-16), the required photon fluence is calculated in dependence of 
the desired spatial resolution for various geometries and specimen types (Fig. 42). Note, how 
the fluence requirement increases by four orders, as the resolution decreases by just one order. 
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Fig. 42: Required photon fluence 𝑛 as a function of the desired spatial resolution 𝑑 for various circumstances 
[88]. A thicker background layer increases the required photon fluence, while lower photon energy reduces the 
required photon fluence. Lipids are harder to detect than proteins at a given photon fluence. 



32 
 

Sayre et al. [8] further assume, that the radiation dose in the specimen is a reliable index of 
specimen damage. 109 rad represents the maximum dosage consistent with structural survival 
of an unfixed biological specimen, equivalent to 104 J/g. The specimen is assumed to consist 
of two layers (F1=water, F2=protein). The photon irradiation in bright-field mode yields at 
𝑡=5 µm a dosage advantage by more than 104:1 compared with electron beam (for unstained 
specimen), which underlines the power of ultrasoft X-rays. 
 
Now, in order to observe a 30-nm chromatin-fiber, the required photon fluence amounts to 
~2.6×107 photons/µm2. By converting the photon number to energy according to Eqs. (1-22) 
and (1-23) [4],  

1J ⇒ 5. 034× 1015 × 𝜆 [ nm ]  , (1-19) 

1photon⇒ 1. 99× 10−16 J / 𝜆 [ nm ]  , (1-20) 

a fluence 𝐹 =1.9×10-9 J/µm2 is required to obtain 30 nm spatial resolution. The absorbed 
amount of energy (Eq. (1-21)) depends upon the absorption coefficient µ, feature depth 𝑑, 
and absorption area 𝑑2, 

𝐸 abs= 𝐹 𝑑2(1− 𝑒−µ𝑑) , (1-21) 

and yields a dosage 𝐷  (Eq. (1-22)) in a fixed volume element 𝑑3 according to, 

𝐷 =
𝐸 abs

𝜌 𝑑 3 ≤ 104
J

g
  , (1-22) 

where 𝜌  is the density of the feature. The average density of protein is 1.35× 10-12 g/µm3 [90]. 
As listed in Table 3, the dosage received by a chromatin fiber would be above the damage 
threshold by a factor of ~4 in order to resolve its shape. 

Table 3: Absorbed energy and received dosage by a specimen of fixed geometry with volume (0.03 µm)3, 
absorption area (0.03 µm)2 and depth 0.03 µm.  

Resolution 𝑑 Absorbed energy [J] Dosage received [J/g] 
50 nm 1.2× 10-14 3.3× 102 
30 nm 9.2× 10-14 2.5× 103 
20 nm 4.6× 10-13 1.3× 104 

 
This means, that up to ~20 nm resolution, the dosage is not high enough to cause structural 
damage, so the irradiation time can be arbitrary long. However, as soon as the dosage 
surpasses 104 J/g, structural damages set in. Thermal effects could induce such damages, 
potentially blurring the image. To avoid this, the exposure time should be limited to “freeze” 
the motion induced by thermal effects. A rough estimate for the required exposure time is 
now derived from thermal conductivity. In analogy to the discharge of a capacitor, the 
thermalization time is given by Eqs. (1-23), (1-24), (1-25), and (1-26) [91], 

𝜏 = 𝑅𝐶  , (1-23) 

with, 
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𝑅 = 𝑑/𝜎𝐴 , (1-24) 

𝐶 = 𝑐M𝜌𝐴𝑑 , (1-25) 

leading to,  

𝜏 = 𝑐M𝜌𝑑2/𝜎 , (1-26) 

with 𝑑 the thickness (30 nm), 𝜎 the thermal conductivity at 293 K (typ. ~0.5 W/m∙K [92]), 𝜌 
the density, and 𝑐M the specific heat (typ. ~1.5 J/g∙K [93]), one obtains ~ 3.6 ns. To resolve 
a feature of thickness 𝑑=50 nm with a spatial resolution of 𝑑=50 µm, the pulse duration can 
be ~10 ns, because the thermalization may take longer through the larger feature. This 
requirement is easily achievable with commercial ns-laser systems, which provide pulse 
durations on the order of ~6-7 ns [94]. 
 
On the other hand, the X-ray’s electromagnetic field increases with irradiation intensity and 
can exceed the breakdown voltage in the specimen, leading to the formation of a plasma, 
which could blur the image on a much faster timescale [11]. However, it is known [95], that 
the typical threshold intensity for laser-induced breakdown in matter/tissue occurs roughly 
at ~1010 W/cm2, which will be met only for requirements appearing below 1 nm spatial 
resolution. 
 
The presented calculations are based upon the assumption, that heat transfer into aqueous 
surroundings prevent the specimen from heating up, and no hot spots are formed. 
Furthermore, the thermalization time scales with the resolution requirement (coupled to 
feature size), which might become an unphysical assumption for (very) high resolution 
requirements. In conclusion, for practical application of SXRM, the main blurring 
mechanisms can be controlled by using a commercial short-pulse laser system, which is a 
fundamental insight for this study. 

1.3.2 State of the art compact LPP SXR-sources 
Compact LPP soft X-ray sources have been proposed and developed by several researchers 
before [96] [97] [98] [99] [100] [101]. In the following, a brief summary of the current status 
of successfully assembled SXR-sources by selected groups is presented. 
 
Mann et al. [102] tried various gas-puff targets, ranging from nitrogen to xenon, by using a 
commercial Nd:YAG laser system (1064 nm, 10 ns, 600 mJ, 2×1012 W/cm2) and achieved 
with nitrogen a conversion of 5×1012 photons/sr and a spatial resolution of 50 nm (60 min. 
exposure) by using a Fresnel zone plate optimized for 𝜆 =2.88 nm. Their experimental 
apparatus is depicted in Fig. 43 and their imaging results in Fig. 44.  
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Fig. 43: Experimental setup of the pulsed gas-jet target [102]. 

While the inner structures of a Deinococcus radiodurans bacterium could not be imaged due 
to thick specimen layer and low brilliance of the X-ray source, the flagellum and prickels of 
the Trachelomonas algae are clearly evident in both – the soft X-ray and light microscope 
image. Both biological samples have been exposed to soft X-rays for several hours during 
the acquisition, no radiation damage has been found on them. The resolution has been 
determined by using a Siemens star test pattern. 

    
Fig. 44: Imaging results of diffractive SXRM (left and right) and light microscopy (middle) of 
(a) Trachelomonas ablonga and (b) Trachelomonas hispida and (c) Deinococcus radiodurans [102]. 

A more sophisticated strategy was exploited by Fiedorowicz et al. [96], utilizing double-
stream gas-puff targets consisting of a working gas, argon, and a confinement gas, helium. 
With the use of a Nd:YAG laser (1064 nm, 4 ns, 740 mJ, 2×1012 W/cm2), a resultant X-ray 
flux of 2.1×1014 photons/4πsr/pulse could be achieved and a resulting spatial half-pitch 
resolution of 80 nm under 200-shot exposure. A full cycle is given by the distance between 
the centers of two dark spots in an alternating black-white pattern. The half-pitch refers to 
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the half of that distance, which is defined by the distance between the center of a dark spot 
to its neighboring white spot. The experimental assemblies are illustrated in Fig. 45 and the 
imaging results of the contact method in Fig. 46.  

   
Fig. 45: Schematic of the experimental setup for the double-stream gas-puff target LPP SXR-source (left) and 
the contact-type soft X-ray microscope (right). The design allows to maintain a wet specimen is in helium 
atmosphere [96]. 

 
Fig. 46: Imaging results of contact SXRM of epidermal cells (Keratinocytes) [96]. (a) Cell boundary and 
cytoplasmic structures can be identified, while in the magnified image (b) sub-100nm structures such as Actin 
filaments become visible. 

The broadband plasma emission is filtered by using a 100-nm Si3N4 window, placed 5 mm 
above the specimen plane. The distance between laser-plasma and specimen is 20 mm. 
Structural details such as the cytoskeleton formed from keratin proteins and the cell nucleus 
as well as the cytoplasmic structure surrounding the nucleus are visible. Even fine structures 
below 100 nm size are visible, which underlines the applicability of double-stream gas puff 
target LPP soft X-ray source for the use in SXR contact microscopy. 
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Bright WW-radiation from liquid nitrogen irradiated with frequency-doubled Nd:YAG 
pulses (532 nm, 3 ns, 200 mJ, 4×1013 W/cm2) has been generated by Hertz et al. [103] [104], 
allowing for a spatial resolution of 60 nm (5 min. exposure) by zone plate imaging at 
𝜆=2.48 nm with a conversion of 1012 photons/sr per shot. The experimental apparatus is 
depicted in Fig. 47 and the imaging results in Fig. 48.  

 
Fig. 47: Experimental setup of the liquid nitrogen-jet based soft X-ray microscope [104]. 

The diatom belongs to the eukaryotic algae with cell walls made of silicate, exhibiting 
structural details of sizes ranging from microns to nanometers. The wet specimen is derived 
from foetal monkey kidney, cultivated on a SiN-membrane. The thickness of the liquid layer 
in between the silicon nitride membranes is below 10 µm. The dry samples are prepared via 
dehydration by a series of ethanol-water washes. Both images show moderate contrast, due 
to the non-uniform illumination profile over the large field of view. However, the contrast in 
the dehydrated cell is higher at 2.48 nm compared to their previous result with 3.37 nm. 

 
Fig. 48: Imaging results of soft X-ray diffractive imaging microscopy of a diatom algae (left) and hydrated 
COS-7 cells (center) and dehydrated COS-7 cells (right) [104]. 
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On the other hand, Kado et al. employed a high-Z Au target and irradiated Nd:Glass laser 
(1053 nm, 600 ps, 10 J, 1014 W/cm2) on it [105]. The broadband WW-emission was utilized 
for the contact imaging method, achieving a spatial resolution of 90 nm (single-shot 
exposure) and an absolute photon number as high as 1.3×1015 photons/sr. Their specimen 
holder with the detector assembly is depiced in Fig. 49.  
 

 
Fig. 49: Schematic view of the stainless-steel specimen holder for wet samples [105]. 

The achieved imaging results are shown below (Fig. 50, Fig. 51, Fig. 52). X-ray images have 
been taken by using single X-ray exposure. The exposed PMMA resist was rinsed with 
NaOCl and developed with a mixture of MIBK and IPA. The developed PMMA-relief was 
scanned afterwards with an atomic force microscope to reconstruct the 2D images of the 
specimens. Clearly observable were the nucleus and the nuclear membrane alongside with 
some structural features in the nuclei. The resolution is estimated by the size of the observable 
details of the nuclear membrane of about 90 nm. The fluorescent image of Leydig cells (LCs) 
stained with DAPI confirms the observed structural details in the nucleus. They correspond 
to the features in the X-ray image, because DAPI enhances the contrast of chromatin. 

 
Fig. 50: Imaging results of soft X-ray contact microscopy of Leydig cells. The lower left inlet shows a 
fluorescent image, which confirms the observed heterochromatin structures in the nucleus [105]. 
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The cells were fixed and stained with a specific fluorescent dye to visualize organelles such 
as nuclei, actin filaments, and mitochondria. The presented fluorescent images stem from a 
confocal laser microscope (CLM). To obtain the X-ray images, the stained Leydig cells with 
the silicon nitride membrane are placed on PMMA photo resist and inserted into the specimen 
holder. The structures that appear to be green correspond to the actin filaments and the red 
ones resemble the mitochondria. Comparing the X-ray images with the CLM-images, they 
appear almost identical, especially the fine structures on the cell edges and the details around 
the nuclei are clearly identical. Furthermore, the X-ray image revealed some structures in the 
mitochondria, which are not found in the confocal laser microscope image. The authors 
interpret that as other organelles, such as actin filaments, since the CLM can visualize only 
mitochondria with Mito tracker staining.  

 
Fig. 51: Imaging results of confocal laser imaging (a) and soft X-ray contact microscopy (b) of Leydig cells 
stained with Phalloidin to label actin filament in green [105]. 

 
Fig. 52: Imaging results of confocal laser imaging (a) and soft X-ray contact microscopy (b) of Leydig cells 
stained with Mito tracker to label mitochondria in red [105]. 

Limpouch et al. [63] investigated plasma radiation from mid-Z solids, irradiated by dual-
pulses (main pulse: 1064 nm, 150 ps, 220 mJ, 1.2×1014 W/cm2). The broadband emission 
from an optically thin molybdenum plasma yielded a conversion efficiency of 1.5%/sr, 
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corresponding to 5.3×1016 photons/sr (𝜆=2.34 ~ 4.38 nm). The schematic dual-pulse setup is 
illustrated in Fig. 53. Their current research is focused on the optimization of the target 
condition and the spectral mismatching between opacity and emissivity necessary to create a 
bright WW SXR-source based on a dual-pulse irradiation scheme. However, to this date, 
there is no published result known, where they made the attempt to benchmark the imaging 
capability of their dual-LPP. 

 
Fig. 53: Schematic of the dual-pulse mid-Z laser-plasma source [63]. 

The advantage of gaseous targets over solid targets is their property of being debris-free, 
which helps to conserve the natural structure of the specimen [99], while as one of the 
shortcomings, the plasma plume is relatively large (~500 µm [106] [96]), limiting its radiance 
and causing a penumbral blurring [14], so that Fresnel zone plates are typically used for the 
sample illumination [107]. In contrast, plasmas generated from solid high-Z elements 
generally provide more intense radiation from a much smaller area [51]. However, the 
melting point of the target material plays an additional role, where the mid-Z element 
molybdenum is suitable as a long-living target material for multi-shot exposures [108]. As it 
has been demonstrated recently, the debris from an Sn-plasma can be reduced significantly, 
when the target thickness or its mass is decreased [48] [109] or the specimen is placed under 
an angle larger than 30° with respect to the laser incidence [14]. Beside these approaches, the 
use of low-density foam targets and thin-layer targets might change the X-ray output 
significantly [58] [110]. However, ultimately, all above mentioned approaches are strictly 
limited by their conversion efficiency and the total exposure time, which is a critical aspect, 
because it limits the resolution due to blurring by the motion and other effects occurring 
during the irradiation of a living specimen [11]. A summary overview is given in Table 4. 
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Table 4: Method and results of the presented tabletop-based LPP research-groups. 𝐼L is the laser intensity and 
𝑌XR is the X-ray yield in photons per steradian. *The photon yield of Hertz et al. is corrected for the emission 
into the hemisphere. 𝜆p corresponds to the peak wavelength and 𝛿R is the achieved image spatial resolution. As 
for high-Z plasma, the WW-emission is coined by broadband multi-transitions, so the peak wavelength becomes 
less important. ‡The author estimates the peak to occur around ~2.4-2.5 nm, based on experimental experience. 

Research 
group 

Type of 
target 

𝐼L 
[W/cm2] 

𝑌XR  
[ph/sr] 

𝜆p  
[nm] 

𝛿R 
[nm] 

Mann et al. Gas (N) 2×1012 5×1012 2.88 50 
Fiedorowicz et al. Gas (Ar/He) 2×1012 1.7×1013 3.28 80 
Hertz et al. Liquid (N) 4×1013 1012 * 2.48 60 
Kado et al. Solid (Au) 1014 1.3×1015 WW ‡ 90 
Limpouch et al. Solid (Mo) 1.2×1014 5.3×1016 2.74, 3.15 N/A 

 
In the next chapter, a brief overview of the basic physical principles of creation and radiation 
of hot dense laser-produced plasma is given. The third chapter treats the enhancement of soft 
X-ray radiation in gaseous atmospheres and introduces the spectrometer as an important 
observation tool in plasma diagnostics alongside with the sophisticated simulation codes used 
in this study. Subsequently, all diagnostic methods, that were added during the course of the 
research, are presented in detail in chapter 4 and a benchmark of the simulation code Star2D 
is given by comparison with experimental data. The last chapter will summarize the presented 
work briefly and give an outlook on future study. 
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APPENDIX-I 

a. Diffractive optics 
Traditional refractive lenses do not work in the X-ray regime, because the absorption is too 
high. Consequently, diffractive, or reflective optics are used instead. The Fresnel zone plate 
is a diffractive lens (Fig. 54), while Wolter-type objectives, Schwarzschild objectives and 
multilayer mirror designs belong to the X-ray reflective components [111] [112] [113]. In 
general, a Fresnel zone plate’s resolving power is determined by its outermost zone width 
∆𝑟, zone placement, and the diffraction order 𝑚 used. The diffraction limited resolution 𝛿𝑓 
is then given by Eq. (1-27). In addition to that, the zone plate is chromatic, so that the spectral 
purity needs to be at least equal to the total number of zones 𝑁 in the zone plate times the 
diffraction order, as expressed below by Eq. (1-28). 

𝛿f = ∆𝑟/𝑚 , (1-27) 

𝜆/∆𝜆 ≥ 𝑚𝑁 . (1-28) 

The transmission microscope uses 1.75 nm (707 eV) wavelength from the ALS bending 
magnet in order to irradiate a Mo/Si multilayer test object. The zone plate features an 
outermost zone width ∆𝑟  of 30 nm, created with an electron beam lithographic system 
(CXRO Nanowriter) with a single PMMA resist layer [114]. The condenser zone plates 
(CZP) are made in gold and have a diameter of 9.8 mm and a central stop of 7 mm in diameter. 
The micro zone plate (MZP) comes with a 12-nm outermost zone width and has no central 
stop. The ratio of the numerical apertures of CZP to MZP defines the achievable object 
contrast measured by the degree of imaging coherence 𝜎 as given in Eq. (1-29). In ideal case 
it is zero and the imaging is perfectly coherent, while the achieved partial coherence factor 
actually amounts to 0.4. Applying the Rayleigh-criterion of 15.3% image contrast, the 
resolution is found to be 9 nm half-period. 

𝜎 = 𝑁𝐴CZP/𝑁𝐴MZP . (1-29) 

The scanning microscope uses an undulator, a grating monochromator, and a spatial filter to 
produce nearly spatially coherent soft X-rays of 1.77 nm wavelength (700 eV) on a focusing 
zone plate (FZP). The FZP features 1700 zones with a central stop of 50 µm diameter, and a 
focal length of 1135 µm at the used wavelength. At 11 nm half-pitch, the absolute image 
contrast yielded ~13%. The zone plate’s efficiency depends nonlinearly upon the duty cycle 
between open and zones and amounts to ~10% at equal width of both zones. [13] 
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Fig. 54: Diffractive Fresnel zone plate lens installed at the XM-1 microscope at the ALS. It has been 
manufactured by the CXRO’s Nanowriter, the world’s only electron-beam lithography tool customized to crate 
the curved, continuous shapes that define the zone plate pattern (left) [41]. SEM image of a deeply edged zone 
plate with a mechanically cleaved portion for showing the cross-section (right) [115]. 

In principle, a Fresnel zone plate is based upon interference effects of rays coming from 
different locations within the plane of the zone plate meeting at the focal point as illustrated 
in Fig. 55. The relation between focal length 𝑓, wavelength 𝜆, number of odd (1,3,5,…) or 
even (2,4,6,…) zones 𝑛 and the radial transition into the 𝑛th zone 𝑟𝑛  as described by Eq. 
(1-30), 

𝑟𝑛
2 = 𝑛𝜆 (𝑓 +

𝑛𝜆

4
) . (1-30) 

The acceptance of light, defined by the numerical aperture NA, relates the resolution 𝜔 of a 
diffraction-limited optical system with the wavelength by Eq. (1-31) 

𝜔 ≈
𝜆

2𝑁𝐴
 . (1-31) 

The alternating zones of a zone plate resemble a diffraction grating and shall be expressed 
by the grating equation sin𝜃 = 𝜆/𝑑, with 𝑑 = 2∆𝑟. A more encompassing treatment of the 
general grating equation and its applications for plasma diagnostics follow in subsequent 
chapters. For zone plates with a large focal length and the approximation that the outer zone 
width ∆𝑟 is much smaller than the zone plate’s radius 𝑟𝑁 yields thus the following useful 
expressions, 

𝑁 =
𝑟𝑁

2

𝜆𝑓
=

𝜆𝑓

4𝜔2
 , (1-32) 

∆𝑟 = 𝜔 =
𝜆𝑓

2𝑟𝑁
 , (1-33) 

𝑟𝑛 ≈ √𝑛𝜆𝑓 , (1-34) 

with 𝑁 being the number of zones. For manufacturing requirements, one might use Eq. (1-33) 
to calculate the required number of zones for a given geometry. Under the small angle 
approximation sin𝜃 = tan𝜃 = 𝑟𝑁/𝑓, one obtains a relation between bandwidth restrictions 
and zone plate geometry as expressed by Eq. (1-35), 

𝜆𝑓 = 𝑑𝑟𝑁 , (1-35) 
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∆𝜆

𝜆
≤

1

𝑁
=

𝜆

𝑁𝐴2

1

𝑓
 , (1-36) 

with the grating period 𝑑 and the bandwidth ∆𝜆. It means that for a given wave plate, the 
longer wavelengths will focus earlier than the shorter wavelength. By rewriting the product 
𝜆𝑓 for small changes (𝜆 + ∆𝜆)(𝑓 − ∆𝑓) and neglecting the second-order term ∆𝜆∆𝑓, one 
obtains ∆𝜆/𝜆 ≈ ∆𝑓/𝑓 . In order to maintain near diffraction-limited performance, the 
magnitude of the focus shift 𝛥𝑓 due to the finite bandwidth 𝛥𝜆 should be less or equal the 
depth of focus (DOF) of the system, 𝜆/𝑁𝐴2 as expressed in Eq. (1-36). 

 
Fig. 55: Diffraction in a zone plate. Source points in the plane of the zone plate at a distance r from the center 
interfere at the focal distance f with each other. Rays from the green area interfere constructively with 
subsequent white fringes (even), while they interfere destructively with source points from the blue ring and 
subsequent black rings (odd) [13]. 

Zone plates are commonly manufactured on a very fragile basis (Fig. 56) in order to keep the 
absorption losses in the carrier substrate low, so that their maximum size is limited to several 
millimeters [116] [117] [118]. The diffraction efficiency primarily depends on the X-ray 
wavelength, the height of the zones, and the zone material, but also on line-edge roughness 
and line-to-space ratio (L:S) [119]. For WW-wavelength, Ni, Ge, and Au are commonly used 
as X-ray optical materials since their absorption and/or phase shift properties yield high 
diffraction efficiencies. For 2.88 nm light and a 1:1 ratio, a Ni-thickness of ~200 nm yields 
the best first-order diffraction efficiency of more than 20%. However, the manufacturing 
issues of processing small outer zone-widths limits the achievable zone-layer height to 
~35 nm, resulting in 10× lower diffraction efficiencies. By adding a Ge-layer of 80 nm 
thickness to the stack, the diffraction efficiency can be increased up to ~10%, as shown by 
Reinspach et al. [118]. The efficiency is ordinarily expressed with regards to the zeroth order 
non-diffracted light [120]. 
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Fig. 56: Illustration of the fabrication process for Ni–Ge zone plates. The total thickness of the final zone-plate 
is less than 200 nm if the outer silicon base is not considered. The carrier substrate is a 50-nm Si3N4 membrane. 
Zep7000 is an electron beam resist on top. The tri-layer stack is structured by electron beam lithography and 
reactive ion etching (RIE), followed by Ni-electroplating. The Ni is then used as a hard-mask for ion etching 
into the underlying Ge-layer [118]. 

b. Reflective optics 
Reflective X-ray optics are employed, where it becomes necessary to collect non-collimated 
light from feint sources, providing a larger entrance aperture, as typically required not only 
for X-ray microscopes, but also for astronomical observation tools. The study of exoplanets, 
the solar magnetic field, or supernova remnants like the Cassiopeia and Crab Nebula, are 
examples and part of the human space exploration, which aims to determine the nature of 
celestial objects, understand the physical processes occurring in cosmic sources and 
investigate the evolution of the universe [121]. 
 
They rely on high-quality mirror-based imaging systems, such as the space telescope 
“Chandra X-ray Observatory” [122]. The first imaging mirror-design for X-rays under 
glancing incidence was proposed by Wolter in 1952 [123], while Giacconi and Rossi first 
proposed the application of grazing incidence mirror telescopes for the use in X-ray 
astronomy in 1960 [124]. This design, called Wolter-type 1, is based on two confocal, coaxial 
mirror structures, namely paraboloidal and hyperboloidal curvature. In subsequent years, this 
design has been improved by many researchers with a different approach in order to decrease 
the various aberration mechanisms (coma, oblique spherical aberration/astigmatism, and 
spherical aberration) [125] [126] [127] [128]. An important improvement is the nested 
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conical Wolter-I design, in which multilayer mirrors of conical structure are used to focus X-
rays tightly. A short description of the mathematical calculation of the design parameters of 
such a mirror system obtained via ray tracing by Van Speybroeck and Chase [129] is given 
by Eqs. (1-37) and (1-38), 

𝑟p
2 = 𝑃2 + 2𝑃𝑍 +

4𝑒2𝑃𝑑

𝑒2−1
 , (1-37) 

𝑟h
2 = 𝑒2(𝑑 + 𝑍)2 − 𝑍2 , (1-38) 

with 𝑍 the coordinate along the axes of symmetry, 𝑟 the radius of the surface of 𝑍, and the 
independent surface-design parameters 𝑃 , 𝑑 , and 𝑟 . The indices “p” and “h” stand for 
parabolic and hyperbolic, respectively. However, it is more intuitive to use 𝑍0, 𝛼 and 𝜉 with 
the following definitions (Eqs. (1-39), (1-40), (1-41), (1-42), and (1-43)), 

𝜃p
∗ =

2𝜉

1+𝜉
𝛼 , (1-39) 

𝜃h
∗ =

2(1+2𝜉)

1+𝜉
𝛼 , (1-40) 

𝑃 = 𝑍0 tan(4𝛼) tan 𝜃p
∗ , (1-41) 

𝑑 = 𝑍0 tan(4𝛼) tan(4𝛼 − 𝜃h
∗) , (1-42) 

𝑒 = cos(4𝛼) (1 + tan(4𝛼) tan 𝜃h
∗) , (1-43) 

where 𝑍0 is the distance from the axial ray focus to the intersection plane of the paraboloid 
and hyperboloid, which is essentially the focal length and determines the scale of the optics, 
𝛼 =

1

4
arctan (

𝑟0

𝑍0
) =

1

2
(𝛼p

∗ + 𝛼h
∗ ) with 𝑟0 the radius of the surfaces at their intersection and 

𝛼p
∗ , 𝛼h

∗  resemble the grazing angles between the two surfaces and the path of an axial ray 
that strikes at an infinitesimal distance from the intersection. The ratio of these grazing angles 
is given by ξ = 𝛼p

∗/𝛼h
∗  and is valid for an axial ray striking near the intersection of the two 

surfaces. 
 
The length of the mirror is given by the length of the paraboloidal mirror and the length of 
the hyperboloidal mirror, where the latter is chosen so that axial rays striking the front of the 
paraboloidal mirror are just enough to also strike the back of the hyperboloid. Their relation 
is given by Eq. (1-44) as, 

𝐿h

𝐿p
=

𝑃

𝑒𝑑+(𝑒−1)𝐿p
≈

𝜉

1+(
𝜉𝐿p

𝑍0
)
 . (1-44) 

The geometrical properties of the Wolter type I telescope and a given source (Fig. 57) are 
thus determined by the four free design parameters 𝑍0, 𝛼, 𝜉, 𝐿p and the angle of incidence 𝜃. 
The achievable resolution can be described by an empirical relation, derived from a 
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systematic study of many different telescope res and the rms blur circle radius 𝜎D  is 
expressed by Eq. (1-45) as, 

𝜎D =
𝜉+1

10

tan2 𝜃

tan 𝛼
(

𝐿p

𝑍0
) + 4 tan 𝜃 tan2 𝛼 , (1-45) 

where the second term emerges, because the system does not exactly fulfill the Abbe sine 
condition (𝑛 sin 𝜀 = 𝛽′𝑛′ sin 𝜀′) with 𝛽’ being the magnification and the other quantities as 
usual. It is a good example of an empirical formula, constructed for a certain range of the 
free design parameters (𝛼=0.5…3.5°, 𝜃=0…30’, 𝐿p/𝑍0=0.035…0.176 and 𝜉=0.25…4). 

 
Fig. 57: A representation of the paraboloid-hyperboloid telescope type as discussed by Van Speybroeck and 
Chase. The incoming light is reflected at the hyperboloid surface, and then at the paraboloid surface. The rear 
hyperboloid focus is confocal with the paraboloid focus. The front focus of the hyperboloid is also the focus of 
the telescope [129]. 

Werner has discussed the various imaging aberrations (see Eqs. (1-46), (1-47), and (1-48) 
below), which will be treated in the following. Coma will make an infinitesimal small ring-
shaped zone in the entrance pupil converge to a double ring. To first approximation, this is 
proportional to 𝐿/𝑁, where 𝐿 and 𝑁 are the directional cosines of the beam incident in the 
telescope with the 𝑋 (transverse) and 𝑍 (longitudinal) axis, respectively. It depends upon the 
position over the total aperture and is not constant. Oblique spherical aberration transforms 
an infinitesimal small ring-shaped zone in the entrance pupil into a single ring, which is, to 
first approximation, proportional to (𝐿/𝑁)2. It depends only on the choice of the grazing 
angle and the field angle, under which the object is to be seen. Spherical aberration is zero 
for paraboloid-hyperboloid and Schwarzschild systems. It further is fully interchangeable 
with oblique spherical aberration but has the opposite sign. Now, a real system always suffers 
manufacturing tolerances and is further limited by the finite size of the detector elements. 
Thus, the introduction of a limited spherical aberration might have no measurable effect on 
the image quality on axis. 
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Coma:     2𝜌c = 2(𝑏1 − 𝑎1)2𝑓′𝐿/𝑁 (1-46) 

Oblique spherical aberration:   2𝜌os =
4(𝑏1−𝑎1)𝑓′

𝑎1(𝑏1−2𝑎1)
(

ℎ

𝑎0
) (

𝐿

𝑁
)

2

 (1-47) 

Spherical aberration:   2𝜌sa(ℎ/𝑎0) ≜ −2𝜌os(ℎ/𝑎0) (1-48) 

with 𝜌 being the radius of each of the aberrations, ℎ the aperture having a value between 
0…∆𝑎0, 𝑎1 and 𝑏1 the slope of the first and second mirror, respectively, 𝑓’ the focal distance, 
𝑎0 the entrance pupil width and ∆𝑎0 the entrance pupil ring width. In general, coma can be 
avoided, if the imaging optics obey exactly the Abbe sine-condition, as the case in the 
Schwarzschild system design. On the other hand, a clever approach has been presented by 
Werner, where he introduces spherical aberrations to the system, in order to control coma 
and obtain a more uniform image quality over the field of view (Fig. 58). 

 
Fig. 58: Comparison of various telescope types having the same basic dimensions. The polynomial approach 
introduced by Van Speybroeck and Chase gives the smallest full width of the line spread function at maximum 
for grazing angles around 2°. The relative pupil width ∆𝒂𝒐/𝒂𝒐 = 0.094 and the field angle is 10 min. of arc, 
while the image plane is flat [129]. 

A successful technique applied even nowadays is the so-called nested structure of conical 
mirrors. To increase the collecting area, one might use a longer mirror. However, since the 
aberration blur circle is proportional to the length of the mirror, it would decrease the 
resolution of the system. A way how to increase the acceptance of incoming radiation, 
multiple mirror-layers are nested inside the outermost mirror-pair (Fig. 59), sharing the same 
focal spot, while keeping the total length of the system constant [129] [130]. 
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Fig. 59: Example of a nested structure. Various mirror pairs (primary + secondary) are nested inside the 
outermost one. This assembly increases the entrance pupil without increasing the length of the system, thus 
maintaining a small aberration radius [130]. 

c. Plasma applications and natural phenomena 

X-ray radiation source 
As already described in this chapter, the plasma can be an emitter of broadband 
electromagnetic radiation providing high-energy radiation, such as X-rays, that are widely 
used in EUV lithography and soft X-ray microscopy for sample illumination or 
semiconductor manufacturing. In the following, further examples of plasma application are 
given to demonstrate the universality of plasma technology. 
Plasma window 
Scientific experiments often require a high vacuum condition, where a differential pumping 
system is used in order to decrease stepwise the pressure level. There, the air flows according 
to Hagen-Poiseuille theory, which requires large pumps. A novel technique is the plasma 
window, which acts as an atmospheric-vacuum interface without using any pumps [131]. A 
gas (Ar or He) is discharged between two electrodes and forms a non-stationary plasma, 
which fills the discharge channel with high-viscosity gas. According to Eq. (1-49), the 
viscosity µ of the viscose gas volume of length 𝑙 , diameter 𝑑 , and density 𝜌 defines the 
Poiseuille flow rate 𝑄 between two pressure levels 𝑃in and 𝑃out, 

𝑄 =
𝜋𝑑4𝜌

128µ𝑙
(𝑃in − 𝑃out) . (1-49) 

The plasma plugging effect causes the steep pressure gradient between discharge and 
expansion region. The increase of gas temperature increases the plasma pressure at the 
discharge port and reduces the air flow due to the balance between plasma pressure and 
atmospheric pressure (Fig. 60). The expansion region is of low-pressure plasma, so that a 
pressure separation of factor ~105 can be realized. The plasma window further allows lasers, 
electron beams and X-rays to pass, which makes it applicable to SXRM, for example. They 
are also used to investigate the LTE-condition of non-stationary cascade arc plasmas. 
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a) 

 

b) 
 

 
 
 

Fig. 60: (a) Schematic of the plasma window, and (b) observation of the cascade arc discharge plasma. The 
floating electrodes help to stabilize the arc discharge [131]. 

Nuclear fusion 
Plasmas are studied in the aspect of generation of energy via fusion11, since A. Einstein 
developed the theory of special relativity in 1905, and the fusion from hydrogen to helium as 
the energy source of stars was accepted [132]. In the Sun, two chain reactions occur (Eqs. 
(1-50) and (1-51)), that yield energy: 

4H → He4 + 2e+ + 2ν + 26.7MeV , (1-50) 

which has a low cross section and proceeds very slowly, and, 

D + T → n + He4 + 17.6MeV, (1-51) 

which has the highest cross section among the fusion processes in the sun, still having a 
smaller cross section than coulomb collisions. Now, in order to use fusion on earth, high 
temperatures are required so that the high kinetic energy of hydrogen overcomes the coulomb 
repulsion, giving way for the fusion of the two nuclei. Temperatures on the order of 10 keV 
(≈ 108 °𝐶) are typically required, enough to melt any known material rapidly. In order to 
keep the plasma in place for a while, magnetic confinement is typically used. There are two 
proposed designs, that are studied and continuously improved in order to achieve long 
confinement times (~5 s required for a gain in energy). 
 
The Stellarator (Fig. 61 (a)), which is a magnetic cage created by a single magnetic coil 
system, appropriate for continuous operation, and the Tokamak (Fig. 61 (b)), which requires 
three overlapping magnetic fields for the confinement and can only be operated in pulse-
mode. Water-cooling of the walls is of high importance. Nowadays, most fusion systems are 
based on the Tokamak design [133]. 

 
11 Fusion: occurs between light elements and yields energy up to iron (Z=26). On the other hand, fission, yields 
energy for heavier elements above Fe. 
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Fig. 61: Schematics of plasma fusion systems. (a) Magnetic coil-system of the first optimized stellarator 
“Wendelstein 7-AS” (1988-2002), and (b) the Tokamak design of e.g. ITER [133]. 

Laser-induced breakdown spectroscopy (LIBS) 
LIBS is a method to analyze chemical elements in a sample [134]. A laser beam is focused 
onto a sample, where a plasma forms and radiates light that is characteristic for the elements 
in the target. The broadband light is then diffracted by an optical component and further 
focused into a fiber to be analyzed by a spectrograph (Fig. 62) [135]. 

 
Fig. 62: Illustration of LIBS. A laser-beam is focused onto a sample to create a plasma. The plasma emits light 
that is diffracted and focused into an optical fiber. A spectrometer records the emitted light [135]. 

The detection is limited by the line strength of the emitted spectrum, the electron temperature 
of the plasma, and the light gathering ability of the optical fiber. The spectrum is based on 
recombination radiation, which will be described in the next chapter in more detail. Typical 
detection limits are on the order of some 100 µg/g, varying with element. It is employed in 
many different fields, such as combustion technology, metallurgy, geology, and food science. 

Air purification 
The patented air purification technology employed by [136] is based on plasma sterilization. 
The ion generation unit creates a discharge plasma that dissociates and thus ionizes water 
molecules according to Eq. (1-52), 

H2O → H+ + O2
− , (1-52) 

then, other water molecules surround the ions by their molecular forces, giving the ions a 
long lifetime. These OH radicals have a high oxidizing power as they become attached to the 
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surface of fungi or viruses, and immediately decompose the proteins on the surface by 
extracting hydrogen to recombine to water and return to the air. 

 
Fig. 63: The process of virus decomposition by plasma-ionized air [136]. 

Natural phenomena 
The three well-known states of matter, solid, liquid, and gas, coin our natural surroundings 
on earth. However, the plasma state – the fourth state of matter – is frequently encountered 
in the universe. Typical natural plasma phenomena include the Sun, lightning, polar lights 
(aurora), the inner magnetosphere of the Earth, and other stellar objects (Fig. 64). 
 
The Sun reaches temperatures of 15 million °C in its core, around 2 million °C in the 
convective zone, and its visible surface (photosphere) has 5500 °C. The Sun is almost 4.5 
billion years old and can last another 5 billion years, before it turns into a red giant star for 
over one billion years. This transformation occurs when nuclear fusion into helium ends and 
gravity acts until the nucleosynthesis sets in again. Under the higher pressure, helium turns 
into carbon (triple-alpha process), and a gigantic thermal expansion occurs. After all nuclear 
fuel is exhausted, gravity may finally compact the red giant to a white dwarf star having 
200 000× the Earth’s density.  Fig. 64 (a) shows the Sun with a prominence and bright areas 
that are hotter than the dark ones. A prominence forms over timescales of about a day and 
persists for several months in the corona. They can loop hundreds of thousands of kilometers 
into space [137]. 
 
The electrical discharge of a lightning may strike within 30 µs, has average powers of 1 kW 
per stroke, and can reach temperatures of 30 000 °C. Lightning is accompanied by a shock-
wave that is created in the surrounding air, and decays into a loud sound-wave travelling at 
a speed of 344 m/s. The average lightning flash on Earth has 300 million volts and 20 000 
amps. Lightnings often occur between clouds, but occasionally extents down to the ground 
as shown in Fig. 64 (b). It is formed when hot and cold air meet. Water droplets and ice 
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crystals bump together and move apart, which causes static electrical charges in the clouds. 
The negative charges are at the bottom, and the positive charges are at the top. The high 
voltage causes a breakdown in air and a leader stroke is generated. However, in the upper 
atmosphere, lightning can even cause bursts of gamma rays, the most high-energy naturally 
produced phenomena on the planet [137]. 
 
The Earth’s magnetic field, called magnetosphere, acts as a protective shield against solar 
wind. However, on the geographical poles, where the magnetic field enters/leaves the Earth, 
the particles from a solar storm can travel down the magnetic field lines as illustrated in Fig. 
64 (c). The ionosphere – a hot layer of charged particles in the Earth’s atmosphere – is ionized 
by solar radiation and forms the interface between space and breathable atmosphere. There, 
the aurora occurs at ~80…650 km altitude and temperatures of ~1500 °C (see Fig. 64 (d)). 
The beautiful displays of light in the sky are a result of the photorecombination from ionized 
matter that has been created by the Sun’s energetic rays. The interaction with oxygen gives 
green and red colors, while nitrogen yields purple/blue colors [137]. 

a) 

 

b) 

 

c) 

  

d) 

 
Fig. 64: Natural plasma phenomena. (a) The Sun viewed at 30.4 nm. (b) Lightning bolts. (c) Earth’s 
magnetosphere. (d) aurora (polar lights). Images from NASA [137]. 

https://www.nasa.gov/sites/default/files/thumbnails/image/aurora2_0.jpg
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2 THEORETICAL FRAMEWORK 

2.1 Outline of this chapter 

This chapter deals with fundamental aspects of hot dense plasma, namely their radiation 
properties and generation method by using a laser-beam. A description of light and 
spectroscopy will complete this brief physical introduction. The author refers to 
contemporary textbooks [138] [47] [139] [45] and well-known monographs [140] [141] 
[142] [143]. Since the author investigates the laser-plasma under medium intensity condition, 
i.e. below 1015 W/cm2, degenerate states of matter and non-linear plasma effects such as 
three-wave mixing are not important and will not be treated here. The presented concepts 
will be picked up and treated more deeply in subsequent chapters. 

2.2 Radiation of hot dense plasma 

2.2.1 Definition of an ideal plasma 
Beside the three commonly known states of matter, solid, liquid, gas, the plasma12 is a fourth 
state with completely different properties, one of which is its remarkable electrical 
conductivity, and another its property to radiate in a broad spectral range. Beside ideal 
plasmas, which will be treated here in more detail, there exist relativistic plasmas, degenerate 
plasmas, and a combination of both. The plasma state changes drastically [132], as the 
thermal energy 𝐸th = 3𝑇/2 is lower than any of the following four energies: non-relativistic 
Fermi-energy 𝐸F, electrostatic interaction energy 𝐸el, Bohr’s ground energy 𝐸B0, and the 
relativistic electron energy 𝐸rel (Fig. 65). The following treatment is limited to the hydrogen. 
The ideal plasma is distinguished from the degenerated plasma by, 

𝐸th ≥ 𝐸F =
ħ2

2𝑚e
(3𝜋2𝑛)2/3 , (2-1) 

that is, 

𝑇th ≥ 𝑇F[eV] = 2.4 × 10−19(𝑛[m−3])2/3 , (2-2) 

because below the Fermi-temperature, which depends upon the density, the energy 
distribution is not Maxwellian anymore, but all phase cells are filled up to the Fermi level. 
On the other hand, the regime of relativistic plasmas beings, where, 

𝐸th ≈ 𝑚e𝑐2 , (2-3) 

 
12 Other usages of the word plasma are common in biology, where the terms blood plasma and cell plasma are 
common. Furthermore, in mineralogy the term plasma is used for jasper, a type of gemstone. In Terry Pratchett’s 
famous novel “Discworld” ectoplasm is created in a particle accelerator. 



54 
 

that is,  

𝑇th ≈ 𝑇rel[eV] = 3.4 × 105 , (2-4) 

so, the scattering processes of photons on electrons approach Compton scattering, and the 
equilibrium radiation field is so energetic, that electron-positron pair creation can occur. 
Neutral gases / solids can be separated from the ideal plasma state via, 

𝐸th ≥ 𝐸el = 𝑒2𝑛1/3/4𝜋𝜀0 , (2-5) 

that is, 

𝑇th ≥ 10−9(𝑛[m−3])1/3 , (2-6) 

because above that temperature, the kinetic energy overcomes the potential energy caused by 
the electrostatic field in neutral matter. In principle, the degree of ionization can also be used 
to define the plasma state, where the ionization requires the thermal energy to be equal to the 
Bohr energy of the ground level from which follows, 

𝑇ion =
2

3𝑒

𝑚𝑒𝑒4

8𝜖0
2ℎ2 = 9eV . (2-7) 

Above this temperature, the plasma is more or less fully ionized. A more detailed view 
reveals (see Saha equation in next subsection), that the ionization depends also upon the 
density and that a high degree of ionization is already achieved at 𝑇 ≈ 𝑇ion/10. However, 
there is no exact definition when a gas or solid enters the plasma state. 

 
Fig. 65: Plasma states and their limits in the density-temperature diagram [132]. (Translation: neutral Gase = 
neutral gases; ideale Plasmen = ideal plasmas; relativistische Plasmen = relativistic plasmas; nicht-ideal entartet 
= non-ideally degenerate; ideal entartet = ideally degenerate; relativistisch entartet = relativistically degenerate) 

A plasma may be called “hot” if its spectral profile is mainly established by thermal radiation 
(LTE) or above ~100 eV in the context of this research. The plasma is typically called “dense” 
if the electron density is above critical density, which depends upon the considered 
wavelength. Both concepts will be treated in the next section. 

2.2.2 Thermodynamic equilibrium states 
A system may have a well-defined boundary and may be isolated from all outside processes 
so that no interaction or energy transfer occurs. It shall have a homogenous temperature 
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above absolute zero across its volume. In case of a very dense and optically thick object, all 
processes, i.e. collisional and radiative processes, are in detailed balance with their backward 
reactions. This means, that knowing one quantity (emissivity or absorption coefficient) is 
enough to know the other if thermodynamic equilibrium is established. Here, photo-
absorption occurs as frequently as photoemission, called Kirchhoff’s law [144], 

𝜂(𝜈)

𝜅(𝜈)
= (

2ℎ𝜈3

𝑐2 ) 𝑒
− 

ℎ𝜈

𝑘B𝑇𝑒 . (2-8) 

This equilibrium includes scattering and induced emission (sometimes indicated as 𝜅′). 
Micro-reversibility holds for the collisional processes as well. The particle-velocities are 
characterized by the Maxwellian velocity distribution function 𝑓(𝑣) , the radiation 
temperature follows Planck’s law of black-body radiation for the equilibrium radiation field 
𝐵ν(𝑇), and the level population can be described by the Boltzmann distribution function 
𝑈(𝑇). The ionization states follow the Saha ionization equation 𝑆𝑧−1(𝑇) and the Saha-
Boltzmann equation 𝑆𝑧−1,𝑖(𝑇) . The frequency-dependent and wavelength-dependent 
intensity distributions are illustrated in Fig. 66 [145]. The equilibrium radiation field in a 
blackbody is dependent only upon temperature and marks the upper limit of natural 13 
emission intensity due to the high emitter density. However, the system is opaque to all 
frequencies and radiation created inside is readily absorbed and cannot easily escape to an 
observer outside. Only a few photons can escape14 from inside through the surface and may 
be well described by Planck’s law. A perfect blackbody can never exist since it would require 
perfect isolation and unphysically high density (or infinite extend) in order to satisfy the pre-
mentioned distribution conditions absolutely and everywhere. 

𝑓(�⃗�)𝑑𝑣 = 4𝜋|�⃗�|2 (
𝑚

2𝜋𝑘𝑇
)

3/2

𝑒− 
𝑚|�⃗⃗⃗�|2

2𝑘𝑇 𝑑𝑣 , (2-9) 

Iν =  𝐵ν(𝑇) =  
2ℎ𝜈3

𝑐0
2

1

𝑒(ℎ𝜈 𝑘𝑇⁄ )−1
 , (2-10) 

𝑈(𝑇) =  𝑔𝑖
𝑛

𝑛𝑖
𝑒−𝐸𝑖 𝑘𝑇⁄  , (2-11) 

𝑆𝑧−1(𝑇) = 𝑛e
𝑛𝑧

𝑛𝑧−1
= 2

𝑈𝑧(𝑇)

𝑈𝑧−1(𝑇)
(

2𝜋𝑚e𝑘𝑇

ℎ2 )
3/2

𝑒−(𝜒𝑧−1−∆𝜒𝑧−1) 𝑘𝑇⁄  , (2-12) 

𝑆𝑧−1,𝑖(𝑇) = 𝑛e
𝑛𝑧(1)

𝑛𝑧−1(𝑖)
= 2

𝑔𝑧(1)

𝑔𝑧−1(𝑖)
(

2𝜋𝑚e𝑘𝑇

ℎ2
)

3/2

𝑒−(𝐼𝑧−1) 𝑘𝑇⁄  . (2-13) 

 
13 The natural level population cannot surpass the Boltzmann-distribution. However, in artificial objects such 
as laser media, an unnatural state called population inversion can be achieved via pumping of metastable states. 
Then, induced emission is amplified, surpassing the intensity of any natural light source.  
14 Sometimes the blackbody is thought of a hot cavity (like a glowing carbon box) with perfectly reflecting 
walls inside featuring a tiny hole through which radiation from inside can escape to the observer without 
disturbing the thermodynamic equilibrium. 
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Where 𝑧 − 1 traditionally describes atoms, and 𝑧 ions. However, in the optically thin case, 
radiation can escape the system without much reabsorption. For example, radiation that 
emanates in a thin layer near the surface (plasma corona) can easily escape without much 
interaction. The balance between photoemission and photo-absorption is now disturbed. The 
system has become a grey body and its emission is called thermal radiation. Radiation can 
no longer be described just by the body’s temperature. A plasma near solid densities might 
satisfy this description. The dilute radiation field is dominated by collisional processes, so 
that the excited levels in the absorbers are partly occupied due to foregoing collisions, 
limiting the number of events of photo-absorption. Nonetheless, the population density of 
atomic levels still follows the Maxwell-Boltzmann distribution due to frequent collisions. 
The same holds for the ionization levels. However, the emission spectrum cannot be singly 
described by means of its temperature anymore. This type of equilibrium is called local 
thermodynamic equilibrium (LTE) and occurs frequently in laboratory plasmas. As the 
density is further decreased below critical density, the Maxwell-Boltzmann distribution is no 
longer established for occupation numbers, because the ground level will become 
overpopulated. However, the higher excitation levels might still satisfy this relation. This 
state is called partial LTE. For extremely small densities, the radiative processes will 
dominate, and no process is in detailed balance anymore. By all probability, the excited atoms 
will decay spontaneously, and ionized atoms will recombine by photorecombination. This 
state can be described by the corona model. The intermediate regime between corona model 
and LTE is called collisional-radiative (CR)-model and will be treated later in detail. 

  
Fig. 66: Planck’s distribution of the black-body radiation: (a) the frequency-dependent intensity and (b) the 
wavelength-dependent intensity of the radiation field [145]. 

As an example of a near-perfect blackbody, the Sun’s interior may be mentioned here, where 
the density is far above solid matter (~150 g/cm3) and the temperature amounts to more than 
1 keV (~15 million °C). This region can be called optically thick, so that Planck’s law of 
blackbody radiation may be satisfied well for radiation emanating inside the Sun. There, all 
forward and backward reactions are balanced in detail (including photon-processes). 



57 
 

2.2.3 Collisional processes  
The basic collisional process in an ideal plasma is the coulomb collision between electrons, 
ions, atoms, and molecules. We assume, that the coulomb potential has a range larger than 
the average distance between the particles in the ideal plasma. As illustrated in Fig. 67, the 
vertical distance s of the particle trajectory to the scattering center dictates the angle of 
deflection 𝜒. 

 

Fig. 67: Schematic of the coulomb collision. The differential cross section d𝜎 yields a scattering angle 𝜒 and a 
differential solid angle d𝛺 – both depending upon the vertical distance s to the scattering center.  

A smaller distance yields a larger scattering angle and the differential cross section 𝑑𝜎 
becomes for the unshielded potential (i.e. without considering background particles), 

d𝜎

dΩ
= 𝛼2 (

1

2𝑚t𝑣t
2 sin2(𝜒/2 )

)
2

, (2-14) 

which is Rutherford’s formula for electron scattering, with dΩ being 2𝜋 sin(𝜒) d𝜒 and 𝑣t the 
particle velocity, and 𝑚t the particle mass. Here, 𝛼 = 𝑒t𝑒b/3𝜋𝜖0 with 𝑒t and 𝑒b elemental 
charge of the incident particle 𝑡, and the scattering (impact) particle 𝑏. The vertical distance 
𝑠⊥ = |𝛼|/𝑚t𝑣t

2. Integration would yield infinite cross section, but the angle of deflection 
would become infinitely small for large distances.  
 
Therefore, the shielding potential ΦD  must be considered in order to calculate the cross 
section of such a coulomb collision in an ideal plasma [132]. The background consisting of 
electrons and ions will cause a braking force on a given test particle, 

ΦD(𝑟) = Φc(𝑟)𝑒−𝑟/𝜆D , (2-15) 

𝜆D = √
𝜖0𝑇

𝑛𝑒,0𝑒2
 , (2-16) 

𝑅t,z =
𝑒t

2𝑒b
2

4𝜋𝜖0
2 ln Λ , (2-17) 

ln Λ = ln
𝜆D4𝜋𝜖0𝑚t𝑣t

2

|𝑒t𝑒b|
 , (2-18) 
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with Φc  being the undisturbed coulomb potential with a potential energy 𝑒tΦc =
𝑒t𝑒b/4𝜋𝜖0𝑟, the Debye-length 𝜆D, the shielding (braking) force 𝑅t,z, the colliding particle 𝑒t, 
the stationary particle 𝑒b upon which the impact happens, and the coulomb logarithm Λ. It is 
assumed that the particles follow the Maxwell-Boltzmann velocity distribution, which is 
fulfilled in the absence of external fields. It can further be shown [132] that the electrical 
conductivity is given by, 

𝜎 = |
𝑗

�⃗⃗�
| =

3𝜖0
2(2𝜋𝑇e)3/2

ln Λ 𝑒2𝑚e
1/2

𝑍2
 , (2-19) 

and the free mean path length 𝜆f of thermal electrons, 

𝜆f ≈ 1016𝑇2[eV2]/𝑛[m−3] , (2-20) 

which is independent of the mass of the participating particles. In the center of the sun, for 
example, the free mean path is on the order of µm, while in thin and hot plasmas it can 
become larger than 106 m, leading to a very good electrical conductivity. This is in contrast 
to the temperature-dependence of the conductivity in metals, which decreases with rising 
temperature due to the lattice vibrations (phonons), which do not exist in ideal plasmas. 
 
Elastic and inelastic collisions occur in the plasma, the latter called electron impact excitation 
and electron impact ionization with their counterparts, the electronic deexcitation and three-
body recombination. Special forms include auto ionization and dielectronic recombination. 
In hot plasma-states of at least solid-state density and low electron energies, the dominant 
recombination process is three-body recombination, which is competitive to the radiative 
capture. First, the free electron is captured into a highly excited state of the ion, while 
exceeding energy is given off to a second free electron in the close surrounding. Then, the 
excited state decays via distant coulomb collisions subsequently into the lower states. As the 
ladder-like (radiationless) decay goes on, the chance for a radiative transition becomes higher 
because of the nucleus’ attractive force. This process is terminated in the ground level. Thus, 
the brightest emission is expected to emerge in the lower-density regions, as will be seen in 
the next chapter. The collisional rates of impact excitation (ie) [45], impact ionization (ii) 
[47], and three-body recombination (3br) [47] are given by, 

β𝑖+1,𝑛
3br ≈ 3.9 × 10−28|𝐸𝑛|−7/4𝑇−5/4 [

cm6

s
] , (2-21) 

𝐶𝑖,𝑛
ii = 2.4 × 10−6|𝐸𝑛|−7/4𝑇1/4𝑒−|𝐸𝑛|/𝑇 [

cm

s
] , (2-22) 

β𝑛′,𝑛
ie =

2×10−4

𝑇°1/2

1

𝑛3𝑛′5(𝑛−2−𝑛′−2)4
(1 − 𝑥𝑛𝑛′𝑒𝑥

𝑛𝑛′ 𝐸1(𝑥𝑛𝑛′)) [
cm3

s
] . (2-23) 

Beside these basic collisional processes, there occur a variety of fundamental radiative 
processes in a plasma as well. 
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2.2.4 Radiative processes  
Photon-interaction processes can be categorized into bound-bound (bb), bound-free (bf) and 
free-free (ff) transitions (Fig. 68).  

  

 
 

 

Fig. 68: Schematic illustration of the three radiative processes. (a) free-free (bremsstrahlung and free-free 
absorption), (b) bound-free (radiative capture and photo-ionization), and (c) bound-bound transitions (line 
emission and line absorption) [47]. 

The bb-transition refers to radiative electronic transitions between subshells within an atom 
or ion and are characterized by a sharp spectral line profile due to their restriction to certain 
energy levels. Excitation into an upper level is caused by photoexcitation and the reverse 
process, deexcitation, occurs either spontaneously, where the excited-state lifetime is limited 
by vacuum fluctuations or via events of stimulated photon-deexcitation. Their spectra are 
discrete in nature, but can become a quasi-continuum, as discussed later. Transitions from 
excited levels into lower levels received historically certain names, as these lines were 
discovered in hydrogen emission spectra: Lyman series (into the ground state), Balmer series 
(into the second state), Paschen series (into the third state), Brackett series (into the fourth 
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state), and Pfund series (into the fifth state). Ascending Greek letters are attached to mark the 
level difference (e.g. Pa-𝛽 for 5 → 3 transition). They can be used for any element. The bf-
interaction is determined by the photo-ionization cross section, which depends on the 
frequency of the photon, and its inverse process, the photo-recombination and its transition 
probability, which depends on the velocity distribution of the free electrons and the available 
quantum cells. They are related by the famous Milne-relation [144], which includes a 
correction term for the induced emission. 

𝜎𝑧,1(𝑣) =  
𝑔𝑧−1,𝑖

𝑔𝑧,1

ℎ2𝜈2

𝑚0
2𝑐0

2𝑣2 𝜎𝑧−1,𝑖(𝜈) , (2-24) 

where the index 𝑧, 1 denotes the ground level 1 of a lower charge state 𝑧, 𝑧 − 1, 𝑖 the higher 
charge state 𝑧 − 1 of the 𝑖th level, 𝑔 statistical weights, and 𝜎 the cross section. 
 
The spectrum of bf-transitions is continuous since the free electron energy has no boundary 
condition. The ff-transition occurs completely in the continuum, and the generated radiation 
is called bremsstrahlung, where free electrons undergo a change in kinetic energy 
accompanied by the release of a photon, and the reverse process, called inverse 
bremsstrahlung (collisional heating), where a photon is absorbed by a free electron that 
balances arising momenta via a proximate heavy particle. 
 
The emission coefficients for a plasma having a Maxwell distribution of free electrons with 
an electron temperature 𝑇e and a mass density 𝜌 is given by, 

𝜂ff(𝜈) = 2.78 ×
𝑍𝑖

3𝜌

𝐴2√𝑇e(ℎ𝜈)3 [
cm2

g
] × (

2ℎ𝜈3

𝑐2 ) 𝑒
− 

ℎ𝜈

𝑘B𝑇e     , (2-25) 

𝜂bf(𝜈) = 12.0 ×
𝑄𝑛

4

𝐴𝑛5(ℎ𝜈)3 𝑃𝑛 [
cm2

g
] × (

2ℎ𝜈3

𝑐2
) 𝑒

− 
ℎ𝜈

𝑘B𝑇e , (2-26) 

𝜂bb(𝜈) = 6.6 × 104𝑓(𝑛 → 𝑛′)
𝐿(ℎ𝜈)

𝐴
[

cm2

g
] × (

2ℎ𝜈3

𝑐2
) 𝑒

− 
ℎ𝜈

𝑘B𝑇e , (2-27) 

with 𝑄𝑛 being the screened charges, 𝑓 the oscillator strength for photoexcitation from level 
𝑛  to 𝑛’, and 𝐿  the (broadened) line shape, which will be introduced further below. The 
screening constants (also called shielding constants), are given by Slater in [146]. 𝑃𝑛 
represents the (electron) occupation number. The latter factor in each equation comes from 
the relation between emission and absorption as given by Kirchhoff’s law. The oscillator 
strength in quasi-classical approximation is given by, 

𝑓(𝑛 → 𝑛′) =
32

3𝜋√3

𝑄𝑛
4𝑄

𝑛′
2

𝑛5𝑛′3
(

𝐸𝐴/2

𝐸𝑛′−𝐸𝑛
)

3

𝑃𝑛 (1 −
𝑃

𝑛′

2𝑛′2
)  . (2-28) 

In reality, all transition types occur over a wide range of energies, so time-integrated spectra 
a coined by a superposition of them. Qualitatively, such a spectrum can have the shape as 
illustrated in Fig. 69. 
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Fig. 69: Typical X-ray spectra from a laser irradiated Au-target [147]. The data were obtained at Lawrence 
Livermore National Laboratory’s Nova Laser Facility. The bb-transitions in the Au M-band give characteristic 
“ripples” while thermal radiation from the opaque plasma region and fb/ff-radiation from the dilute corona-
region is smooth. Note, how thermal radiation is much more intense than other radiation [4]. 

The radiated energy of continuum radiation of free-free transitions is typically much lower 
than that of the other transition types. However, ff-radiation extends to high photon energies, 
where line transitions may not occur, as can be seen in Fig. 70, where a long “tail” goes 
beyond the detection range of 3.5 keV. 

 

Fig. 70: High resolution spectrum of He-like and H-like silicon emission lines from a glass (SiO2) disk 
irradiated by a 0.35 µm wavelength, 2 ns laser pulse at 3×1014 W/cm2 [147]. 

A comparison of the spectra of bound-bound and bound-free processes is given by Fujimoto 
[145] (Fig. 71). Both spectra are overlapped with continuous background radiation from ff-
transitions. The recombination spectrum shows, however, a stronger continuum-part when 
compared to the 345-nm line. Line emission from bb-transitions is also stronger in the 
recombination phase because the captured electrons decay in a latter-like manner through the 
quantum levels down to the ground state of the neutral atom. In a highly ionized plasma, 
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subsequently, the capture would occur again and the process of ladder-like decay repeats, 
yielding longer and longer wavelengths as the process of recombination continues. 

   
Fig. 71: Observed spectra from a discharge plasma. (a) series lines of HeI 23P – n3D emitted during the time of 
current rise, and (b) recombination continuum emitted (~1µs) after the finish of the discharge current [145] 
(quoted from Hirabayashi et al., 1988). 

2.2.5 Line-broadening mechanisms  
Natural line broadening is given by its Fourier-pair with the average lifetime of an excited 
state. Doppler broadening is caused by the frequency-shift due to the emitter-motion. Stark 
broadening is a sort of pressure broadening caused by charged particles. These are the main 
broadening mechanisms encountered in plasmas, whereas Stark broadening plays the central 
role in plasmas of near solid-state density. It is caused by the Coulomb-fields of adjacent 
electrons and ions perturbing the emitter-particle, inducing a change in energy states during 
the emission and thus affecting the emitted wavelengths which typically establish a 
Lorentzian profile. In high-Z materials, such as Au for example, level-splitting due to the 
relativistic spin-orbit coupling contributes to the appearance of multiple spectral lines. Since 
the potential of high-Z elements is strongly non-hydrogenic and the quantum levels further 
depend on the density and ionic charge states, semi-classical calculations are less precise, 
and quantum-mechanical simulations as well as experiments are crucial to complement them. 
In fact, while the X-ray spectra emitted from low-Z elements are dominated by their line-
emissions, the emission from high-Z plasmas is composed of countless radiative transitions, 
being in sum much stronger than the line-emissions of light elements. 
 
The well-known Inglis-Teller relationship gives an approximation formula to relate 
electron/ion densities with the onset of linear Stark-effect, where lines begin to merge 
because level splitting reaches the order of level separation [144], 

log(𝑛e + 𝑛ion) = 23.26 − 7.5log (𝑛m) , (2-29) 

where 𝑛m is the principal quantum number of the highest observable series member (e.g. 
Lyman-alpha). The electron density can be neglected, if, 

𝑇e > 4.6 ×
105

𝑛m
°K  . (2-30) 
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This relationship is used in astrophysics in order to estimate the density of stars from obtained 
spectral data. Since the formula is concepted primarily for singly ionized atoms, the accuracy 
of the estimate may decrease with higher charge states. 

2.2.6 Unresolved transition-array 
According to Bohr’s model of the atom, a nonlinear relation between bound-bound transition 
wavelength and atomic number can be derived, called Moseley’s law. In fact, high-Z 
elements tend to emit shorter wavelengths than the light elements, as long as the transition 
occurs between different quantum levels 𝑛. 

𝜆−1 ≈ (
1

𝑛1
2 −

1

𝑛2
2) 𝜈0(𝑍 − 𝑏)2 . (2-31) 

This holds approximately even for transitions between angular quantum numbers within the 
same quantum level (∆𝑛=0). The soft X-ray spectra of laser-produced high-Z plasma are 
comprised of countless radiative transitions broadened by the pre-mentioned mechanisms 
and appear as a quasi-continuum, the so-called unresolved transition-array (UTA). The UTA-
emission within the water-window depends upon the chemical element (Fig. 72) as 
investigated by [148], 

𝜆−1~(𝑍 − 𝑏)1.52±0.12 . (2-32) 

 
Fig. 72: The dependency of peak wavelength on atomic number follows a quasi-Moseley’s law. High-Z 
elements such as bismuth are suitable for peak emission within the water-window spectral region [148]. 

These UTA-transitions radiate shorter wavelengths with increasing atomic number and cover 
a spectral width of ~1 nm in the soft X-ray region. This is because the gap energy depends 
upon the nucleic charge and there exist countless levels in high-Z plasma. However, the 
spectral adjustability is limited by the toxicity and radioactivity of elements beyond Au and 
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Bi for practical applications. In this study, the element gold15 is chosen as a target material. 
According to [70], the calculated emission coefficient of a hot dense Bi-plasma depends upon 
electron temperature and requires ~ 400 eV for efficient emission into the WW (Fig. 73). 
This calculation is based upon the CRE-model. 

 
Fig. 73: Calculated emission coefficient 𝜂𝜈 as functions of wavelength and electron temperature of Bi at an 
electron density of 1019 cm-3 by using the CRE-model [70]. 

By means of the collisional radiative (CR)-model, which will be introduced in subsequent 
chapter, the abundance of ionic charge states can be calculated as a function of electron 
temperature. In case of a high-Z plasma, the open subshells of the fourth quantum level (e.g. 
4d) require around 500 eV electron temperature, which yields an average charge state 𝑞+ 
above 30. Example data are shown in Fig. 74 [73]. 

 
Fig. 74: Electron temperature dependence of (a) ion fraction and (b) averaged ionic charge states [73]. The ion 
fraction means, that the charge state is high enough, to make the indicated subshell (e.g. 4d) an open one, into 
which transitions can occur, producing X-ray radiation. 

 
15 Gold: ( Au 79

197 ) has an electron configuration of [Xe]6s14f145d10. The outermost 6s-electron is tightly bound 
by relativistic effects, making gold very resistant to chemical reactions [209]. 
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As for the Bi-plasma, the spectral contribution from transitions of type 4f-5g, 4f-4d, 4d-4f, 
and 4p-4d are given as a function of the ionic charge state 𝑞+(Fig. 75) [73]. 

 
Fig. 75: Spectral transition identification obtained with the flexible atomic code calculations with observed soft 
X-ray spectra from Bi-plasma at a laser intensity of 8.5×1013 W/cm2 for two laser wavelengths of 1064 nm 
(red) and 532 nm (green) [73]. 

According to [149], the strongest lines of the soft X-ray UTA of a gold plasma can be 
attributed to 4d – 4f and 4p – 4d transitions in ions that provide open 4d subshells (Fig. 76). 
This ultimately means, that an electron temperature of several hundred eV is required, in 
order to produce strong WW-radiation from the UTA of high-Z plasma. 

 
Fig. 76: Calculated spectral contributions of various ionic species of gold obtained with the flexible atomic 
code. Black denotes 4d - 4f transitions, orange (gray) denotes 4p - 4d transitions and yellow (light gray) denotes 
all transitions [149]. 
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According to recent work reported in [50], electron temperatures as high as 600 eV are 
required in a high-Z plasma, in order to populate the WW UTA-emission at 4 nm and 800 eV 
for a 3-nm emission, respectively. It is further advisable to keep the ion densities as low as 
possible to reduce opacity effects. In Au-plasma, the UTA from ∆𝑛=0 transitions in 4𝑑-
subshells do not overlap with the WW-region, being found at around 4.5 nm. However, there 
is another fairly strong UTA radiating in the WW spectral region, which will be characterized 
in the next chapter by employing a variety of diagnostic and simulation methods. Finally, it 
should be noted, that the emission from light elements is very different from the UTA of 
high-Z elements. A light element such as carbon yields a line spectrum, which yields much 
less X-rays in a given wavelength region. This very fact is due to the transition probabilities 
that coin the spectrum. 

2.2.7 Opacity 
In plasma, self-absorption is encouraged by the spectral matching between emissivity and 
absorption coefficient. In principle, the absorption of radiation in the laser-plasma is followed 
by scattering or extinction, whereas scattering preserves the photon energy, while the 
extinction causes a re-emission of the absorbed photon at a different wavelength due to 
induced emission or collisions of the second kind or further excitation. The radiative transfer 
of a certain spectral band through a hot dense plasma layer depends thus on its optical 
thickness. The optical thickness influences the absorption 𝜅′(𝜈)  and determines the 
penetration depth of radiation of intensity 𝐼𝜈 through an opaque plasma layer of thickness 𝑧 
and can be described by the radiation transfer equation, 

d𝐼𝜈(𝑧)

d𝑧
= 𝜀𝜈(𝑧) − 𝜅′(𝜈, 𝑧)𝐼𝜈(𝑧) , (2-33) 

𝐼ν(𝑧0) = 𝐼ν(0)𝑒
−∫ 𝜅′(𝜈,𝑧)d𝑧

𝑧0
0 + ∫ 𝜀ν(𝑧)𝑒

−∫ 𝜅′(𝜈,𝑧)d𝑧
𝑧0
0 d𝑧

𝑧0
0

 , (2-34) 

where 𝜀ν stands for the emission coefficient (spontaneous emission). The coefficients for 
emission and absorption are typically taken from a table based on experimental values. As 
will be seen in subsequent chapters, the solution to this equation yields a simple and handy 
expression that is used for simulation in this study. A famous example of the opacity effect 
is the selective absorption occurring in the corona of the Sun, where impurities in the gas 
undergo photoionization, leading to the well-known Fraunhofer-lines [150]. In Fig. 77, the 
spectrum of the Sun is shown mainly in the range from violet to red, where dark vertical lines 
appear at some specific wavelengths / colors. They correspond to the light that was absorbed 
in the corona of the Sun and could not reach the detector, thus appearing dark. The opacity 
of the Sun is for these lines very high. 
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Fig. 77: Fraunhofer-lines observed with 25cm Coronagraph, Norikura Solar Observatory & Solar Optical 
Telescope, Hinode (Solar B) [150]. The famous sodium-doublet D consists of two lines at a center wavelength 
of ~589.29 nm originating from a fine-structure splitting. 

For laser plasmas, the opacity changes during the adiabatic expansion driven by the thermal 
pressure since it is in general a function of electron temperature, ion temperature and absorber 
density (atom/ion). The Planck mean opacity 𝜅P  describes the opacity averaged over the 
frequency, which is sufficient to describe optically thick plasma, while the Rosseland mean 
opacity 𝜅R is sensitive to spectral windows in the photon absorption and is thus preferred in 
the context of opacity calculation optically thin plasma. For LTE-plasmas one has the 
following opacities [139], 

𝜅P = ∫ 𝜅ν
tot (

15

𝜋4) 𝑢3𝑒−𝑢d𝑢
∞

0
 , (2-35) 

1

𝜅R
= ∫

1

𝜅ν
tot

(
15

4𝜋4)𝑢4𝑒−𝑢

(1−e−u)3 d𝑢
∞

0
 , (2-36) 

𝜅P ≈ 0.43 (
𝑍3

𝐴2
) 𝜌𝑇−

7

2 [
cm2

g
] , (2-37) 

𝜅R ≈ 0.014 (
𝑍3

𝐴2
) 𝜌𝑇−

7

2 [
cm2

g
] , (2-38) 

where 𝜌 is taken in units of g/cm3 and 𝑇 in keV. 𝑍 is the charge state and 𝐴 the mass number, 
while the parameter 𝑢 is defined as ℎ𝜈/𝑘𝑇. The total absorption is given by the sum of ff, bf, 
and bb contributions as, 

𝜅ν
tot = 𝜅ν

ff + 𝜅ν
bf + 𝜅ν

bb . (2-39) 

However, for sufficiently high temperatures, the Thomson scattering, whose cross section is 
independent of density, temperature, and frequency, will dominate the total absorption [139], 
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𝜅sc = 0.4
𝑍𝑖

𝐴
[

cm2

g
] . (2-40) 

Analytical methods to obtain accurate opacity data of high-Z matter fail due to the complexity 
of atomic structure, as described earlier. Therefore, opacity-tables based on direct 
measurement are often used instead, in order to feed numerical simulations with reliable input. 
This topic will also be treated in the next chapter in more detail. 
 
Another example of opacity is spectral mismatching as given in Fig. 73, obtained by [70]. 
This indicates that the absorption, which determines the opacity effect, is strong at 
100-250 eV, while the emission is strong between 300-500 eV, making the electron 
temperature a parameter to adjust the spectral mismatching at given electron density. This is, 
because an absorption channel can be occupied due to an electron collision, reducing self-
absorption, and making the plasma more transparent for certain radiation. In other words, a 
higher temperature contributes to the population of higher excited levels, which are then not 
available for photo-absorption in the WW spectral region. Then, the WW-Xray radiation 
escapes the plasma. 

 
Fig. 78: Calculated radiation emissivity coefficient 𝜂  (a) and absorption coefficient 𝜅′  (b) as functions of 
wavelength and electron temperature of Bi at an electron density of 1019 cm-3 by using the CRE-model [70]. 

2.2.8 Plasma models 
In order to estimate the plasma states of a non-equilibrium plasma without extensive 
numerical and theoretical calculations, the plasma is approximated by simplified state models. 
The plasma models, described here, are based upon the assumption that the plasma is 
homogeneous, and the electron velocities obey the Maxwell distribution. Two famous 
models are described in the following – the LTE model and the Corona model. For a 
description of the thermodynamic equilibrium (TE)-model, the reader is referred to 
“thermodynamic equilibrium states” at the beginning of this section. Models for pressure-
degenerated and/or relativistic plasmas are not treated here. The CRE-model, which is of 
importance in the context of this study, is described in detail in the subsequent chapter 
alongside the introduction of simulation codes. 
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In real plasmas, not all processes are balanced in detail, so the TE is incomplete. However, 
if the state is not too far away from the TE-condition, one speaks of the local thermodynamic 
equilibrium (LTE). This is fulfilled if the kinetic temperature 𝑇e in the Maxwell-Boltzmann 
velocity distribution equals the excitation temperature 𝑇ex  in the Boltzmann formula and 
equals the ionization (ion) temperature 𝑇i in the Saha equation, but the spectral intensity 𝐼𝜈 
is not equal to the blackbody intensity 𝐵ν(𝑇). Thus, the radiation is not only characterized by 
the temperature. The following five processes are considered: (1) emission/absorption of 
spectral lines, (2) photo-recombination and photoionization, (3) excitation and deexcitation 
(super-elastic collisions) by free electrons, (4) excitation and deexcitation by heavy particles, 
and (5) ionization by electrons and three-body recombination. “good” LTE is to be expected 
when the radiation field is only slightly diluted or else if the balance of processes (3), (4) and 
(5) is maintained by means of high density. The collision-dominated (CD) plasma is optically 
thin for most frequencies and will be discussed in the following. According to [151], LTE is 
to expected in a plasma if (a) radiation is not absorbed and (b) blackbody radiation is present 
in the vicinity of the principal lines. By considering (1), (2), (3), and (5), the rate equation 
for population inflow and outflow becomes [139], 

d𝑛𝑘

d𝑡
= −𝑛𝑘 ∑ 𝐴𝑘𝑖 + ∑ 𝑛𝑖𝐴𝑖𝑘 + 𝑛e

2𝛼 − 𝑛𝑘𝑛e𝑆 + 𝑛e
3𝑄 +𝑖>𝑘𝑖<𝑘

𝑛e ∑ 𝑛𝑖(𝐾𝑖<𝑘 + 𝐾𝑖>𝑘) − 𝑛e𝑛𝑘 ∑ (𝐾𝑘<𝑖 + 𝐾𝑘>𝑖)𝑖𝑖   . 
(2-41) 

where 𝑘 runs from 1 (ground level) to infinity (or a suitable cutoff). Assuming stationary 
condition, that is, population inflow equals population outflow, the derivative of 𝑛𝑘 is zero, 
which yields the occupation numbers of atomic levels as a function of 𝑇e and 𝑛e. The kinetic 
temperature 𝑇e is included in the rate coefficients. 𝐴 the Einstein coefficient for spontaneous 
emission, 𝛼 the rate coefficient for photo-recombination, 𝑆 the rate coefficient for electron 
impact ionization, 𝑄  the rate coefficient for three-body recombination, and 𝐾  the rate 
coefficient for collisional deexcitation (electrons, ions). A solution for hydrogen ( 𝑛e =
𝑛proton) is calculated by [151] and is shown in Fig. 79 [139]. 

 
Fig. 79: Non-equilibrium population of the hydrogen ground state as a function of temperature and electron 
density. Broken line=optically thin, solid lines=optically thick in the Lyman lines. 𝑎 is the occupation number 
of the ground state 𝑛1, divided by the equilibrium occupation number 𝑛1,𝑒𝑞 [139]. 
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The condition for LTE is 𝑛1 = 𝑛1,eq, which is practically reached above electron densities of 
1018 cm-3, independent of temperature (for T=8000…64 000 °K). The solid lines are obtained 
by setting the transition probabilities of all principle lines to zero, which is nearly equivalent 
to optically thick principal lines, so that radiation can only escape via radiation diffusion. The 
increase of 𝑎  with temperature at constant 𝑛e  comes from the decrease of ground state 
population and the smaller importance of the absorption in the principal lines. This strong 
dependence is caused by the rate coefficients. Collisional excitation from the ground state is 
much less likely to occur than excitation among excited levels, due to the high excitation 
potential (e.g. ~10 eV for 1 → 2), which is only ~3.6 eV below the ionization limit. This 
holds, as long as neutral hydrogen is present in the plasma. LTE is achieved in optically thin 
plasma, if the spontaneous emission in the Lyman series is small compared to the excitations 
from the ground state. However, the rate equations are only solvable for low-Z elements and 
hydrogen-like configurations because the rate coefficients are poorly known for high-Z 
elements and the processes involved in the rate equation become more complicated. A simple 
criterion for LTE in such a plasma was derived independently by [37] [152] [153], 

𝑛e ≥ 1012𝑇e
1/2(𝐸𝑘 − 𝐸𝑖)3 [cm−3] (2-42) 

with 𝑛e the electron density, 𝑇e the electron temperature in °K, and 𝐸k and 𝐸i the upper and 
lower level energy in eV. In the case, that energy is supplied via ohmic heating, the electrons 
will transfer a certain fraction of energy via collisions to heavier particles, so that their 
temperature may not be the same. An estimate for the temperature difference is given by, 

𝑇e−𝑇g

𝑇e
=

𝑚

𝑚0
(

𝜆e𝑒0𝐹

3𝑘𝑇e
)

2

 , (2-43) 

with 𝑚 the mass of the heavy particles, 𝜆e the mean free path of the electrons, and 𝐹 being 
the applied electrical field strength of the discharge, 

𝐹2 ≪
𝑚0

𝑚
(10−7 𝑛e

𝑇e
)

2

 , (2-44) 

where 𝐹 is taken in V/m, 𝑛e in cm-3, and 𝑇 in °K, for plasmas with a high degree of ionization. 
It shall be mentioned that a radiation-dominated (RD)-plasma is much more complicated to 
treat, since it depends explicitly upon the line profiles, and is rarely encountered in laboratory 
plasmas. 
 
In stellar coronas or at plasma surfaces, the radiation can freely escape into vacuum, and the 
radiative recombination processes are not balanced by photoionization. Furthermore, this 
region is coined by a low atom and electron densities, so that the collisional processes not 
balanced either. The corona is radiation-dominated space and the plasma model describing it 
is called the Corona model. Here, the conditions for thermodynamic equilibrium are strongly 
violated. Due to the few collisions and radiation imbalance, the level population is not 
Boltzmannian, and the ionization states cannot be described by the Saha-equation. A simple 
description of such a plasma state is only possible, if electron density and radiation field are 
so small, that excited atoms emit spontaneously (stimulated emission is rare due to diluted 
radiation field), and ionized atoms undergo photorecombination (three-body recombination 
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is rare due to low densities). The ionization-recombination balance yields the well-known 
corona equation, 

𝑛𝑧

𝑛𝑧−1
= 𝑆𝑧−1,1(𝑇e)/𝛼𝑧,1(𝑇e) , (2-45) 

where the term on the right is not a universal function, but rather depending upon the special 
kind of atoms or ions. A formula analogous to the Boltzmann formula can be obtained from 
the balance of collisional excitation (photoexcitation has a lower chance to occur in higher 
levels) and spontaneous emission, 

𝑛𝑧,1𝑛e𝐾𝑖<𝑘 = 𝑛𝑧,𝑘 ∑ 𝐴𝑘𝑖𝑖<𝑘  . (2-46) 

In order to estimate, if the corona model is applicable to the plasma, the following 
approximations may be used, 

𝑆𝑧−1/𝑧,1(𝑇e) = 2.34 ×
10−7(𝑧−1)𝑇e

1/4

𝜒𝑧−1
7/4 𝑒

−1.16×104 
𝜒𝑧−1
𝑘𝑇e [

cm3

s
] , (2-47) 

𝛼𝑧,1(𝑇e) = 2.8 ×
10−1(𝑧−1)2

𝑇e
1/2 [

cm3

s
] , (2-48) 

𝐾𝑖<𝑘(𝑇e) = 1.7 ×
10−4𝑓

(𝐸𝑘−𝐸𝑖)𝑇e
1/2 𝑒

1.16×104 
𝐸𝑘−𝐸𝑖

𝑘𝑇e [
cm3

s
] , (2-49) 

where 𝑓 is the oscillator strength of the transition 𝑖 → 𝑘 and the energies are in units of eV. 
It shall be noted, that in laser-produced plasma, the corona-state is typically not encountered, 
but rather plays an important role for astrophysics. 

2.3 Laser matter/plasma interaction 

2.3.1 General remarks 
Laser-beams are absorbed in matter via collective plasma effects, which will be discussed in 
this section. Laser-produced plasmas are created by irradiating intense electromagnetic 
radiation onto a target. The target may be a gas, liquid, solid, or plasma. In case of solid 
targets, the irradiation occurs often under perpendicular incidence. The electrons in the target 
will begin to oscillate, driven by the electric field of the incident beam, and the target is 
subsequently heated up. During that process, a hot and dense ionized state of matter is formed, 
called plasma. This early interaction phase will be called laser-target interaction. In the case, 
where the laser pulse duration is at least of picosecond-order, the arriving laser pulse also 
acts on the highly ionized gas and accelerates the charged particles. Kinetic electrons interact 
with other particles and transfer their momentum, re-distributing the laser energy among the 
plasma. Thus, the plasma heats up and increases its thermal pressure and degree of ionization. 
This second phase will be called laser-plasma interaction. During the heating/ionization, the 
plasma will start to radiate due to various transitions (e.g. bound-bound). However, excitation 
and ionization mark the dominating trend. This phase is followed by recombination as the 
laser pulse ceases, accompanied by strong radiation. In the following, a shallow treatment of 
the laser-induced breakdown will be given before plasma expansion and heating is discussed. 
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2.3.2 Optical breakdown 
As already pointed out in the introduction, the breakdown (e.g. in gases) requires a threshold 
intensity of the irradiating laser pulse. It strongly depends on the ionization potential of the 
element. The electric field 𝐸 is given by16, 

𝐸 = √𝐼/𝑐 ∙ 𝜀0 , (2-50) 

where 𝐸  is taken in units of V/m, 𝐼  in W/m2, 𝑐  in m/s, and 𝜀0  in A2∙s4/kg∙m3 [45]. For 
1015 W/m2, the electric field amounts to 6×108 V/m. If the radiant energy appreciably 
exceeds the threshold intensity for breakdown, the gas becomes highly ionized and the 
plasma will absorb the laser beam almost completely by means of free-free transitions 
(electron-ion interaction). 
 
In the following, it is assumed, that the breakdown will take place at the focal spot, where 
the irradiating light column has its waist and radiant energy flux is maximum so that in this 
region a high degree of ionization and a high temperature have already been established. Now, 
the light is absorbed in a layer of the order of a photon mean free path and heats the gas. The 
mean free path 𝑙𝜈 can be estimated by, 

𝑙𝜈 =
1

𝜅𝜈(1−𝑒− ℎ𝜈/𝑘𝑇)
≈ 2.44 ∙ 1022 ×

𝑇°7/2(ℎ𝜈/𝑘𝑇)2

𝑍2𝑁+𝑁𝑒
[cm] , (2-51) 

when considering only bremsstrahlung for absorption in a fully ionized gas and taking 
induced emission into account (where the identity 1 − exp (−ℎ𝜈/𝑘𝑇) ≈ ℎ𝜈/𝑘𝑇 is used). In 
air of standard density and 105-106 K the mean free path of light (~1.8 eV) amounts to 
(2-7)×10-3 cm with ionic charge 𝑍=2.7-6.6. If the plasma size is smaller than the mean free 
path, it becomes a volume radiator (optical thin case) [45]. The rate of energy loss 𝐽 by 
radiation is then described by, 

𝑑(𝜌𝜀)

𝑑𝑡
= −𝐽 , (2-52) 

where 𝜀 is the specific internal energy (eV/atom) and 𝜌 the density (cm-3). The time scale 𝜏 
for radiative cooling may then be expressed as, 

𝜏 = 𝜌𝜀/𝐽 . (2-53) 

A remarkable feature of the breakdown is the fact, that an absorption wave emerges. The 
absorption zone is displaced towards the light flux because the photons are strongly absorbed 
in the highly ionized medium. As soon as the degree of ionization ahead of the absorbing gas 
layer becomes high enough, the new layer becomes opaque and begins to absorb the laser 
strongly. Thus the “absorption and heating wave” is propagated along the light column 
towards the laser beam. This effect limits the heating efficiency of a small volume. 

 
16 Notation differs from the reference as it is expressed for use of SI-units rather than cgs-system. Zel’dovich 
and Raizer use radiant energy flux 𝐺 in units of erg/cm2∙sec to designate the intensity. 
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2.3.3 Plasma expansion  
According to Zel’dovich and Raizer [45], there are three different and independent 
mechanisms which lead to the appearance of the absorption wave: 
 

(1) If the radiant energy flux at the focal spot exceeds appreciably the breakdown 
threshold, then it also exceeds the threshold value over a certain length of the light 
column which expands in the direction of the lens. Breakdown also occurs in these 
parts of the column, but with a time lag with respect to the narrowest point, the lag 
being the greater the wider is the column cross section, the smaller is the flux. Thus 
a “breakdown wave” moves toward the beam. 

(2) The heated gas in the absorbing layer expands and sends out a shock wave in all 
directions, including the direction along the light column towards the beam. Across 
the shock wave the gas is heated and ionized, so that the zone of light absorption and 
energy release in the gas is displaced behind the shock front. 

(3) The gas ahead of the absorbing layer is ionized and becomes capable of light 
absorption by absorbing the thermal radiation which is emitted from the highly heated 
region of the gas (behind the absorption wave front). 

 
The absorption wave may be considered as a gasdynamic discontinuity, propagating at a 
wave velocity D, which is almost constant while it travels a distance on the order of its width 
∆𝑥  in a time ∆𝑡 . Assuming 1 ns and 100 µm, the velocity equals 100 km/s. Following 
Attwood et al. [4], these ion-acoustic waves are sound waves based on ionic motion. 
Electrons can follow these waves easily, so quasi-neutrality is preserved. The electron-ion 
thermal expansion velocity can be estimated as, 

𝑣exp = (𝑍𝛾𝑘𝑇/𝑀)1/2 , (2-54) 

with 𝑍 the ion charge, 𝑘𝑇 the electron temperature, and 𝑀 the ion mass. For comparison, a 
gold plasma of 500 eV and charge state 28 yields ~100 km/s. However, this description does 
not account for the heating, making it more suitable for ultrashort irradiation times, where 
expansion is suppressed. 
 
On the other hand, if conservation of mass, momentum and energy are applied to the flow of 
the gas through the shock front, the absorption wave can be characterized by a Hugoniot 
curve [45]. For a given radiant energy flux G there exists a minimum possible propagation 
speed corresponding to the final state point (Chapman-Jouguet point), at which the speed of 
the wave relative to the heated fluid behind it is identical with the local sound speed. When 
other ionization mechanisms such as sparking are less important than ionization caused by 
the shock wave, the gas is compressed and heated by the shock wave. The minimum speed 
of the absorption wave (detonation velocity) is then, 

𝐷 = (
2(𝛾2−1)𝐺

𝜌0
)

1/3

 , (2-55) 
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where 𝛾 is the heat capacity ratio equal to (𝑓+2)/𝑓, where 𝑓 is the degree of freedom, G the 
intensity (W/cm2) and 𝜌0 the density (g/cm3). The heating in this state has the maximum 
possible value of, 

𝜀 =
22/3𝛾

(𝛾2−1)1/3(𝛾+1)
(

𝐺

𝜌0
)

2/3

 . (2-56) 

If other ionization mechanisms such as breakdown yield a wave propagation speed higher 
than the detonation velocity, then no shock wave is formed in the light column [45]. The gas, 
absorbing the light flux, goes then from an initial state to a final state by continuous heating 
and compression. In this case the wave propagates with a supersonic velocity relative to the 
gas behind it17. The speed of the “breakdown” wave can be estimated from the relation, 

𝐷 = 𝑟0/𝑡𝑐 tan 𝛼 , (2-57) 

with 𝑟0 being the radius of the beam waist (focal spot), 𝛼 the half-angle of the light column, 
and 𝑡c the time for the initial breakdown at the focal spot, measured from some effective start 
of the laser pulse. Assuming 10-2 cm, 0.1 rad and 10-8 s, the breakdown wave moves with 
100 km/s. However, under different conditions (e.g. by using a short focal length lens), the 
speed may decrease drastically. In case of 4×10-3 cm, 1 rad and 7×10-9 s, the breakdown 
velocity is only 6 km/s, while the detonation speed is more than 100 km/s. This indicates, 
that under such circumstances, the breakdown mechanism plays no role for the absorption 
wave. The breakdown mechanism is the principal mechanism and determines the motion of 
the absorption wave for powerful short laser pulses when using long focal-length lenses [45]. 
 
One may ask for the optimum irradiation time to keep opacity effects for X-ray emission low. 
In the extreme case of continuous-wave irradiation, the irradiation intensity of would be too 
low to create charge states high enough for sufficient soft X-ray radiation. In the case of 
nanosecond pulses, the plasma is allowed to expand and cool, while the irradiation lasts, but 
the colder regions in the expanded plasma will show some degree of optical thickness. 
However, in the case of multi-picosecond irradiation, the plasma expansion could be 
sufficiently suppressed, providing an optically thin condition for soft X-rays. Pulse energies 
are high enough for a good X-ray yield (as opposed to fs-laser pulses) and may provide high 
enough electron temperature to generate lots of X-ray emitters. 

2.3.4 Plasma heating mechanisms 
a. Collisional absorption 

In beam-driven plasmas, the collisional absorption (bremsstrahlung), based on ohmic heating, 
is the preferred heating mechanism. It can absorb the majority of the incident laser energy 
and deposit it into the electrons, which thermalize then locally into ionic motion. The 
important parameter is the critical density 𝑛c , which strongly depends on the laser 
wavelength 𝜆L, 

 
17 Hydrodynamic states involving ionization by a shock wave, but with a speed exceeding that of a detonation 
are not achieved. The motion behind the wave in this case would be subsonic and the expansion of the heated 
gas behind the wave would immediately weaken the wave, bringing it to the state of “normal detonation” [4]. 
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𝑛c =
𝜋𝑚e𝑐2

𝑒2𝜆L
2 ≈ 1.1 ×

1021

𝜆L
2 [cm3]  . (2-58) 

As light travels through the ablating plasma, it will be reflected at the critical density layer. 
For the fundamental Nd:YAG laser wavelength, the density becomes ~1021 cm-3, which is 
high enough, to make collisional absorption the dominant process. The (collisional) 
absorption coefficient 𝐾 can be obtained by, 

𝐾 =
𝜈ec

𝑐
(

𝑛e

𝑛c
)

2

/√1 − 𝑛e/𝑛c  , (2-59) 

with the collision frequency given by, 

𝜈ec =
1

𝜏e
=

4√2𝜋

3

𝑛c𝑍i𝑒4 ln Λe

𝑚e
1/2(𝑘B𝑇e)3/2

 , (2-60) 

𝜈ec

𝑐
≈

25𝑍𝑖

𝜆L
2𝑇e

3/2 [cm−1] , (2-61) 

for 𝜆L in units of µm, and 𝑇e in keV. Here, the coulomb logarithm is estimated to be ~8 from 
the relation, 

ln Λe = 7.1 − 0.5 ln 𝑛e + ln 𝑇e (𝑇e ≥ 10 eV) . (2-62) 

Alternatively, the absorption coefficient can be obtained by considering the cross section of 
free-free photon absorption 𝜅ν

ff, 

𝐾 = 𝜌𝜅ν
ff (1 − 𝑒

−
ℎ𝜈

𝑘B𝑇e) /√1 − 𝜔p
2/𝜔L

2 , (2-63) 

with 𝜌 the density, 𝜔p and 𝜔L the plasma and laser frequency, respectively. The absorption 
generally depends on the laser photon energy, plasma temperatures and densities and 
decreases for high laser intensities drastically. The short-wavelength light deposits its energy 
into regions of higher density and lower plasma temperature. Both features enhance 
collisional absorption. Oblique incidence generally causes the laser beam to be reflected at a 
lower density region, e.g. at 𝑛e/2 for 45°, so that the heating occurs more in the lower-
density region further away from the target surface (see resonance absorption). 
 
From the Newtonian equation for the motion of the electron, 

𝑚e�̈� = 𝑒𝐸0 cos 𝜔𝑡 + 𝐶col , (2-64) 

it follows, that the collisional term 𝐶col will cause a phase shift in the electron motion, such 
that 𝑥~𝑒𝐸0(𝑚e𝜔2)−1cos (𝜔𝑡 − 𝜑0) . This means, that the Coulomb collision induces a 
phase shift in the electrons with respect to the laser oscillating field. Thus, the electron still 
has kinetic energy, even when the laser light is turned off (otherwise it would suddenly stop 
moving). During and after laser irradiation, the electrons undergo many collisions, causing 
local heating leading to ionization. 
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As illustrated in Fig. 80, the laser absorption depends upon the wavelength, because it 
determines penetration through a given density gradient. Shorter wavelengths reach deeper 
into the plasma and interact more with the dense region of the plasma, where longer 
wavelengths are already reflected, i.e. where collisional absorption is more effective, thus 
providing more energy to increase the number of highly charged ions, that are responsible 
for the strong X-ray radiation. This can be seen in the right graph of Fig. 80, where the 
conversion efficiency increases for shorter wavelengths drastically. However, if the intensity 
is too high, both – absorption and X-ray conversion decrease non-linearly. This is due to the 
onset of parametric instabilities and the generation of hot and supra-thermal electrons, which 
do not thermalize locally, thus do not contribute to the generation of many multicharged ions. 

 

Fig. 80: Collisional absorption as a function of laser intensity (left) and X-ray conversion efficiency from laser-
light to X-rays (right) both for Au-target as a function of laser intensity at ns-pulse durations of Nd:YAG laser 
light and its harmonics. The absorption is higher for shorter wavelengths and at moderate intensities of 
~1013 W/cm2. The evaluated X-ray energies range from 0.1 keV to 1.5 keV [4]. 

b. Resonance absorption 
Another heating mechanism is the so-called resonance absorption (Fig. 81) [47]. Here, the 
plasma acts like a lens by means of its density18 gradient so the obliquely incident wave is 
refracted into the lower density region out of the plasma, as discussed previously. However, 
in case of p-polarized light, incident under an angle 𝛼 (or 𝜃0), resonance absorption occurs 
because the incident electric field has a z-component into the higher-density region. This 
leads to a separation between negatively and positively charged particles. A Langmuir-wave 
(also called plasma-wave, or plasmon) is excited, carrying the laser energy forward to 
electrons, leading to the generation of hot electrons. The absorption can reach up to 50% of 
the light reaching critical density under moderate angles, and the absorption does not depend 
on intensity [47]. 

 
18 Here, the electron density will be written as 𝑁, to avoid confusion with the refraction index 𝑛, also mentioned 
in this section. 
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Fig. 81: Schematic illustration of resonance absorption. A laser beam is incident under an angle 𝛼 from the left 
and refracts in a density ramp of scale length 𝐿 with a turning point at 𝑧𝑡 (described in the text). (a) For p-
polarization, where the electric vector lies in the figure plane indicated by lines transverse to the beam. The 𝐸z-
component plotted at the top shows a resonant peak in the region of the evanescent wave at the critical layer 
where 𝜔𝐿 = 𝜔𝑝. (b) For s-polarization, where the electric vector 𝐸x  stands perpendicular on the drawing plane, 
indicated by dots, and no resonance occurs [47]. 

The penetration depths of light into the plasma depends generally upon the angle of incidence 
because the plasma acts as a lens refracting the beam away from the denser part of the plasma 
layer, where most of the absorption occurs. This decrease in absorption is much stronger than 
the increase due to the longer path length [154]. The refracted intensity 𝐼R can be expressed 
as a function of the incidence angle 𝜃0 with respect to the target normal, 

𝐼R

𝐼0
= 𝑒−2𝑝 cos5 𝜃0 , (2-65) 

with 𝑝 being the optical thickness of the plasma layer taken from the vacuum to the critical 
density 𝑁c, 

𝑝 =
16

15
𝐾0𝑁c

2/𝑁e , (2-66) 

with 𝑁e being the electron density and 𝐾0 a constant defined as, 

𝐾0 =
4

3
(

2

𝜋𝑚
)

1/2 𝑒4

𝑐

𝑍

(𝑘𝑇e)3/2
ln Λ , (2-67) 

where 𝑍 is the average ion charge, and Λ the Coulomb logarithm. According to Snell’s law, 

𝑛𝑖 sin 𝜃𝑖 = 𝑛0 sin 𝜃0 , (2-68) 

it follows, that 𝜃0  becomes the critical angle of reflection for an electron density 𝑁m  as 
described by [154], 

𝑁m = 𝑁c cos2 𝜃0 . (2-69) 

The turning point 𝑧 will be a function of the scale length 𝐿 and the angle of incidence, as 
given by [47], 
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𝑧 = −𝐿 sin2 𝜃0 . (2-70) 

Under 45° incidence, 𝑧 becomes −𝐿/2, which is the half of the penetration depth of a beam 
that is perpendicularly incident as mentioned in the forgoing section. Thus, the angle of 
incidence can also be used to control the position of energy deposition, independently of 
polarization. 

2.3.5 Electron temperature 
The electron temperature in a laser-created plasma is related to the laser intensity and 
wavelength via the following expression, 

𝑇e~√𝐼L𝜆L
2 , (2-71) 

where 𝐼L stands for the laser intensity at target (W/cm2) and 𝜆L for the laser wavelength (µm) 
[73]. A shorter pulse duration at fixed laser intensity yields a higher electron temperature 
because radiation loss becomes a dominant process over ionization and kinetic energy loss. 

 
Fig. 82: Influence of laser intensity on electron temperature for various pulse durations. A comparison between 
(a) 1064 nm and (b) 532 nm of a Nd:YAG laser. Shorter pulse durations increase the electron temperature [73]. 

The regions, where each loss mechanism becomes dominant in a Bi-plasma is given as a 
function of laser intensity and pulse duration for 1064 nm (Fig. 83 (a)) and 532 nm (Fig. 83 
(b)) [73]. The power balance model is based on the assumption, that the plasma corona is of 
good electron conductivity, so that an isothermal expansion is a good approximation to it and 
three main loss mechanisms are limiting the created electron temperature from the laser beam, 
namely, expansion (kinetic energy) loss, ionization energy loss, and loss from radiative 
cooling [155]. In the case of longer pulse duration, the dominant loss process is the radiation 
energy loss, as shown in Fig. 83. 
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Fig. 83: Laser pulse duration and laser intensity dependences of energy flow losses, such as kinetic energy loss, 
ionization energy loss, and radiation energy loss at laser wavelengths of (a) 1064 and (b) 532 nm, respectively 
as investigated by [73]. 

The radiation loss effect is larger than that of the ionization and kinetic energy losses, so that 
the electron temperature for the shorter pulse duration becomes higher. In addition, the 
electron temperature scaling with the laser intensity becomes saturated due to the larger 
radiation energy loss effect [73]. 
 
Omar et al. conducted picosecond-experiments for laser induced plasma spectroscopy, which 
yielded the results, that the electron density and electron temperature decrease with 
decreasing laser wavelength and decreasing pulse energy [62]. Here, a 170-ps laser and 
delivered energies between 20 and 80 mJ to a copper target. The considered reason for such 
behavior could be found in the absorption mechanism of laser light, given by, 

𝛼IB ≈ 1.37 × 10−35𝐿λ
3 𝑁e

2𝑇e
−1/2 (2-72) 

𝛼PI ≈ 7.9 × 1018 (
𝐸𝑛

ℎ𝜈
)

3

(
𝐼

𝐸𝑛
)

1/2

∑ 𝑁e𝑛

𝑛

 (2-73) 

where the inverse Bremsstrahlung absorption 𝛼IB depends upon the laser wavelength 𝐿λ in 
µm, the electron density 𝑁e in cm-3 of the excited state, the electron temperature 𝑇e in K. On 
the other side, the absorption through photoionization 𝛼PI is a function of the level energy 
𝐸n of the excited state 𝑛, 𝐼 the ionization potential of the ground state atom in eV, ℎ the 
Planck constant, and 𝜈  the laser light’s frequency. Shorter wavelengths such as 266 nm 
encourage the absorption via photoionization over the inverse Bremsstrahlung. However, the 
latter process yields higher electron densities and electron temperatures through the 
collisional absorption, especially in the picosecond regime.  
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Fig. 84: Dependency of electron temperature on laser pulse energy for various laser wavelengths in a 
picosecond plasma [62]. 
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APPENDIX-II 

a. Propagation of light 
According to Fermat’s principle, rays of light always take the fastest way, not the shortest 
(Fig. 85 (a) and (b)). 

  
Fig. 85: Principle of least time demonstrated by a mirror defined by MM’ and different possible paths for the 
light to travel from A to B (a). The most likely path is that over C, assuming AB is blocked. The summation of 
tiny arrows corresponding to the time difference on each segment of a path, leads to a total probability amplitude, 
shown as a large bold vector (b). The modern quantum theory states, that the chance to find a photon at B is 
just the square of that vector. This approach is deeply incorporated into the QED [42]. 

This can be seen, if light propagates through an optical material of refraction index 𝑛, which 
is defined by [4], 

𝑛 = 1 − 𝛿 + 𝑖𝛽 , (2-74) 

with 𝛿 being the real part and 𝛽 the imaginary part of the refraction index, defined as, 

𝛿 =
𝑛a𝑟e𝜆2

2𝜋
𝑓1

0(𝜔) , (2-75) 

𝛽 =
𝑛a𝑟e𝜆2

2𝜋
𝑓2

0(𝜔) , (2-76) 

with the electron radius given by, 

𝑟e =
𝑒2

4𝜋𝜖0𝑚𝑐2 , (2-77) 

and the definition of the speed of light, 

𝑐 ≡
1

√𝜖0µ0
 , (2-78) 

and the atomic scattering factors 𝑓1
0 and 𝑓2

0, for which tabulated values exist for all elements 
over a wide range of wavelengths. In fact, the absorption through 𝑓2

0  is obtained by 
experiment, and via the Kramers-Kronig relations, the propagation, described by 𝑓1

0 , is 
theoretically obtained via the assumption of causality, 

𝑓1
0(𝜔) = 𝑍 −

2

𝜋
𝒫c (∫

𝑢𝑓2
0(𝑢)

𝑢2−𝜔2
d𝑢

∞

0
) , (2-79) 
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𝑓2
0(𝜔) =

𝐴𝑚u

2𝑟e𝜆
µ(𝜔) , (2-80) 

𝑓0(𝜔) = 𝑓1
0(𝜔) − 𝑖𝑓2

0(𝜔) , (2-81) 

where 𝒫c is the Cauchy principal value, which behaves like “1/𝑥” except for the singularity 
at 𝑢2 = 𝜔2 where it is zero, 𝑍 the atomic number, 𝑚u the atomic mass unit, 𝑟𝑒 the classical 
electron radius, µ the photon frequency (energy) dependent mass absorption coefficient, and 
𝑓0 the complex atomic scattering factor, where the superscript 0 indicates the simplification 
of scattering in the long wavelength or the forward scattering limit [4]. 
 
Light passing through an optical component of 𝑛 > 1 is slowed down to 𝑣 by the scattering 
events in the material by the factor 𝑛(𝜈), which is the frequency-dependent refraction index, 

𝑐 = 𝜈0𝜆 = 𝑛(𝜈)𝑣 . (2-82) 

The wavelength of the light propagating in the material changes compared to its vacuum 
wavelength 𝜆0, while its frequency 𝜈0 remains constant according to, 

𝜆 = 𝜆0/𝑛(𝜈) , (2-83) 

To connect smoothly and continuously the light-field as it passes through an optical surface, 
its velocity changes inside the material, and thus refraction must occur. Refraction 
necessitates absorption, and from the interlinkage between absorption and dispersion as given 
by the Kramers-Kronig relations, refraction is also frequency-dependent. This phenomenon 
is called dispersion. 
 
A convex lens, for example, is able to focus light into a spot by means of its curvature, where 
light from an object arrives under different angles due to the finite size of the lens, but is 
refracted differently so as to merge together in the same region behind the lens, called focal 
plane. In other words, if we satisfy the light to have equal times (the least times!) from the 
source to the focus point, then multiple paths (and not only the straight) will add up to the 
total probability for light taking a path – in fact, any path that leads through the lens and 
results in the least travel time. This is a fundamental insight introduced by R. P. Feynman, as 
discussed below. The relation between focal length and lens curvature is given by the lens-
maker’s formula, 

1

𝑓
= (𝑛 − 1) [

1

𝑅1
−

1

𝑅2
+

(𝑛−1)𝑑

𝑛𝑅1𝑅2
] , (2-84) 

from which a simplified formula for thin lenses surrounded by air is readily derived, 
1

𝑓
= (𝑛 − 1) (

1

𝑅1
−

1

𝑅2
) . (2-85) 

Here, 𝑅1  and 𝑅2  (negative) are curvature radii of the lens, 𝑛  the refraction index, 𝑑  the 
thickness of the lens, and 𝑓 the resulting focal length. 
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More precisely, a ray of light takes all possible paths from A to B, and at every infinitesimally 
small step, it makes a complex vector, 𝜌𝑒𝑖𝜃, rotating, where its angle θ is proportional to the 
time passed. The number of turns per second is the frequency of the light. These tiny arrows 
are called probability amplitudes, and they have the strange property that the square value of 
their sum represents the chance of arrival of a photon along the total vector from the 
beginning to the end. This is the key principle of the quantum electrodynamic (QED), 
developed by R. P. Feynman during the mid of the last century [42]. The following 
explanation, given in his original lecture in the early 60’s of the last century at the Caltech, 
gives a kind of unusual picture of the world, but makes the strange behavior of light more 
accessible to the audience [42]: 
 
“The following is another difficulty with the principle of least time, and one which people 
who do not like this kind of a theory could never stomach. With Snell’s theory we can 
“understand” light. Light goes along, it sees a surface, it bends because it does something at 
the surface. The idea of causality, that goes from one point to another, and another, and so 
on, is easy to understand. But the principle of least time is a completely different 
philosophical principle about the way nature works. Instead of saying it is a causal thing, that 
when we do one thing, something else happens, and so on, it says this: we set up the situation, 
and light decides which is the shortest time, or the extreme one, and chooses that path. But 
what does it do, how does it find out? Does it smell the nearby paths, and check them against 
each other? The answer is, yes, it does, in a way. That is the feature which is, of course, not 
known in geometrical optics, and which is involved in the idea of wavelength; the wavelength 
tells us approximately how far away the light must “smell” the path in order to check it. It is 
hard to demonstrate this fact on a large scale with light, because the wavelengths are so 
terribly short. But with radiowaves, say 3-cm waves, the distances over which the radiowaves 
are checking are larger. If we have a source (S) of radiowaves, a detector (D), and a slit, the 
rays of course go from S to D because it is a straight line, and if we close down the slit it is 
all right – they still go. But now if we move the detector aside to D’, the waves will not go 
through the wide slit from S to D’, because they check several paths nearby, and say, “No, 
my friend, those all correspond to different times.” On the other hand, we prevent the 
radiation from checking the paths by closing the slit down to a very narrow crack, then there 
is but one path available, and the radiation takes it! With a narrow slit, more radiation reaches 
D’ than reaches it with a wide slit!” 

 
Fig. 86: The passage of radiowaves through a narrow slit. 
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b. Diffraction 
A quick overview (Table 5 and Table 6) of the calculation methods used to describe the 
complex phenomenon of diffraction, which is a result of superposition of wave-like behaviors, 
is given in the following [156] [157]. Note, that exact solutions of the Helmholtz equation 
under the boundary conditions imposed by an aperture is mathematically difficult and 
rigorous diffraction theory is far beyond the scope of this introduction. 

Table 5: Fraunhofer diffraction formulas. 

Description Equation 
Fraunhofer criterion 
(for the far-field) 

𝑁F =
𝐷2

𝜆𝑧d
≪ 1 , 

Fraunhofer diffraction 
(arb. aperture 𝑝) 

𝐼(𝑥, 𝑦) =
𝐼𝑖

(𝜆𝑧d)2 |∬ 𝑝(𝑥, 𝑦)𝑒𝑖2𝜋(𝜈x𝑥+𝜈y𝑦)d𝑥d𝑦
+∞

−∞
|

2
 , 

Fraunhofer diffraction 
(circular aperture) 

𝐼(𝛾) = 𝐼0 (
2𝐽1(𝛾)

𝛾
)

2

;  𝛾 =
𝑘𝐷 sin 𝛼

2
 , 

Bessel function of the 
first kind for large 𝛾 

𝐽1(𝛾) ≈ √
2

𝜋𝛾
sin (𝛾 −

𝜋

4
) , 

Paraxial approximation 𝜃x = sin−1 𝜆𝜈x ≈ 𝜆𝜈x =
𝑥

𝑧d
 , 

Diameter of Airy disk ∆𝜃 ≈ 2 ∙ 1.22
𝜆

𝐷
 . 

 
In the Fresnel approximation (Table 6), one has to consider the curvature of the wave fronts 
in the nearfield, whereas in the Fraunhofer approximation (Table 5) for the far field, the 
waves can be considered to be plane. The parameter 𝑧d (often just 𝑑) corresponds to a finite 
distance between aperture and observation plane, while the aperture diameter is given by 𝐷., 
and the aperture area is represented by 𝐴. The units with prime correspond to the aperture 
plane. 𝐸p designates the total complex amplitude in the observation plane, and 𝐸Q the source 
strength. 𝐴𝑁 stands for the superposition of 𝑁 amplitudes, and 𝑎1 is amplitude in the first 
zone. Incoming waves form an angle 𝜗 with the diffracted waves. Inside the aperture emerge 
fictive currents created by the electric and magnetic fields there, causing Hertzian dipoles 
that radiate anisotropic elementary waves. 
 
The remarkable result of the amplitudes is that in the case the aperture diameter equals the 
zone width of the first zone, the resulting amplitude in the observation point will be 𝐴1 = 𝑎1. 
However, as the diameter increases to cover the second zone, the total amplitude (𝐴2 ) 
approaches then zero. Now, if the aperture is removed completely, one obtains 𝐴∞ = 𝑎2/2, 
thus only a quarter of intensity in the first zone. As the first zone inside the aperture is covered 
with an opaque material, the second zone replaces the first zone and the intensity in the center 
of the geometric shadow is almost the same as without the central stop. 
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Table 6: Fresnel diffraction formulas. 

Description Equation 
Fresnel criterion 
(for the nearfield) 

𝑁F =
𝐴

𝜆𝑧d
≿ 1   

Fresnel-Kirchhoff 
diffraction integral 

�̂�𝑃 =
𝑖�̂�Q

𝜆
∫ 𝐹(𝜗)

𝑒−𝑖𝑘(𝑟+𝑟′)

𝑟𝑟′ d𝐴
aperture

  

Direction factor 𝐹(𝜗) =
1+cos 𝜗

2
  

Area of the nth zone 𝐹𝑛 ≈
𝜋𝑟0

′𝑟0
2

𝑟0+𝑟0
′  

Resulting amplitude For small N: 𝐴𝑁odd
≈ 𝑎1; 𝐴𝑁even

→ 0  
For large N: 𝐴𝑁 ≈

𝑎1

2
  

 
The spatial bandwidth of light propagation in free space is approximately 𝜆-1 cycles/mm, so 
that features contained in spatial frequencies greater than 1/𝜆 cannot be transmitted by an 
optical wave of wavelength 𝜆 over distances much greater than 𝜆. The spatial frequency is 
given by 𝜈 = 𝑥/(𝜆𝑧d) and for a circular aperture, the aperture function 𝑝 (𝑥, 𝑦) becomes 1 
within and 0 outside the aperture zone. The Bessel beam is an exact solution to the Helmholtz 
equation (a solution to the general wave equation), satisfying 𝛻2𝑈 +  𝑘2𝑈 =  0.  

c. The general grating equation 
By using the famous Maxwell’s equations, light can be described as a wave propagating in 
vacuum, 

∇⃗⃗⃗ × �⃗⃗⃗� =
𝜕�⃗⃗⃗�

𝜕𝑡
+ 𝐽 (Ampere′s law) , (2-86) 

∇⃗⃗⃗ × �⃗⃗� = −
𝜕�⃗⃗�

𝜕𝑡
 (Faraday′s law) , (2-87) 

∇⃗⃗⃗ ∙ �⃗⃗� = 0 (no magnetic monopoles) , (2-88) 

∇⃗⃗⃗ ∙ �⃗⃗⃗� = 𝜌 (Coulomb′s law) , (2-89) 

where �⃗⃗� the electric field vector, �⃗⃗⃗� the magnetic field vector, �⃗⃗⃗� the electric displacement, �⃗⃗� 
the magnetic flux density (or magnetic induction), 𝐽 the current density, and ρ the charge 
density. The free space is assumed to have no polarization or magnetization, thus �⃗⃗� = 0 and 
�⃗⃗⃗� = 0. The following relation holds: 

�⃗⃗⃗� = 𝜖0�⃗⃗�, (2-90) 

�⃗⃗� = µ0�⃗⃗⃗� (2-91) 

where 𝜖0 the permittivity (dielectric constant) and µ0 the magnetic permeability. By using 
the identity, 



86 
 

∇⃗⃗⃗ × ∇⃗⃗⃗ × 𝐴 = ∇⃗⃗⃗(∇⃗⃗⃗ ∙ 𝐴) − ∇2𝐴 , (2-92) 

and applying the curl (∇ ×) to Faraday’s law, one obtains the vector wave equation, 

(
𝜕2

𝜕𝑡2 − 𝑐2∇2) �⃗⃗�(𝑟, 𝑡) = −
1

𝜖0
[

𝜕𝐽(𝑟,𝑡)

𝜕𝑡
+ 𝑐2∇⃗⃗⃗ρ(r⃗, t)] , (2-93) 

The curl of a curl “tests” if there is a rotation in the rotation of a vector field. A deeper insight 
can be obtained from the Euler’s formula, which links sinusoidal signals with the complex 
exponential function that is typically used to describe the propagation of light waves as will 
be seen soon, 

𝑒𝑖𝑥 = cos 𝑥 + 𝑖 sin 𝑥 . (2-94) 

It describes a spiral in three-dimensional space, just like the electric field vector of circularly 
polarized light (which is always part of unpolarized light). Note, that electric and magnetic 
fields are also propagating cyclic, but they are in phase as long as they propagate through 
free space. 

 
Fig. 87: Complex exponential function in a three-dimensional space of time/real plane, time/imaginary plane, 
and Gaussian plane. The projection of the curled function on the complex plane yields a circle, while it yields 
periodic functions cos and sin when projected into the time-planes. This principle is the very heart of Fourier 
transformation [158]. 

The radiated power is given by the Poynting vector 𝑆, 

𝑆 = �⃗⃗�(𝑟, 𝑡) × �⃗⃗⃗�(𝑟, 𝑡) . (2-95) 

Thus, the total radiated power by an oscillating electron of acceleration 𝑎 is given by, 

𝑃 =
8𝜋

3
(

𝑒2|�⃗⃗�|2

16𝜋2𝜖0𝑐3
) , (2-96) 

which leads with, 

𝑆i̅
⃗⃗ ⃗ =

1

2
√

𝜖0

µ0
|�⃗⃗�|

2
�⃗⃗�0 , (2-97) 
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to a general expression of the scattering cross-section 𝜎, 

𝜎 =
�̅�scatt.

|�̅�𝑖
⃗⃗⃗⃗ |

 , (2-98) 

with, 

𝑃scatt. =
1

2

8𝜋

3

𝑒2(
𝑒2

𝑚2|𝐸i⃗⃗ ⃗⃗ |
2

)

16𝜋2𝜖0𝑐3  . (2-99) 

While the factor ½ appears due to time averaging the squared sinusoidal fields. In case of an 
optical grating, which is in its simplest form a periodic structure, plane waves will be 
distorted, namely receive a phase shift due to the scattering on that structure. The plane wave 
can be thought of being composed of a period field with infinite sinusoidal waves, which 
builds a Fourier series and yields according to the Bloch’s equation, 

𝐸(𝑥, 𝑦) = 𝐴(𝑥)𝑒−𝑖�⃗⃗�inc𝑟 , (2-100) 

where the transverse component can be described as, 

𝐸(𝑥, 𝑦) = ∑ 𝑎𝑚𝑒𝑖(𝑘x,𝑚∙𝑥+𝑘y,𝑚∙𝑦)+∞
𝑚=−∞  , (2-101) 

and the longitudinal component of a wave incident on a grating, 

𝐸inc(𝑥, 𝑦) = 𝐸0𝑒𝑖(𝑘x
inc∙𝑥+𝑘y

inc∙𝑦) , (2-102) 

the phase matching into the grating is given by the condition, 

𝑘x,𝑚
grat

= 𝑘x
inc − 𝑚

2𝜋

𝛬x
 , (2-103) 

and the dispersion relation finally yields, 

(𝑘x,𝑚
grat

)
2

+ (𝑘y,𝑚
grat

)
2

= (𝑘0𝑛grat)
2
. (2-104) 

Solving for the longitudinal wavenumber, 

𝑘y,𝑚
grat

= √(𝑘0𝑛grat)
2

− (𝑘x,𝑚
grat

)
2
. (2-105) 

If this part becomes imaginary, the wave is not allowed to propagate, i.e. if the grating 
equation, in its most general form given by,  

𝑛avg sin 𝜃𝑚 = 𝑛inc sin 𝜃inc − 𝑚
𝜆0

𝛬
sin 𝜙 . (2-106) 

shows a complex-valued angle 𝜃𝑚, it means that the wave cannot propagate, so its energy is 
completely confined to the grating’s surface in the transverse mode, but the longitudinal field 
becomes evanescent. It depends upon the grating and the light’s wavelength, which angle 
gives the cutoff condition (see Fig. 88). 
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Fig. 88: Propagation of transverse and longitudinal waves in a grating. The longitudinal wave becomes 
evanescent from a certain diffraction order, so the energy is just carried in the transverse direction. Graphic 
taken from an online lecture, see source [159].  

d. Scattering 
An electron may serve as a scattering center for a photon, that is incident on it. The total 
radiated power of an oscillating electron of acceleration a⃗⃗ is given by [4], 

𝑃 =
8𝜋

3
(

𝑒2|a⃗⃗|2

16𝜋2𝜖0𝑐3) , (2-107) 

And the electric field associated with the radiated wave can be written as [42], 

�⃗⃗�x(𝑟, 𝑡) =
−𝑞�⃗⃗�x(𝑡−

𝑟

𝑐
)

4𝜋𝜖0𝑐2𝑟
 , (2-108) 

with �⃗�x  the vector for transverse acceleration and 𝑞 the accelerated charge observed at a 
distance 𝑟 . The term 𝑟/𝑐  corrects for the finite propagation speed and thus delayed 
observation of the charge’s motion. The �⃗⃗�-field shows a first-order inverse dependence on 
the distance of the charge 𝑒, namely ~1/𝑟, which has severe consequences. It allows for 
observation of distant stars and enables us to communicate over a distance a much larger 
distance. 
 
Photons are scattered mainly by free electrons. If the energy of the incident photon is much 
larger than the ionization energy of an electron bound to an atom/ion, then the photon is 
scattered as if the electron is a free electron. Photons of intermediate energy, that is, with 
energies much smaller than the rest mass energy of the electron (𝑚e𝑐2=500 eV), are scattered 
without any energy change. The scattering cross section is then defined by, 

𝜎s =
8

3
𝜋𝑟0

2 ≈ 6.65 × 10−25cm2 , (2-109) 

where 𝑟0  is the classical electron radius. This is the so-called Thomson scattering cross 
section. It is quite small and yields a free mean path of, 

𝑙 = 1/ σs𝑁e , (2-110) 

which becomes in air 105 cm for an electron density of 1019 cm-3. For high-energy radiation, 
the bound electrons in the air can be considered free, so the electron density becomes larger 
(~14.4× larger than the molecule density) and yields a much shorter free mean path of 37 m. 
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For very high photon energies, the scattering cross section deviates from the presented one 
[45]. Compton scattering can take place as, 

𝛾 + 𝑒 = 𝛾′ + 𝑒′ , (2-111) 

where a gamma photon interacts with an electron, resulting in a change in photon energy and 
electron energy. This means, that not only the light is scattered, it is also changed in its 
wavelength. For a given energy and momentum before the scattering event, the conservation 
laws result in a statistical distribution of scattering directions [45]. The cross section 𝑆 given 
by Klein-Nishina yields [160], 

𝑆 =
2𝜋𝑁𝑒4

𝑚2𝑐4

1+𝛼

𝛼2 [
2(1+𝛼)

1+2𝛼
−

1

𝛼
log(1 + 2𝛼)], (2-112) 

with 𝛼 = ℎ𝜈/𝑚𝑐2 and N the number of electrons in a volume unit. In the high-frequency 
limit it yields the cross section for Compton scattering (e.g. for X-rays). 
 
In case of resonant scattering, where a photon is absorbed via photoexcitation and then 
reemitted by the subsequent radiative decay, the emission direction becomes random. For 
photons of frequency (energy) much lower than the resonance frequency, Lord Rayleigh first 
described the cross section by [4], 

𝜎R =
8𝜋

3
𝑟e

2(𝜔/𝜔s)4 =
8𝜋

3
𝑟e

2(𝜆s/𝜆)4 , (2-113) 

where the index s indicates the point of resonance. The strong fourth-power wavelength-
dependence is the cause for the blue nitrogen sky on earth, because blue light is scattered 
much more than the longer wavelengths of red light. This form of scattering is called 
Rayleigh-scattering and describes elastic scattering of light by small spheres. The scattering 
cross section for unpolarized light can be calculated by [161], 

𝜎R =
2𝜋5

3

𝑑6

𝜆4 (
𝑛2−1

𝑛2+2
)

2

  , (2-114) 

where 𝑛 is the refractive index of the light in the sphere of diameter 𝑑. This approximation 
breaks down, as soon as the particle size becomes larger than ~10% of the size of the 
wavelength, and the Mie-regime is entered. 

e. The momentum of light 
The effects of the magnetic field in an electromagnetic wave are small and begin to play a 
role in laser-plasmas at very high intensities (e.g. 1020 W/cm2). In the following, the 
momentum of light is presented briefly as explained by the great teacher in [42]. The 
magnetic field is at right angles to the electric field. The electric field drives electric charges 
to oscillation, which is also at right angles to the magnetic field. The magnetic field acts only 
on a moving charge. The force felt by the particles is in the direction of the propagation of 
light and given by 𝐹 = 𝑞𝑣𝐵. This driving force is called radiation pressure or light pressure. 
The strength of the magnetic field is the same as the strength of the electric field divided by 
c. Since everything is oscillating, we need to take the time average, 〈𝐹〉 = 𝑞〈𝑣𝐸〉/𝑐. The 
charge 𝑞 times the field 𝐸 is the electric force on a charge, and the force on the charge times 
the velocity is the work d𝑊/d𝑡  being done on the charge. Therefore, the “pushing 
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momentum” that is delivered per second by the light, is equal to 1/𝑐  times the energy 
absorbed from the light per second! In any circumstance where light is being absorbed, there 
is a pressure. The momentum that the light delivers is always equal to the energy that is 
absorbed divided by 𝑐, 

〈𝐹〉 =
d𝑊/d𝑡

𝑐
  . (2-115) 

When light is emitted from a source, there is a recoil effect: the same thing in reverse. If light 
is reflected normally from a mirror, we get twice the force. The energy of a light-particle is 
a constant times the frequency, 𝑊 = ℎ𝜈. The momentum carried by the photon is then, 

𝑝 =
𝑊

𝑐
= ℎ𝜔/2𝜋𝑐 = ℎ𝑘/2𝜋 , (2-116) 

and it is aligned with the propagation direction. This is a very general relation, since in 
quantum mechanics all particles, not only photons, exhibit wavelike properties, but the 
frequency and wave number of the waves is related to the energy and momentum of particles 
even when 𝑝 is not equal to 𝑊/𝑐 (called the deBroglie relations). 

f. Spectroscopic notation 
The statistical weight (also called “degeneracy”) of atomic levels is often considered for 
calculation of cross sections, as will be seen later. The statistical weight of hydrogen is simply 
given by, 

𝑔𝑛 = 2𝑛2 , (2-117) 

while for the general case it is given by, 

𝑔 = (2𝐽 + 1) , (2-118) 

where J is the total angular momentum quantum number, given by, 

𝐽 = �⃗⃗� + 𝑆 = (2𝐿 + 1)(2𝑆 + 1) , (2-119) 

with 𝑆 being the total spin quantum number, and 𝐿 the total orbital quantum number. 𝐽 can 
be thought of the sum of the total orbital angular momentum and the total electron spins. An 
electron can have a spin up or down, counted as +1/2 or − 1/2. Since usually electron 
shells are completely filled in the lower levels, only the last shell, that is not completely filled, 
is enough to be considered. For example, a shell with one electron contributes equally to the 
statistical weight than a shell that is almost filled and just missing one electron.  
 
The Russel-Sanders term symbol is given by, 

𝑛2𝑆+1𝐿𝐽 , (2-120) 

which is also called the spectroscopic notation of a quantum configuration. The following 
orbital notation is used: 𝑠 for 𝑙=0, 𝑝 for 𝑙=1, 𝑑  for 𝑙=2, 𝑓  for 𝑙=3, etc. The spectroscopic 
notation for molecules uses greek letters (Σ, Π, Δ, Φ, etc.).  
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To give an example, neutral carbon in the ground state (1s2 2s2 2p2) has the notation 𝑃0
3 , 

because 2𝑆+1=3 means 𝑆=∑𝑠 = 1, since both 𝑠-orbitals are filled and the 𝑝-orbital is only 
partly filled with two electrons of different axial orientation so that their spin adds up to 1, 
and the highest orbital 𝑝 (l=1) yields 𝑃. Looking at the ground state means, that 𝐽=0, because 
it is filled with electrons and no net-spin results. Its statistical weight can be obtained from 
the pre-mentioned formula, where 𝑔 = 2𝐽 + 1 = 1 , or alternatively with the equation 
(2-119), 𝑔 = (2 × 0 + 1)(2 × 0 + 1) = 1. 

 Comparison of plasmas 
An overview of various artificial plasmas in comparison to the Sun is given in Fig. 89 [4]. 
Laser-created plasmas can achieve temperatures on the order of 1 keV and electron densities 
up to 1023 cm-3. The interior of the Sun may exceed the conditions met in artificial plasmas. 

 
Fig. 89: Comparison of various technical plasmas with the Sun in the κTe-n-diagram. 100 eV corresponds to a 
temperature Te ≈ 1.16×106 K [4]. Laser-produced plasmas can reach a temperature and density that can 
otherwise only be found in the interior of stars. 

 Schrödinger equation 
The quantum energy levels are obtained from solving the Schrödinger equation [138], 

(−
ħ2

2𝑚
∇2 + 𝑉(𝑟, 𝑡))Ψ(𝑟, 𝑡) = 𝑖ħ

𝜕Ψ(r⃗⃗,t)

∂t
 , (2-121) 

where 𝑚 is the particle mass, 𝑉(𝑟) the potential energy, and ħ the reduced Planck’s constant 
(ℎ can be considered to be the least action, necessary, to be recognized in this universe). The 
wave function Ψ(𝑟, 𝑡)  is used to describe the motion of quantum particles. Energy and 
momentum are associated with operators 𝐸 → 𝑖ħ ∂/ ∂t  and �⃗� → 𝑖ħ∇ . The probability of 
finding a particle within coordinates d𝑟 is the scalar product of Ψ and its complex conjugate. 
The time-dependent solution for the one-electron atom in a Coulomb potential 𝑍𝑒2/4𝜋𝜖0𝑟 
yields Ψ(𝑟, 𝑡) = Ψ(𝑟)e−𝑖𝐸𝑡/ħ . Requiring, that the function is finite, continuous, single-
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valued, and normalizable introduces the principal quantum number 𝑛 , orbital quantum 
number 𝑙, and magnetic quantum number 𝑚𝑙. To account for Pauli’s exclusion principle, 
where no two electrons are allowed to have an identical set of quantum numbers, a fourth 
quantum number is introduced, 𝑚𝑠 . Negative energies correspond to bound levels, and 
positive energies to free electrons with continuous states [4].  
 
In quantum mechanics, the idea of superposition of (matter-)waves according to Huygens’ 
principle is correct, however, in optics, it is replaced by Kirchhoff’s modification, which 
requires both the amplitude and its derivate to be known on the adjacent surface because the 
wave equation of light is second order in time, so action cannot replace time [42]. 

 Lagrangian formalism 
The Lagrangian formalism enables one to describe a system by means of the principle of 
least action, and without knowing the forces in the system exactly. The Euler-Lagrange 
equation is given by, 

𝑑

𝑑𝑡

𝜕𝐿

𝜕�̇�
−

𝜕𝐿

𝜕𝑥
 = 0 , (2-122) 

where 𝐿 denotes a function 𝐿 of which partial derivatives are calculated. This function can 
be the difference of potential and kinetic energy, for example. If they are known (e.g. 𝑚𝑔𝑥, 
𝑚𝑣2/2), one can easily derive the Galilean equations of motion �̈� = −𝑔, �̇� = −𝑔𝑡, 𝑥 =
−𝑔𝑡2/2 (example taken from J. M. Gaßner). 
 
Furthermore, Lagrangian coordinates can be used to track the motion of a parcel in a flow 
field. To characterize an ablation drive in a laser-produced plasma, particle tracing in 
Lagrangian coordinates may be useful, because a crater at the target may be partly formed by 
melting/evaporation, and partly by a shock-front propagating into the target surface. 

 Lorentz transformation 
In order to transform coordinates from one frame of reference to another, moving at a 
constant velocity 𝑣, the following transformation equations are used [4]: 

𝑡′ = 𝛾(𝑡 − 𝑣𝑥/𝑐2) , (2-123) 

𝑥′ = 𝛾(𝑥 − 𝑣𝑡) , (2-124) 

𝑦′ = 𝑦 (2-125) 

𝑧′ = 𝑧 (2-126) 

where the prime indicates the other frame in which an event occurs. The Lorentz-factor 𝛾 
can be expressed as 1/√(1 − 𝑣2/𝑐2) . Often, the ratio 𝑣/𝑐 is called 𝛽 and substituted into 
the above equations. The Lorentz contraction length yields 𝐿′ = 𝐿/𝛾. H. Poincaré was the 
first to recognize the importance of Lorentz transformation, which laid the foundation of 
special theory of relativity. 
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3 SOFT X-RAY ENHANCEMENT IN 

GAS ATMOSPHERES 

3.1 Outline of this chapter 

Since the discovery of X-ray enhancement of laser-produced plasma (LPP) under nitrogen 
atmosphere at the laser facility GEKKO XII (1053 nm, 120 J, 500 ps), Institute of Laser 
Engineering, Osaka University [75], this patented method [162] is anticipated for practical 
SXRM-assemblies. The GEKKO XII Laser was completed in 1983 and is one of the largest 
laser-facilities worldwide. Plasmas of hundred million degrees Celsius and densities 600× 
higher than that of solid matter have been achieved there by laser implosion. The hall-filling 
laser system is depicted in Fig. 90 [163]. 

 
Fig. 90: GEKKO XII Laser at Osaka University [163]. 

Kado et al. [75] recognized an increase in intensity of soft X-ray emission in the spectral 
band ranging from 2.9 nm to 6 nm during the observation of bio-cells with an SXR contact 
microscope. The LPP light source was driven by the GEKKO XII Laser and the sample 
irradiated with one-shot exposure under a N2 gas atmosphere of ~400 Pa. Au and Al targets 
of 99.9% purity were placed in the center of the vacuum chamber, having a thickness of 
200 µm each. After each shot of the laser, the targets were replaced. The observation setup 
is illustrated in Fig. 91. The spectrograph is equipped with a grating of 4800 grvs/mm and 
images were recorded on a photographic plate (Fujifilm Co., BAS-TR2025) [164]. The 
recorded image was read out with a laser scanner (GE Healthcare, Typhoon FLA 7000) with 
a 25×25µm2 pixel size. Calibration of the spectrometer was done via nitrogen and carbon 
edges. The background corrected spectrum was normalized at 216 graduations as the emission 
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intensity. The resolving power 𝑘/∆𝑘 was less than 100, estimated from the widths of the 
absorption edges. 

 
Fig. 91: Schematic of the observation of X-rays emitted from LPP with a spectrometer [164]. 

The basic vacuum pressure in the main chamber amounted to less than 1.9×10-2 Pa, while the 
nitrogen gas having a purity of 99.996% was introduced for gas fill experiments. The 
designation “0 Pa” refers to the absence of nitrogen gas. The light path between the LPP 
source and the recording medium was filled with nitrogen and amounted to 1632 mm in 
length. Since nitrogen shows strong absorption in the SXR-region even for low gas pressures 
(1 Torr ≅ 133.3 Pa) (Fig. 93). The normalized spectra are corrected for the transmittance of 
the gas-field and yielded a clear enhancement for the Au-plasma and the Al-plasma. 

 
Fig. 92: Normalized intensities as a function of nitrogen gas pressure levels for Au (left) and Al (right). The 
bars in the right graph resemble the transition probabilities for certain ionic species [75]. 

The enhancement is expressed in terms of conversion efficiency, the ratio of the power of the 
soft X-ray emission to the excitation laser and yielded a factor 5 of the usual conversion 
efficiency. A spatial resolution of 80 nm on Leydig cells could be achieved by employing the 
contact method as described in the previous chapter. The plausible reason for this increase is 
the interaction between the plasma and the nitrogen gas, which leads to an increase in the 
number of relevant emitters for the SXR-region, namely electrons and ions. However, the 
physical mechanism responsible for the increased X-ray intensity has not been identified so 
far. 
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Fig. 93: SXR-transmission of molecular nitrogen at a gas pressure of 400 Pa and a path-length of 20 cm at 
295 K [13]. The WW-region is indicated by the gray area. The peak located at ~ 3.05 nm is caused by the 
nitrogen absorption K-edge. 

To clarify the underlying mechanism in more detail and investigate, whether it can also be 
reproduced by using commercial mid-energy laser systems (~1013 W/cm2), an Au target is 
irradiated with ns-pulses under various gases and pressures. The emitted soft X-ray radiation 
is then analyzed in two ways: First, by spectral observation with a spectrometer, and second 
via simulation tools. The following sections will cover a detailed description of the diagnostic 
method, as well as the collisional-radiative (CR) model [165] and Flexible atomic code 
(FAC) [166], Star2D hydrodynamic simulation with post-processed ray-tracing method [167] 
[168], and finally the enhancement mechanism. The main results of this research are 
published in [85]. Further documentation can be found in [169] [170]. 

3.2 Experimental setup 

A Nd:YAG laser with ~7 ns pulse duration full width at half maximum (FWHM) and an 
average shot energy of 1 J is used to irradiate intense s-polarized laser light (5×1012 W/cm2), 
focused by a f=300 mm f/30 lens onto an Au slab target of 300 µm thickness under 45° 
incidence. The target is mounted on an electro-mechanical 4-axes stage in the experimental 
chamber – a vacuum vessel of 400 mm diameter. The key component of the spectral 
observations is a spectrograph, consisting of a 1200-grvs/mm flatfield grating placed under 
grazing incidence behind a 100-µm slit. The detection system is an X-ray CCD camera with 
512×512 pixel and 1×1 inch2 format size. The system is aligned via a He-Ne-laser, that enters 
the observation path from the rear side, when the camera is unmounted (Fig. 94). The 
alignment takes the difference in diffraction angles between 0th order light and soft X-rays 
into account. After the alignment, this 0th-order beam block is installed to cut out-of-band 
radiation, and the CCD-camera is attached to the flange port (Fig. 95). A detailed treatment 
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how to align a grazing incidence spectrometer (GIS) follows in the next chapter. The pinhole 
camera utilizes a pinhole of 10 µm size and yields a magnification of 64.  

 
Fig. 94: The experimental apparatus during alignment. The He-Ne laser (dotted line) enters the observation 
path from the rear side through the CCD port. The 0th-order diffraction (reflection) passes through the slit and 
hits the target where the Nd:YAG laser (solid line) creates the plasma. The Nd:YAG laser beam enters the main 
chamber under 45° with respect to the target normal. 

 
Fig. 95: The spectrometer consisting of a slit, the diffraction grating, and an SXR-CCD camera. 

3.2.1 Gas-filling 
A schematic of the experimental apparatus is depicted in Fig. 96. The chamber can be filled 
with gas up to several hundred Pa via a manual flow controller. To reduce the attenuation of 
soft X-rays by the gas-filling in the spectrometer, a differential pump is installed. Various 
gas species can be injected into the chamber via a gas feedthrough. The following gas species 
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are used: helium (Z=2), nitrogen (Z=7, N2: A=14), oxygen (Z=8, O2: A=16), neon (Z=10), 
and argon (Z=18). The gases are not mixed but introduced separately into the chamber. 

  
Fig. 96: Schematic of the spectrometer and the driving optical laser including the optical isolator. The 
differential pumping system is included to reduce the absorption path length of X-rays in the gas-field. 

Gas bottles used for introduction of nitrogen and the flow controller are depicted in Fig. 97. 
The flow controller is adjusted to keep the desired pressure level almost constant. 

 
Fig. 97: (a) Gas bottles of nitrogen (~15 MPa) and (b) flow controller. The pressure regulator scales the high 
pressure in the bottle down to ~ 1 MPa. From there, the flow controller is connected and provides up to 5 L/min. 
gas-feed to the experimental chamber. 
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3.2.2 Calibration of spectral axis 
The wavelength-calibration of the horizontal axes on the CCD chip has been done via 
identification of H-like and He-like spectral lines observed from a carbon plasma and later 
assignment via known atomic data [171]. The sensitivity of the spectrometer is not absolutely 
calibrated, i.e. grating efficiency, quantum efficiency of the detector and possible 
contamination layers on the optics are ignored. However, the spectrometer is sufficient to 
allow for a qualitative comparison of recorded spectra between different experimental setups. 
Example data of the carbon spectrum along with the technical procedure how to calibrate the 
WW-wavelengths, determine the spectral resolution and find correction factors for the 
efficiency of optical components is presented for an advanced system in detail in the next 
chapter. 
 
The best focus position is chosen by using a carbon target and aligning it by the two common 
criteria: highest CCD counts in the lines, and highest ratio of H-like and He-like emission 
lines (Fig. 98). The population density 𝑛  in the ions and atoms follows the Boltzmann 
distribution, 

𝑛~𝑒
− 

𝐸𝑛
𝑘B𝑇e , (3-1) 

with 𝐸𝑛  the quantum energy of a given level within a certain ionic stage, and 𝑘B𝑇e 
representing the average kinetic energy of electron. This means that a high ratio of Ly-β to 
Ly-α corresponds to a hot dense laser plasma, because of the underlying population kinetics 
of quantum levels. The spin-duplet lines are comprised of two individual lines that are not 
resolved here, thus the peak appears twice as high. 

 
Fig. 98: Carbon-spectrum used to calibrate the lens-position. 
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The simplified grating equation for reflection gratings, according to which the GIS works, is 
given by, 

𝑑(sin 𝛼 + sin 𝛽) = 𝑚𝜆 , (3-2) 

with 𝑑  being the grating constant, 𝛼  and 𝛽  being the angle of incidence and angle of 
diffraction with respect to the grating’s surface normal, respectively, and 𝑚 the diffraction 
order of wavelength 𝜆.  

3.3 Numerical simulation 

3.3.1 Star2D code 
Throughout this text, the experimental results are compared with numerical simulations to 
understand the physical dynamics and radiation properties of laser-produced hot dense 
plasma. During the investigations of the soft X-ray enhancement effect by using a nitrogen 
gas-field, the Star1D-code is used to acquire information about electron density and electron 
temperature in the hot dense Au-plasma, while for later studies the Star2D-code is used [167] 
[168]. In this section, the principles of the radiation-hydrodynamics simulation Star2D are 
treated. The main difference to Star1D is, that Star2D calculates the plasma dynamics in two 
dimensions, instead of one. The code is based on the one-fluid two-temperature model, where 
electrons and ions are treated with individual temperatures. The energy transfer from laser 
into the target is treated with the simple one-dimensional ray tracing. The simulation assumes 
collisional absorption (inverse bremsstrahlung) as the heating mechanism, and is further 
based upon the screened hydrogen model, which assumes spherical shape of all electron 
shells, which deviates for the high-Z elements such as Au. This model provides the code with 
information on emission/absorption and charge states. The global equation of state (EOS)-
model describes pressure and internal energy over wide ranges of density and temperature 
and is available for more than 150 materials in a table, called SESAME EOS [172]. This 
table contains calculated values that are fitted by experimental data. Due to the complexity 
of atomic structure, analytical solutions are difficult, especially for the high-Z elements. The 
simulation further uses the Spitzer-Härm diffusion coefficient to account for electrical and 
thermal conductivity, which are computed for completely ionized gases with a wide variety 
of mean ionic charges [173]. The radiation transport is solved by the multi-group flux-limited 
diffusion model [174]. 

a. Screened hydrogen model 
The screened hydrogen model describes the level densities of hydrogenic ions in (3-3), which 
is an important relation to connect the discrete spectrum with the continuous spectrum. Here, 
𝐸𝑛  represents the quantum energies, 𝑛  the quantum numbers, 𝐸A  the atomic energy unit 
(27.20 eV), 𝑄𝑛 the effective charge that accounts for the screening of the nuclear charge 𝑍 
by inner electrons located in shells with quantum number 𝑚 smaller than 𝑛 or equal, 𝑃𝑚 the 
numbers of electrons populating shell 𝑚, and 𝜎𝑛𝑚  the matrix representing a fixed set of 
screening constants describing all atoms and ions. The shielding constants are approximate 
values on a semi-empirical basis described by Slater in the early last century [146]. The 
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approximation for the total energy of an atom or ion, which is the energy required to remove 
all electrons from the nucleus to infinite distance, is given by 𝐸t ≈ −[(𝑍 − 𝑠)/𝑛]2 with 𝑍 
being the nuclear charge and 𝑠 the screening constant. The author recommends the screening 
constants given by More as presented in [175] and in different presentation in [47]. 

d𝐸𝑛

d𝑛
=

𝐸A

𝑛3 𝑄𝑛
2 =

𝑚𝑒4

𝑛3ħ2
(𝑍 − ∑ 𝜎𝑛𝑚𝑃𝑚𝑚≤𝑛 )2 . (3-3) 

b. SESAME equation of state 

A detailed treatment of SESAME EOS is given in the book of Fortov et al. [176]. In principle, 
the employed theories are able to treat the plasma as solid, fluid, or gas and connect these 
phases smoothly. A shallow treatment is given in the appendix of this chapter, together with 
a short comparison of other EOS, that describe the plasma as a solid (Phonon-EOS), fluid 
(Cowan’s EOS), or gas (Thomas-Fermi electron gas). 

c. Fluid description of the plasma 
Following Attwood and Sakdinawat [4], the fluid dynamic of a plasma is described by the 
continuity equation,  

∂𝑛𝑗

∂𝑡
+ ∇⃗⃗⃗ ∙ (𝑛𝑗 �⃗̅�) = 0 , (3-4) 

which follows from the collisionless Vlasov equation for electrons and expresses the 
conservation of particles 𝑛𝑗  with the slowly varying average velocity �⃗̅�. To account for the 
conservation of momentum, the fluid mechanical momentum equation for charged particles 
is defined by,  

𝑚 (
∂

∂𝑡
+ 𝑣�̅�

⃗⃗⃗ ⃗ ∙ ∇⃗⃗⃗) 𝑣�̅�
⃗⃗⃗ ⃗ = −

1

𝑛𝑗
∇⃗⃗⃗𝑃𝑗 − 𝑞𝑗(�⃗⃗� + 𝑣�̅�

⃗⃗⃗ ⃗ × �⃗⃗�) . (3-5) 

Including friction between particles would lead to the Navier-Stokes equation of 
hydrodynamics, with an additional viscous force term µ(∇⃗⃗⃗)2�⃗�  on the right side of the 
equation. 𝑃𝑗 resembles the pressure of the charged particle species 𝑗. Neglecting the viscosity 
and inter-particle collisions, the plasma can be described by the Maxwell-Euler equations on 
a fluid-level (see Appendix).  
 
The fluid description is completed by the conservation of energy, as given by, 

𝑛𝑗 [
∂

∂𝑡
+ �⃗̅� ∙ ∇⃗⃗⃗] 𝑈𝑗 + (�̅�𝑗

̅⃗⃗⃗ ∙ ∇⃗⃗⃗) ∙ �⃗� + ∇⃗⃗⃗ ∙ 𝑄𝑗
⃗⃗⃗⃗⃗ = 0 . (3-6) 

The symbols �̅�𝑗
̅⃗⃗⃗ , 𝑈𝑗  and 𝑄𝐽

⃗⃗⃗⃗⃗ stand for the pressure dyad, random thermal energy, and the 
thermal flux vector, respectively. For an isotropic plasma, the thermal energy flux is zero, 
and from the perfect gas relation for partial pressures one has 𝑃𝑗 = 𝑛𝑗𝜅𝑇𝑗 with 𝜅 being the 
Boltzmann constant. The adiabatic condition between pressure and density for plasma 
processes such as wave motions, i.e. without heat or mass transfer to the surroundings, is 
given by, 
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𝑃𝑗

𝑃0𝑗
= (

𝑛𝑗

𝑛0𝑗
)

𝛾

 , (3-7) 

where the index 0 indicates the initial background values of pressure and density. The 
thermodynamic ratio of specific heats 𝛾  assumes values of 1 + 2/𝑁  with 𝑁  degrees of 
freedom (DOF), e.g. 𝛾 = 5/3 for a monoatomic system with three translational DOF, or 𝛾 =
7/3 for diatomic molecules with two additional DOFs for one rotational and one vibrational 
mode, for polyatomic molecules one assumes three translational DOF and three rotational 
DOF, thus 𝛾 = 8/3, and for unbound electrons with infinite DOF, so that 𝛾 = 1 [4]. 
 
The plasma expansion can be described by the isothermal expansion of a hot fluid with two 
species – electrons and ions. The resultant expansion velocity of electrons is limited by the 
inert ions with high mass, so that the non-velocity term in the continuity equation, i.e. the 
temporal density fluctuations become dominant. One can then define the electron-ion thermal 
expansion velocity as, 

𝑣exp = √(
𝑍𝛾𝜅𝑇e

𝑀
) = 0.217√

𝑍𝜅𝑇e

𝑀
 [

µm

ps
] , (3-8) 

when taking the ionic charge 𝑍 in units of ten, 𝜅𝑇e in keV, the ion mass 𝑀 in units of 20 
times that of a proton, and 𝛾 taken as 1, since the hot dense plasma consists mainly of free 
particles, thus with high average DOF. 

d. Collisional effects 
The Spitzer-Härm diffusion coefficients account for thermal and electrical conductivity 
phenomena in a completely ionized electron-proton gas. They include interactions between 
electrons/electrons and protons/electrons. The particle’s free mean path is coined by the 
Brownian motion and many distant encounters might occur during the free mean path, 
causing tiny deflections that need to be summed up. The velocity distribution function 𝑓𝑟 of 
particles of type 𝑟 interacting with particles of different types 𝑠 thus changes slowly over 
time and is determined by the Boltzmann’s equation given by Chapman and Cowling [177] 
as described by, 

∂𝑓𝑟

∂𝑡
+ ∑ 𝑣𝑟𝑖

∂𝑓𝑟

∂𝑥𝑖
+ ∑ 𝐹𝑟𝑖

∂𝑓𝑟

∂𝑣𝑟𝑖
= ∑ (

∂e𝑓𝑟

∂𝑡
)

s
𝑠𝑖𝑖  . (3-9) 

Here, 𝑣𝑟𝑖 is the component of velocity of an 𝑟th particle in direction 𝑖, and 𝐹𝑟𝑖 is the force per 
unit mass on a particle of type 𝑟, while the quantity (∂e𝑓𝑟/ ∂𝑡)s resembles the change in 𝑓𝑟 
produced by encounters of 𝑟  particles with 𝑠  particles. The function 𝑓𝑟  starts with the 
Maxwellian velocity distribution function (which is nothing else as the Boltzmann 
distribution applied to free particles) and adds a second term to account for the change due 
to the interactions, 

𝑓𝑟 = 𝑓𝑟
(0)

+ 𝑓𝑟
(1) . (3-10) 

The definition of the Maxwellian velocity distribution function and the interaction term are 
given by, 
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𝑓𝑟
(0)(𝑣) =

𝑛𝑒𝑗3

𝜋3/2 𝑒−𝑗2𝑣2 , (3-11) 

𝑓𝑟
(1)

(�⃗�) = 𝑓(0)𝐷(𝑗𝑣) cos 𝜃 . (3-12) 

Here, the quantity 𝑗2 represents 𝑚/2𝑘𝑇 – the half mass per available (kinetic) energy 𝑘𝑇. 
The second term involves a function 𝐷(𝑗𝑣), which has to be found for thermal and electrical 
conductivity in order to solve the Boltzmann equation. It assumes the form of an integro-
differential equation and is solved numerically. The computational difficulty arises entirely 
from the differential term (∂e𝑓𝑟/ ∂𝑡)s on the right-hand side in the Boltzmann equation. It 
receives contributions from the electron-electron interactions described by 𝐾(𝑓𝑓), and from 
electron-ion interactions described by 𝐾(𝑓𝑓𝑖). However, the evaluation of 𝐾(𝑓𝑓) turns out 
to be complicated, as the various values of velocity changes/displacements averaged over all 
collisions are required. 
 
Following Spitzer et al. [173], the physical situation can be visualized as follows. A single 
electron moves through the gas, and the random electrical fields will produce deflections and 
changes in velocity. To some extent these fields can be described in terms of separate two-
body encounters with an impact parameter 𝑏  – the distance of closest approach, in the 
absence of mutual forces. The occurring distances are illustrated in Fig. 99. 

 
Fig. 99: Phenomena of various electron-encounters in a plasma. 

The distances relevant for the electron-encounters are summarized in Table 7. 
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Table 7: Distances for particle-particle encounters [173]. 

Distance Physical interpretation 
𝑑 Mean distance from an electron to its nearest neighbor 
𝑏0 Collision parameter for a 90°-deflection (electron with stationary ion) 
ℎ Debye shielding distance 
𝜆 Mean free path for a net deflection of 90° 

 
Encounters with 𝑏 ≤ 𝑏0 produce large deflections (close encounters), and those with 𝑏0 <
𝑏 < 𝑑 result in small deflections (distant encounters). In general, many distant encounters 
outweigh the effect of less frequent close encounters, in case of the inverse-square forces 
between particles. For particles with 𝑑 ≤ 𝑏 < ℎ the encounter cannot be taken as individual, 
because many such encounters will take place at the same time. Strictly speaking, the 
deflection of a particular electron caused by such encounters should be treated as statistical 
electron density fluctuations within a sphere of radius 𝑏. Cohen et al. [178] have shown, that 
the change in electron velocity produced by such fluctuations can be described by two-body 
encounters for which 𝑑 < 𝑏 is assumed. Particles passing at a distance appreciably larger 
than ℎ produce a neglectable effect, because collective phenomena in a plasma, such as 
plasmons, suppress the statistical electron density fluctuations [179]. This means, that the 
random electric fields encountered by an electron in its close surroundings are independent 
from those coming from regions much further apart than distance ℎ. The shielding of any 
particular charge by the electron-ion plasma is given by the Debye distance ℎ, while the 
denominator 1 + 𝑍𝑖 takes shielding by heavy ions and electrons into account. The calculation 
of the impact parameter 𝑏0 and a typical relation of the various discussed distances can be 
found in Table 8. 

Table 8: Basic plasma parameters and numerical solutions for calculation of diffusion coefficients [178] [173]. 

Parameter Equation 
Typ. relation of distances 𝑏0 ≪ 𝑑 ≪ ℎ ≪ 𝜆  

Impact parameter 𝑏0 =
𝑍𝑖𝑒2

𝑔2𝑚e
  

Debye length ℎ2 =
𝑘𝑇

4𝜋𝑛e𝑒2(1+𝑍𝑖)
  

Distribution function for 
electrical conductivity 

𝐷(𝑥) =
𝑥4𝐴

𝑍
  

Distribution function for 
Thermal conductivity 

𝐷(𝑥) =
𝑥4𝐵(2.5−𝑥2)

2𝑍
  

 
Here, g represents the velocity of an incident particle with respect to its impact partner. In 
the simple case of the Lorentz gas, electron-electron interactions are entirely neglected, and 
the protons are assumed at rest, so that the diffusion coefficients can be completely ignored, 
yielding the simple velocity distribution function 𝐷(𝑥) = 𝐴𝑥4 . The general case is more 
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complicated, as it depends upon drift (𝐴) and diffusion (𝐵) parameters to be obtained from 
the Fokker-Planck equation. Cohen et al. [178] derived an interaction term for electron-
proton and electron-electron interactions, but neglected the term ∆𝜉∆𝜂 first. Later, however, 
they found that this term might be important. The proposed solutions for electrical 
conductivity and thermal conductivity, including the previously neglected term, are given in 
Table 8, as worked out by Spitzer et al. [173]. They extended the description from protons 
to ions, to account for multiple elements (𝑍 = 1, 2, 4, 16, ∞). 

e. Transport coefficient 
The successive changes in the velocity distribution function may be found from the Fokker-
Planck diffusion equation for the inverse-square forces in (∂e𝑓𝑟/ ∂𝑡) s, neglecting close 
encounters, 

𝐾(𝑓𝑓) = − [
∂e𝑓(𝑣,𝑡)

∂𝑡
] =

1

𝑣2 sin 𝜃
{∑

∂

∂𝑥𝑖
(𝑓(�⃗�, 𝑡)𝑣2 sin 𝜃 〈𝑥𝑖〉) −𝑖

1

2
∑

∂2

∂𝑥𝑖 ∂𝑥𝑗
(𝑓(�⃗�, 𝑡)𝑣2 sin 𝜃 〈𝑥𝑖𝑥𝑗〉𝑖,𝑗 ) } , 

(3-13) 

where 𝑥𝑖 stands for the changes in the three coordinates and as the index goes from 1 to 3, 
the coordinate corresponds to 𝑣, 𝜃, and 𝜙, respectively. The error of this assumption is on 
the order of 1/ ln(ℎ/𝑏0) [180]. Furthermore, a steady state is assumed, and the velocity 
distribution might be expressed as a superposition of various Maxwellian velocity 
distributions (𝑓𝑟

0) plus a small term (𝑓𝑟
1) taken up to the first order. To apply the Eq. (3-13), 

one must further express the coefficients 〈𝑥𝑖〉 in rectangular velocity displacements 𝜉, 𝜂, and 
𝜁 according to the theory of binary encounters. After these values have been averaged over 
all collisions, one obtains ∆𝜉, ∆𝜉2, ∆𝜂2, and ∆𝜂2 and the product term ∆𝜉∆𝜂. If these values 
are substituted into 𝐾(𝑓𝑓), one obtains a disturbed second order differential equation of 
𝐷(𝑥). By using the following integral of Eq. (3-14), solutions for thermal and electrical 
conductivity are obtained, as already shown in Table 8. 

𝐼𝑛(𝑥) = ∫ 𝑦𝑛𝐷(𝑦)𝑒−𝑦2
d𝑦

𝑥

0
 . (3-14) 

Table 9: Results for electrical and heat transfer with transport coefficients and other terms [173]. 

Meaning Equation 
Current density 𝑗 = 𝜎�⃗⃗� + 𝛼∇⃗⃗⃗𝑇  
Heat flow per area �⃗⃗� = −𝛽�⃗⃗� − 𝐾∇⃗⃗⃗𝑇  

Electrical transport coefficient 𝜎 =
2𝑚𝐶3

𝑒2𝑍 ln(𝑞𝐶2)
(

2

3𝜋
)

3

2
∙ 𝛾E  

Thermal transport coefficient 𝛼 =
3𝑚𝑘𝐶3

𝑒3𝑍 ln(𝑞𝐶2)
(

2

3𝜋
)

3

2
∙ 𝛾T  
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Meaning Equation 

Electrical transport coefficient 𝛽 =
8𝑚2𝐶5

3𝑒3𝑍 ln(𝑞𝐶2)
(

2

3𝜋
)

3

2
∙ 𝛿E  

Thermal transport coefficient 𝐾 =
20𝑚2𝑘𝐶5

3𝑒4𝑍 ln(𝑞𝐶2)
(

2

3𝜋
)

3

2
∙ 𝛿T  

Mean square electron velocity 𝐶2 =
4𝑘𝑇

𝑞𝑛e
1/3

𝑒2
  

 
Here, 𝑞 is a constant and 𝑞𝐶2 is essentially ℎ/𝑏0, while 𝑘 represents the Boltzmann constant, 
𝑒 the electron charge, and 𝑍 the mean ionic charge. In the pre sence of a weak electric field 
�⃗⃗� and a small temperature gradient ∇⃗⃗⃗𝑇, the current density 𝑗 and the rate of flow of heat �⃗⃗� 
per unit area are given in Table 9, along with the transport coefficients and other terms. The 
𝑥-axis represents the direction in which the original particle is moving, and the orbit lies in 
the 𝑥𝑦-plane. Spitzer and Härm calculated values for the transport coefficients 𝛾E, 𝛾T, 𝛿E, 
and 𝛿T for various Z-numbers. 
 
The electric field and the temperature gradient induce non-linear changes in the function of 
𝑅(𝑥) (separately: electrical part Eq. (3-15) and thermal part Eq. (3-16), which is part of the 
solution to the integro-differential equation of 𝐷(𝑥). This means, that the value of 𝐷(𝑥) 
changes, therefore the integral of Eq. (3-14) and thus the current density and heat flow. Their 
influence is expressed in two tables covering a range of 𝑥 = 0.10 … 3.20  again for the 
various ionic species (Z=1, 2, 4, 16, ∞). The star2D-code is based upon these tables. 

𝑅E(𝑥) = −
2𝑥4𝐴

𝑍𝛬
{𝑍 − 1 + 1.2𝑥2} , (3-15) 

𝑅T(𝑥) = −
𝑥4𝐵

𝛬
{2.5 − 𝑥2} , (3-16) 

where the parameters 𝐴 , 𝐵 , and 𝛬  are defined as 𝐴 = −𝑚𝐸/[2𝜋𝑗2𝑒3𝑛e ln(𝑝𝐶2)] , 𝐵 =
2𝑘2𝑇|∇𝑇|/𝜋𝑛e𝑒4 ln(𝑞𝐶2), and 𝛬 = 𝛷(𝑥) − 𝑥𝛷′(𝑥), with 𝛷(𝑥) being the error function, 
𝛷 =

2

√𝜋
∫ 𝑒−𝑦2𝑥

0
d𝑦 . 

The coulomb logarithm 𝛬c expresses the ratio of long-range to short-range interactions via 
the impact parameter 𝑏, 

ln 𝛬c = ln (
𝑏max

𝑏min
) = ln (

𝜆𝐷
𝑒1𝑒2

4𝜋𝜖0𝑇

) ≈ ln 𝛬 , (3-17) 

where a large plasma parameter 𝛬 indicates, that the Debye sphere of radius 𝜆𝐷 is densely 
filled with electrons, characteristic for a weakly coupled plasma, where long-range 
interactions dominate. A detailed treatment of the coulomb logarithm with distinction for 
low-Z, moderate Z, and high-Z elements is given by Skupsky [181], on which the Star2D-
code is based. 
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f. Gaussian laser beam 

The effect of inverse bremsstrahlung is described by the total fraction of collisional 
absorption 𝐴𝐿 of the perpendicularly incident laser light, assuming a density profile to scale 
exponentially with the penetration depth in the ablating plasma (Eq. (3-18)). Here, 𝐿 is the 
critical depths in units of µm, 𝜆𝐿  the laser wavelength in units of µm, 𝑇e  the electron 
temperature in units of keV, and 𝑍𝑖  the effective charge of the ion. This approximation 
assumes an ideal gas and accounts for flux inhibition [47]. 

𝐴L ≈ 1 − 𝑒
− 

3𝑍𝑖𝐿

4∙102𝜆L
2𝑇e

3/2
  . 

(3-18) 

The laser beam is assumed to have a Gaussian pulse shape in space and time. The maximum 
intensity 𝐼0  can be calculated by spatiotemporal integration over the Gaussian function, 
which yields the following expression: 

𝐼0 =
𝐸total

∆𝑡𝜋𝑟L
2 2 ln 2 √ln 2/𝜋 ≈ 0.6512

𝐸total

∆𝑡𝜋𝑟L
2 . (3-19) 

The total laser energy 𝐸total  is obtained from direct measurement with a calibrated 
calorimeter head for (1064 nm, reflection-corrected). Spot size 𝑟L and temporal width ∆𝑡 – 
each of them taken FWHM – are estimated from pinhole camera and photodetector 
measurements. Both detectors will be introduced in the next chapter. For convenience, the 
values for the relation of the widths are given in Table 10. 

Table 10: Relation factors (w) of FWHM and other statistical quantities for the calculation of a Gaussian width 
∆𝑥. In general, FWHM=σ2√2 ln 2. Conversion between the widths of various intensity conditions is done in 
the following way: ∆𝑥 = 𝑤 ∙ 𝐹𝑊𝐻𝑀𝑚𝑒𝑠𝑠 or 𝐹𝑊𝐻𝑀 = ∆𝑥𝑚𝑒𝑠𝑠/𝑤. 

Intensity 90% 86.47% FWHM 1/e 1/e2 10% 1% 1‰ 
Width 𝑤 0.3899 0.4580 1 1.2011 1.6986 1.8226 2.5776 3.1569 
1/𝑤 2.5649 2.1833 1 0.8326 0.5887 0.5487 0.3880 0.3168 

 
The simulated laser energy is then delivered to the target over a time of 22 ns, whereas the 
peak intensity is obtained at 11 ns: 

𝐸total = 𝑃total ∫ 𝑒−𝑡2 ln 2/∆𝑡2
d𝑡

𝑡=22ns

𝑡=0
 , (3-20) 

With 𝑃total given by: 

𝑃total = 2𝜋𝐼0 ∫ 𝑟𝑒
− ln 2(

𝑟

𝑟L
)

2

d𝑟
𝑟=500µm

𝑟=0
 . (3-21) 

The other quantities have their usual meaning. For simplicity, the laser beam injection is 
assumed to occur perfectly collimated, i.e. light of planar wave fronts is being focused by a 
lens with infinite F-number.  
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g. Simulation box and mesh structure 
The initial simulation is conducted in a Lagrangian frame of reference in order to create a 
profile of the blow-off plasma and get the correct surface position after blow-off. Then, the 
main Eulerian simulation is conducted. The energy loss during the Lagrangian simulation is 
not considered in the energy balance, which plays only a role in the early phase of the 
Eulerian simulation, but becomes negligible as time goes on, since the irradiated energy 
become much larger. The cylindrical simulation box has a fixed size of 
950 µm (𝑧) × 500 µm (𝑟) and mesh points are unequally spaced 350 (𝑧) × 150 (𝑟). The axial 
direction extents from -50 µm to +900 µm, to allow for ablation on the target, which is 
located at 𝑧 < 0 µm (Fig. 100 (a)). The initial condition of the target is Au of 50 µm thickness 
at 0.025 eV (room temperature) and 19.32 g/cm3 density (Fig. 100(b)). The surrounding 
region in front of the target is assumed to be vacuum, but due to the simulation requirements, 
it is simulated with 3.388×10-6 g/cm3 Au density and a temperature for electrons and ions of 
0.025 eV.  

 

 
Fig. 100: (a) Eulerian grid, unequally spaced with total dimensions 950 µm (z) × 50 µm (r) and (b) the target 
position of solid Au with laser incidence. Note, that this geometry is chosen for illustrative purposes, the actual 
gas-field experiment was conducted under 45° beam incidence with respect to the target normal. 

However, the simulation code does not incorporate the gas-field so far. The development of 
a suitable code is under progress. The applied radiative emissivity and opacity table are built 
upon a local thermodynamic equilibrium state (LTE) and collisional-radiative equilibrium 
mixed model for photon energy range of ℎ𝜈 = 0-5 keV with the interval of ∆ℎ𝜈 = 5 eV. In 
order to save calculation time for solving the radiation transport equation, which is typically 
on the order of more than one full day, the energy groups of the photons used in the radiation 
hydrodynamic simulation are roughened down to 30 groups in unequal intervals within 
0-4 keV in order to obtain the spatiotemporal density and temperature profiles. 
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3.3.2 Ray-Tracing Method 
This method is not available for the gas-field experiment, but it is a useful tool to simulate 
the emission size, emission spectrum and self-absorption in the context of radiation-
hydrodynamics as will be seen in the next chapter, and is thus presented in this section. 
Basically, the ray-tracing allows one to obtain information about the spectrum including self-
absorption, which is determined by the balance the difference between emissivity and 
absorption coefficient. 

a. Radiative processes in plasma and their cross sections 
The basic radiative processes in a plasma can be described via the reaction equations as given 
in Table 11. 

Table 11: Radiative processes in plasmas. The asterisk denotes an excited state and the apostrophe a change in 
kinetic energy. 

Radiative Process Equation Description 
Free-free 
(ff) 

𝐴𝑍+ + 𝑒− ↔ 𝐴𝑍+ + 𝑒−‘ + ℎ𝜈 → Bremsstrahlung 
← Inverse Bremsstrahlung 

Bound-free / free-bound 
(bf / fb) 

𝐴𝑍+ + 𝑒− ↔ 𝐴(𝑍−1)+ + ℎ𝜈 → Radiative Recombination 
← Photo-Ionization 

Bound-bound 
(bb) 

𝐴𝑍+∗ ↔ 𝐴𝑍+ + ℎ𝜈 → Radiative Decay 
← Photo-Excitation 

 
Rates from state 𝐴 to state 𝐵 and vice versa are expressed by Fermi’s golden rule (Eqs. (3-23) 
and (3-24). The principle of detailed balance is applicable, if micro-reversability can be 
assumed, 

𝑅(𝐴→𝐵)

𝑅(𝐵→𝐴)
=

d𝑍𝐵(𝐸)/d𝐸

d𝑍𝐴(𝐸)/d𝐸
 . (3-22) 

It connects absorption and emission processes. d𝑍/d𝐸 is the final number of states 𝑍 per unit 
energy 𝐸 and the term in brackets the interaction matrix element. 

𝑅(𝐴 → 𝐵) =
2𝜋

ħ
|〈𝐵|𝐻int|𝐴〉|2d𝑍𝐵(𝐸)/d𝐸 , (3-23) 

𝑅(𝐵 → 𝐴) =
2𝜋

ħ
|〈𝐴|𝐻int|𝐵〉|2d𝑍𝐴(𝐸)/d𝐸 . (3-24) 

The computation of the ratio of two processes linked via micro-reversibility depends only 
upon the density of final states. A brief overview of such states is given in Table 12. The 
volume 𝑉 equals inverse density 1/𝑛. As for the photon, that volume can be imagined as the 
cubic of the resonator length valid for a standing wave, since for other configurations, the 
wave could not exist. An overview of cross sections 𝜎 for radiative processes is given in 
Table 13. By using the relation of Einstein coefficients, 
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𝐴(𝑛’ − 𝑛) = 𝐵(𝑛 − 𝑛’)
8𝜋ℎ𝑣3

𝑐3

𝑔𝑛

𝑔𝑛′
 , (3-25) 

where the Einstein coefficient 𝐴 is related to the spontaneous emission, and the Einstein 
coefficient 𝐵  to the absorption and induced emission, which is considered as negative 
absorption. 𝐴 is given by, 

𝐴𝑛𝑛′ =
64𝜋4

3

𝜈
𝑛𝑛′
3

ℎ𝑐3
{

1

𝑔𝑛
∑ (𝑛′𝛼′|𝒅|𝑛, 𝛼)

2
𝛼𝛼′ } , (3-26) 

with 𝛼 and 𝛼′ being quantum numbers, 𝑛 and 𝑛’ are quantum levels, and 𝒅 represents the 
matrix element of the dipole moment, and 𝑔𝑛 is the statistical weight of the 𝑛th level.  

Table 12: Density of states of photons and electrons for free and bound condition [47]. 

Final state Density of states 

Non-relativistic free electron d𝑍(𝐸e)

d𝐸e
=

8𝜋𝑉e𝑝e
2

ℎ3𝑣e
  

Photon d𝑍(ℎ𝜈)

dℎ𝜈
=

8𝜋𝑉ν𝜈2

ℎ𝑐3   

Bound electron (bb) 
(emission / excitation) 

𝑔𝑛
d𝑍(ℎ𝜈)

dℎ𝜈
  

𝑔𝑛′

𝛤
=

𝑔𝑛′𝑢ν𝑉ν

ℎ2𝜈
  

Bound electron (fb / bf) 
(emission / ionization) 

𝑛e𝑣e
d𝑍(𝐸e)

d𝐸e
  𝑛ν𝑐

d𝑍(ℎ𝜈)

dℎ𝜈
  

 
Where 𝛤 represents the line width, 𝑢ν the energy density, and 𝑉ν the volume occupied by 
photons. 

Table 13: Semi-classical cross section and opacity of radiative processes, where shielding effects are not 
considered [47]. 

Cross section Opacity 

𝜎(𝐸 → 𝐸∗) = ∫
32𝜋2𝑍𝑖

2𝑒6

3√3𝑚e
2𝑐3𝑣e

2ℎ𝜈
d𝜈  𝜅ν

ff = 2.78
𝑍𝑖

3𝜌

𝐴2√𝑇e(ℎ𝜈)3

cm2

g
  

𝜎(𝐸 → 𝑛, ℎ𝜈) =
8𝜋

3√3
𝛼f

3𝑎B
2 𝐸A

𝐸

𝐸A

ℎ𝜈

𝑄𝑛
4

𝑛3 (1 −
𝑃𝑛

2𝑛2)   N/A 

𝜎(𝑛, ℎ𝜈 → 𝐸) =
64𝜋

3√3
𝛼f

𝑛𝑎B
2

𝑄𝑛
2 (

𝑄𝑛
2𝐸A

2𝑛2

1

ℎ𝜈
)

3

𝑃𝑛   𝜅ν
bf = 12.0

𝑄𝑛
4

𝐴𝑛5(ℎ𝜈)3 𝑃𝑛
cm2

g
  

𝜎(𝑛′ → 𝑛, ℎ𝜈) =
8𝜋𝜈2

𝑐2

𝑔𝑛

𝑔𝑛′
 

32

3𝜋√3

𝑄𝑛
4𝑄

𝑛′
2

𝑛5𝑛′3
  

× (
𝐸A

2(𝐸𝑛′−𝐸𝑛)
)

3

𝑃𝑛 (1 −
𝑃

𝑛′

2𝑛′2)  
N/A 
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Cross section Opacity 

𝜎(𝑛, ℎ𝜈 → 𝑛′) =
𝜋𝑒2

𝑚e𝐶

32

3𝜋√3

𝑄𝑛
4𝑄

𝑛′
2

𝑛5𝑛′3
  

× (
𝐸A

2(𝐸𝑛′−𝐸𝑛)
)

3

𝑃𝑛 (1 −
𝑃

𝑛′

2𝑛′2)   

𝜅ν
bb = 6.6 × 104 32

3𝜋√3

𝑄𝑛
4𝑄

𝑛′
2

𝑛5𝑛′3
  

× (
𝐸A

2(𝐸𝑛′−𝐸𝑛)
)

3

𝑃𝑛 (1 −
𝑃

𝑛′

2𝑛′2)  

×
𝐿(ℎ𝜈)

𝐴

cm2

g
  

 
Where 𝛼𝑓 stands for the fine structure constant equal to 2𝜋𝑒2/ℎ𝑐, 𝛼B the Bohr radius, equal 
to ℎ2/2𝜋𝑚e𝑒2, and 𝑄𝑛 and 𝑄𝑛′ the unscreened charges in orbit 𝑛 and 𝑛’. For hydrogen-like 
ions 𝑄𝑛 = 𝑍 and 𝐸𝑛/𝐸𝐴 = −𝑍2/2𝑛2 . 𝑃𝑛 and 𝑃𝑛′ represent the occupation numbers of level 
𝑛 and 𝑛’. 
The frequency-dependent total absorption coefficient 𝜅′(𝜈) can be expressed as the ratio of 
the emission coefficient 𝜀ν (often 𝜂𝜈) and the intensity of the equilibrium radiation field 𝐼ν =
𝐵ν(𝑇) given by Planck, valid for a refractive index greater than unity [144]. The prime 
indicates that the absorption coefficient takes scattering and stimulated emission into account. 
From Kirchhoff’s law (Eq. (3-27)) it becomes clear, that the spectral intensity of Planck’s 
blackbody radiation gives the upper limit of any natural radiation, may it be caused by free-
free, free-bound, or bound-bound transitions. As the emission becomes zero, the absorption 
also vanishes, and as the emission approaches the blackbody intensity, the absorption 
becomes unity. 

𝜅′(𝜈)[m−1] =
𝜀ν

𝐵ν(𝑇)
=

𝜀ν

2ℎ𝜈3

𝑐2 (𝑒
− 

ℎ𝜈
𝑘B𝑇e−1)

 . 
(3-27) 

Scattering is not treated in Star2D or ray-tracing, since the absorption processes dominate. 
The backward propagation and absorption of reflected light from the critical surface is 
considered. 

b. Line broadening mechanism 
The spectral line broadening caused by Doppler shift can be Gaussian if based on Maxwellian 
velocity distribution [139] and dictates the line shape 𝐿(ℎ𝜈) given by [47], 

𝐿(ℎ𝜈) =
√𝐴𝑚p𝑐2

𝐸𝑛𝑛′√2𝜋𝑘B𝑇i
𝑒

− 
(𝐸𝑛𝑛′−ℎ𝜈)2

2𝛤𝐷
2  , (3-28) 

while the treatment of Stark broadening ∆𝜆 is more complicated, especially for the heavier 
elements. Griem conducted encompassing work in that field and tabulated the parameters 𝛼 
and 𝜔 for various temperatures and Z-numbers. However, his work is limited to the spectral 
regime between UV-light and IR-light, excluding X-ray wavelengths. The total half-width of 
atomic lines is approximately given by [142], 
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∆𝜆1/2[nm] = 2 [1 + 1.75 × 10−4𝑁e

1

4𝛼 (1 − 0.068𝑁e

1

6𝑇−
1

2)]   

× 10−17𝜔𝑁e . 
(3-29) 

Stark broadening plays a substantial role in dense high-Z plasma, while Doppler broadening 
becomes important for hot low-Z plasma. The natural line width of a dipole-oscillator is 
determined by its interaction with the radiation field or the vacuum, causing the excited 
atomic states to be no longer strictly stationary so that the radiation decays exponentially 
over time at a rate 𝛾, yielding a Lorentzian profile 𝐼(𝜔) [145], 

𝐼(𝜔)𝑑𝜔 =
𝛾

2𝜋

1

(𝜔−𝜔0)2+(𝛾/2)2 𝑑𝜔 , (3-30) 

The natural broadening is almost always inferior to the other pre-mentioned broadening 
mechanisms, and often neglected. 
 
The plasma radiation hydrodynamics depend on the total absorption coefficient 𝜅ν

tot, 

𝜅ν
tot = 𝜅ν

ff + 𝜅ν
bf + 𝜅ν

bb , (3-31) 

which yields the frequency-averaged Planck mean opacity to describe high-density plasma 
as encountered in stellar interiors or inertial confinement fusion (ICF).  To make the opacity 
sensitive to spectral windows in the photon absorption, the Rossland mean opacity is used. 
Both opacity styles are incorporated in the SESAME EOS. In general, the low opacity regime 
dominates the transport of radiation. Here, the Rossland mean opacity becomes more 
important for an accurate description. 

c. Radiative transfer 
Using the spatial profiles obtained at each 0.1 ns time step and the original emissivity and 
opacity table consisting of 1000 hν-groups within and without the WW-region, the one-
dimensional (1D) ray tracing simulation is carried out. The radiation transfer equation is 
solved in the direction parallel to the target surface at various 𝑧-positions in order to obtain 
the radiation emission profiles as seen through a titanium-filter of 500 µm thickness and 
without filter. The z-position follows in 3D-space the vertical ordinate 𝑧. The equation of 
radiative transfer is given in the following by, 

d𝐼ν(𝑧)

d𝑧
= 𝜀ν(𝑧) − 𝜅′(𝜈, 𝑧)𝐼ν(𝑧) , (3-32) 

𝐼ν(𝑧0) = 𝐼ν(0)𝑒− ∫ 𝜅′(𝜈,𝑧)d𝑧
𝑧0

0 + ∫ 𝜀ν(𝑧)𝑒− ∫ 𝜅′(𝜈,𝑧)d𝑧
𝑧0

0 d𝑧
𝑧0

0
 , (3-33) 

with 𝐼(0) ≠ 0 signifies that the intensity 𝐼(0) originates outside the plasma. The coefficients 
for emission and absorption are taken from a table developed by Sunahara et al. [182] [167] 
[168]. Integration is done for each grid cell, while the coefficients for emission and 
absorption are selected individually in accordance with the EOS.  The relative weakening of 
a parallel ray along a path element d𝑧 is proportional to this element as given by, 
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d𝐼ν = −𝜇ν𝐼νd𝑧 , (3-34) 

where the attenuation (total absorption, i.e. absorption and scattering) coefficient 𝜇ν might 
be a function of 𝑧. In the ray tracing simulation, 𝜇ν does not include the scattering, to allow 
for fast computation. The solution to the radiative transfer equation is obtained via, 

d𝐼ν = 𝐼ν0𝑒
− ∫ 𝜇νd𝑧

𝑧𝑖+1
𝑧𝑖  , (3-35) 

where the integration is conducted stepwise between two positions 𝑧𝑖 and 𝑧𝑖+1. For a single 
cell, the solution assumes the simple form 

𝐼ν(𝑧) = 𝐼ν0𝑒−𝜇ν𝑧 . (3-36) 

In this simulation, the 2D plasma profiles in 𝑟 - 𝑧 -space are reconstructed into three-
dimensional 𝑥-𝑦-𝑧-profiles by rotation around the 𝑧-axis, where the new 𝑥-coordinate is 
normal to the target surface, corresponding to the 𝑧 -coordinate in the 2D radiation-
hydrodynamics simulation, and 𝑦 and 𝑧 are those coordinates parallel to the target surface 
Fig. 101. 

 
Fig. 101: Method for the creation of a 3D-plasma map (here shown for electron temperature) from a two-
dimensional spatial profile of the plasma at a certain time frame via rotation around the 𝑧-axes [85]. 

The new cross section of the volume amounts to 150 µm (𝑟) × 300 µm (𝑧). For each photon 
energy ℎ𝜈 and spatial mesh point 𝑥-𝑦, with 1 µm interval in both 𝑥- and 𝑦-directions, the 1D 
steady state radiation transport equation is solved in the 𝑧-direction by considering emissivity 
and absorption. The photon energies are given in (Table 14): 

Table 14: wavelength groups for the ray tracing simulation 

Region (a) all (b) low (c) WW* (d) high 
ℎ𝜈 [eV] 0-5000 0-258 258-540 540-5000 
𝜆 [nm] 0.248-∞ 4.35-∞ 2.30-4.35 0.248-2.30 

 
The steady state approach assumes that the hydrodynamic expansion is slow compared to the 
time scale of the radiation processes, which is fulfilled in good approximation, because the 
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expansion time is on the order of 5×104 m/s (equals 500 nm/ps) [4], while the time of 
radiation to pass through the plasma volume of ~30 µm via forward scattering events is 
defined by the light speed in vacuum (300 µm/ps), which yields ~100 fs, and the time needed 
for absorption and reemission in the forward photon-scattering, which might be on the order 
of sub-fs, depending on the details of the ionic configuration [183]. Taking an emitter-density 
of 1021 /cm3 and, for simplicity, the reported cross section for photo-absorption in neutral Au 
of 3×10-18 cm2 [184], which gives 1000 events/cm (3 events/30 µm), yielding an negligible 
amount. Thus, the total radiation transport speed yields approximately 30 µm/100 fs (equals 
~30 µm/ps), which is more than 50× faster than the expansion. The radiation transport 
equation is solved for all 220 timeframes. In the cases where the radiative processes occur 
on much shorter timescale than the plasma expansion, the stationary non-LTE approach is 
applicable. The simulation can be run with and without opacity data, revealing the 
contribution of self-absorption in the WW-spectrum. 

3.3.3 Collisional-Radiative Model 
While the Boltzmann distribution describes the population density of excited and ground 
state in an atom or ion, the Saha ionization equation describes on the other hand the 
population density of two subsequent ion charge states, i.e. the ionization in dependence of 
the electron temperature. Combining these two equations, the Saha-Boltzmann equation is 
obtained, which provides great use in spectroscopy, since line intensities of subsequent ionic 
stages can easily be related to the electron temperature and densities in these levels and the 
involved transition probabilities [185]. Together with the Boltzmann equation, which 
describes the statistical behavior of a thermodynamic system, and Planck’s law of blackbody 
radiation, these five equations assume complete TE in a plasma. The CR-model is employed, 
in order to determine the ion density and population density of the excited states, while the 
Corona model and LTE-model are used to describe a radiation-dominated plasma and a 
collision-dominated plasma, respectively. It is thus an intermediate regime model, where 
collisional and radiative processes need to be taken in account. This model requires 
calculation of density and temperature-dependent rate coefficients, to give a statement on the 
ion density and population density. These include electron impact excitation, electron impact 
deexcitation, Einstein coefficient 𝐴, electron impact ionization, three-body recombination, 
and radiative recombination. The consideration of autoionization plays an important role, 
which is necessary to receive reasonable results for multicharged ion systems [165]. On the 
other hand, the photo-absorption processes are not considered, because they play a minor 
role in the intermedium regime. Furthermore, this model assumes Boltzmann statistics for 
the population of levels and ignores free-free processes. The rate equation for the temporal 
evolution of the population in level 𝑝 is described as: 

d

d𝑡
𝑛(𝑝) = ∑ 𝐶(𝑞, 𝑝)𝑛e𝑛(𝑞) − {[∑ 𝐹(𝑝, 𝑞) + ∑ 𝐶(𝑝, 𝑞) +𝑞>𝑝𝑞<𝑝𝑞<𝑝

𝑆(𝑝)]𝑛e + ∑ 𝐴(𝑝, 𝑞)𝑞<𝑝 }𝑛(𝑝) + ∑ [𝐹(𝑞, 𝑝)𝑛e + 𝐴(𝑞, 𝑝)𝑛(𝑞)] +𝑞>𝑝

[𝛼(𝑝)𝑛e + 𝛽(𝑝)]𝑛𝑧𝑛e , 

(3-37) 
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where rate coefficients 𝐶, 𝐹, 𝐴 as a function of level 𝑝 and 𝑞 as well as 𝛼 and 𝛽 as a function 
of level 𝑝 at a given ion density 𝑛𝑧  and electron density 𝑛e . The included transitions are 
illustrated in Fig. 102. The model does not account for photo-absorption. On the other hand, 
dielectric recombination is included since it resembles an important process in plasma. 

 
Fig. 102: Schematic transitions used in the CR-model. The following processes are considered: collisional 
excitation rate C, collisional ionization rate S, Three-body recombination rate 𝛼, Photo-recombination rate 𝛽, 
collisional deexcitation rate F, and radiative decay rate A. 

Under the quasi steady-state (QSS) assumption, the population inflow into state 𝑝 and the 
outflow from it are balanced by, 

d𝑛(𝑝)/d𝑡 = 0 . (3-38) 

Thus, the differential equations turn into the simultaneous equations. This situation is 
schematically illustrated in Fig. 103 [145]. The population density for 𝑝 state then yields: 

𝑛(𝑝) = 𝑍(𝑝)𝑟0(𝑝)𝑛𝑧𝑁e + [
𝑍(𝑝)

𝑍(1)
] 𝑟1(𝑝)𝑛(1) . (3-39) 

Here, 𝑟0(𝑝) , 𝑟1(𝑝)  are population coefficients and function of electron density 𝑛e  and 
electron temperature 𝑇𝑒, and 𝑍(𝑝) is the Saha-Boltzmann coefficient given by, 

𝑍(𝑝) =
𝑔(𝑝)

2𝑔𝑧
(

ℎ2

2𝜋𝑚𝑒𝑘𝑇𝑒
)

3/2

𝑒
𝐼(𝑝)

𝑘𝑇𝑒  , (3-40) 

with 𝑔(𝑝) being the statistical weight of lower level 𝑝, 𝑔𝑧 the statistical weight of charge 
state 𝑍, 𝐼(𝑝) the ionization energy of level 𝑝, 𝑚e the electron mass and the other quantities 
with their usual meaning. This yields the dependency of highly charged Au-ions on the 
electron temperature for various electron densities. 
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Fig. 103: Collisional-radiative model with population inflow and population outflow in the level-diagram. 
Blank arrow=collisional transition, hatched arrow=radiative transition). The ground state shows only radiative 
decay, while the population flow from lower charge states is not shown [145]. 

For completeness, a brief overview of the collisional processes shall be given here [165] [45]. 

Table 15: Collisional processes in plasmas. The asterisk denotes an excited state and the apostrophe a change 
in kinetic energy. 

Collisional Process Equation Description 
Heavy particle collisions 𝐴 + 𝐵 ↔ 𝐴+ + 𝐵′ + 𝑒− → Impact ionization 

← Three-body recombination 
 𝐴 + 𝐵 ↔ 𝐴∗ + 𝐵′ → Impact excitation 

← Deexcitation 

Electron/ion collisions 𝐴∗ ↔ 𝐴+ + 𝑒− → Autoionization 
← Electron capture 

 𝐴 + 𝑒− ↔ 𝐴+ + 𝑒− + 𝑒−′ → Impact ionization 
← Three-body recombination  

 𝐴 + 𝑒− ↔ 𝐴∗ + 𝑒−′ → Impact excitation  
← Electronic deexcitation 

 
It shall be noted, that in high-Z elements, the heavy particle collisions are not dominant, 
because the ions are too inert to interact with at a high frequency with each other. Thus, only 
the treatment of electron/ion collisional cross sections is given in the following. Since the 
cross sections depend on the initial state of the impact partner (e.g. atom in ground state), this 
condition has to be distinguished. 
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Table 16: Cross section and rate coefficient for selected collisional processes. 

Process Condition Cross section 𝜎 / Rate coefficient 𝛽 

Impact ionization Unexcited atom 𝜎e(𝑣) ≈ 𝐶𝑘𝑇e  

Impact ionization Excited atom 𝜎𝑛(𝜀) ≈
4𝜋𝑎0

2𝐼H𝑛4(𝑛2𝜀−𝐼H)

(𝑛2𝜀)2   

Impact excitation From Ground state 𝜎e2(𝑣) ≈ 𝐶(𝐸∗ + 𝑘𝑇𝑒)
𝑔𝑎

𝑔∗ (
𝐸∗

𝑘𝑇e
+ 2)   

Impact excitation Between excited states 𝜎𝑛𝑛′ ≈ 4𝜋𝑎0
2 𝐼𝐻(𝜀−𝐸

𝑛𝑛′)

𝐸𝑛𝑛′𝜀2  3𝑓𝑛𝑛′  

Three-body 
recombination Equilibrium 𝛽𝑖+1,𝑛 ≈ 3.9 × 10−28|𝐸𝑛|−7/4𝑇−5/4 cm6

s
  

 
where 𝐶 is a constant on the order of 10-17 cm2/eV that depends on the atom and can be found 
in tabularized form in [45]. 𝐼H is the ionization potential of hydrogen and 𝑎0 the Bohr radius, 
and 𝜀  the kinetic energy of the incident particle. 𝐸∗  resembles the excitation threshold 
energy, which is a tabulated value on the order of 10 eV [45], while 𝑔∗ and 𝑔a are statistical 
weights of the excited and ground states, respectively. 𝐸𝑛𝑛′  is the energy of transition 
between 𝑛 and 𝑛’, and 𝑓𝑛𝑛′ is the oscillator strength for absorption. The excitation of an atom 
by electron impact can thus be interpreted as though the electron first emits a bremsstrahlung 
photon, while the subsequent absorption of this photon brings about the excitation [45]. The 
other quantities have their usual meaning. The cross section of impact ionization falls rapidly 
for high electron energies, which means for the laser-plasma, that hot electrons generally do 
not thermalize, while three-body recombination exceeds radiative capture above electron 
densities on the order of 1021 cm-3 [47]. It should be noted, that the given formulas are only 
approximations that can differ from experimental values up to a factor. 

3.3.4 Flexible Atomic Code 
The Flexible Atomic Code (FAC) is built upon a fully relativistic approach based on the 
Dirac equation and treats the most important processes in plasma: electron impact excitation 
via the distorted-wave first-order Born approximation, electron impact ionization via the 
Coulomb-Born-exchange approximation, photoionization via the Milne-relation, and 
autoionization via the first-order perturbation theory [166]. The splitting of energy levels (e.g. 
L-splitting) is considered via all four quantum numbers. The abundance of ionic charge states 
calculated with the CR-model is used to feed the FAC with physical input in order to calculate 
the emission spectrum of the plasma with resolution of ionic charge states by transition type. 
However, a detailed treatment of the atomic code goes beyond the framework of this text. 
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3.4 Results and discussion 

3.4.1 Experimental results 
a. Nitrogen gas-field 

X-ray spectra from Au plasma have been measured for various nitrogen gas pressures (Fig. 
104(a)). These spectra feature a dip, which can be attributed to the nitrogen absorption K-
edge, occurring at 3.02 nm (except for 0-Pa). The spectral intensity at 50 Pa and 100 Pa is 
slightly below the 0-Pa spectrum, while the spectra for pressure levels above 320 Pa clearly 
show an increase over the 0-Pa spectrum with increasing gas pressure, especially in the WW-
region. The X-ray transmission of molecular nitrogen is given for selected pressures in Fig. 
104(b). 
 
The calibrated X-ray yield has been determined under distinct conditions, namely, at 2.73 nm, 
3.11 nm (Fig. 105), and weighted over the WW-region (Fig. 106). The X-ray yield is 
normalized to vacuum condition (0 Pa). First, we examine the 3.11-nm line19 , because 
efficient X-ray Cr/Sc-multilayer mirrors for the WW spectral region can show high 
reflectivity (~25%) at 3.11 nm wavelength [186]. The calibrated X-ray yield decreases up to 
125 Pa, and then starts to increase until it becomes unity around 250 Pa. The X-ray yield then 
increases further up to a factor of 3.6 at 410 Pa (Fig. 105 (a)). For the 2.73-nm wavelength a 
similar trend can be observed, where the minimum X-ray yield is around 75 Pa, and becomes 
unity near 250 Pa. From there the X-ray yield increases until it reaches a factor 37 at 410 Pa 
(Fig. 105 (b)). The weighted X-ray yield within the WW (Fig. 106) first decrease up to 50 
Pa, and then increase with pressure up to factor 15 at 410 Pa. It should be noted that for the 
region below the K-edge (e.g. 2.73 nm), small variations in the gas parameters will lead to 
larger differences due to the exponential dependency of transmission curve and the 
transmission data near the K-edge are not precisely known. The values obtained above the 
K-edge, however, are much less sensitive to variations and thus a reliable indicator of the 
enhancement. 

 

 
19 Furthermore, the calibration of X-ray yield above the K-edge yields a conservative value and is less sensitive 
to changes in the pressure level, yielding a more robust value for the enhancement factor. 
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Fig. 104: (a) The observed soft X-ray spectra under various nitrogen gas atmospheres. Observation range is 
illustrated from 2.44 nm – 7.0 nm. Vacuum atmosphere is designated as “0 Pa”. (b) Nitrogen transmission 
curves for selected conditions. The vertical lines at 2.73 nm and 3.11 nm are chosen for absorption calibration. 
Note, how the x-ray counts near 2.5 nm decrease rapidly for curves, where the counts are higher than vacuum 
condition even though the transmission increases below the K-edge. 

2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0
0

100

200

300

400

500

600

Wavelength (nm)

In
te

ns
ity

 (a
.u

.)

 0 Pa
 100 Pa
 200 Pa
 320 Pa
 370 Pa
 410 Pa

Au + N2

a)

water-window

K-edge

2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0
0.0

0.2

0.4

0.6

0.8

1.0
 400 Pa
 200 Pa
 100 Pa

Tr
an

sm
is

si
on

Wavelength (nm)

b)

N2 (20 cm, 295 K)



119 
 

    

  
Fig. 105: (a) Calibrated X-ray yield as a function of nitrogen gas pressure at (a) 3.11 nm, and (b) 2.73 nm. The 
highest X-ray yield is obtained at 410 Pa and amounts to 3.6 (3.11 nm) and 37 (2.73 nm). The X-ray yield is 
normalized to vacuum condition (0 Pa). 
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Fig. 106: Weighted X-ray yield between 2.44-4.4 nm as a function of gas pressure for nitrogen. The calibrated 
X-ray enhancement under nitrogen atmosphere amounts to 15 at 410 Pa. The X-ray yield is normalized to 
vacuum condition (0 Pa). 

The pressure-region above 400 Pa could not be tested due to limitations of the pumping 
system. The X-ray spectra are not absolutely calibrated. However, a comparison of the X-ray 
yield obtained at a specific wavelength can readily be done and does not require an absolutely 
calibrated system. Consequently, the observed X-ray enhancement reported in [75]is 
herewith experimentally reproduced for a joule-class laser system and quantified to be factor 
3.6 at 3.11 nm wavelength with respect to vacuum. 

b. Other gas species 
To clarify the enhancement mechanism, other gas species, namely oxygen, helium, neon, and 
argon are introduced separately into the chamber. Oxygen has been chosen to study the 
molecular effect of covalent bounds (𝑍O2

= 16) and neon to study the atomic effect (𝑍Ne =

10). These atomic numbers are close to nitrogen, which has 𝑍N2
= 14 and 𝑍N = 7 and the 

atomic structure is similar. The observed spectra are shown in Fig. 107. 
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Fig. 107: Soft X-ray spectra in dependence of gas-species oxygen (upper left), neon (upper right), helium (lower 
left), and argon (lower right) under various pressures. The overall trend is similar for all gas species: X-rays are 
decreasing with increasing gas pressure. Only for neon, the 200-Pa curve surpasses the vacuum level very 
slightly. 

A comparison of calibrated X-ray yield normalized to vacuum is given for various gas species 
in Fig. 108. The vertical dashed line can be used to visualize if an enhancement above unity 
has occurred. Comparing the yield at 3.11 nm (Fig. 108 (a)), one can see, that only nitrogen 
gives a strong increase in X-ray yield. Only neon shows an enhancement, however, weak 
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(~1.5). A similar tendency is obtained for 2.73-nm wavelength (Fig. 108 (b)). The 
corresponding transmission curves for the other gas species is given in Fig. 109.  

 

 
Fig. 108: Calibrated X-ray yield as a function of gas pressure for various gas species. (a) calibrated at 3.11 nm, 
and (b) calibrated at 2.73 nm. In both cases, only nitrogen shows an increase above unity, which corresponds 
to vacuum atmosphere. The X-ray yield amounts 3.6 and 37 for 3.41 nm and 2.73 nm wavelengths, respectively. 
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Fig. 109: Transmission of the investigated gas-species in the soft X-ray region [187]. The absorption of nitrogen 
is one of the strongest within the water-window spectral region, because the K-edges of Ne and O2 occur at 
higher energies, and that of Ar and He at lower energies. For this comparison, a fixed path length of 20 cm and 
a pressure of 200 Pa is assumed. The vertical lines are located around the K-edge at 2.73 nm and 3.11 nm. 

This indicates that the reason for this remarkable enhancement could be found in atomic 
structure. For example, in a Ne atmosphere (K-edge 1.46 nm) weak enhancement occurs 
below 2.8 nm, where the measured spectral intensity at 200 Pa becomes higher than that in 
vacuum, and for O2 (K-edge 2.36 nm), the CCD counts at 200 Pa are higher than that at 
100 Pa below 4.3 nm, even though the X-ray yield is below unity. On the other hand, the 
unresolved transition array (UTA) between ~4.5 and 5.0 nm shows clearly monotonically 
decreasing X-ray intensity with rising pressure for neon. However, as for oxygen, this trend 
is slightly disturbed as can be seen from the 200-Pa line. The longer K-edge wavelength 
corresponds to a smaller ionization energy and thus a smaller monochromatic energy for 
Auger electrons. Consequently, an enhancement at slightly longer wavelengths within the 
4.5…5.0-nm UTA is expected, as opposed to the neon, which has a higher K-edge energy, 
and shows an enhancement at shorter wavelength. These results indicate that the X-ray yield 
enhancement could increase, if the broadband X-ray photon energy emitted from the laser-
produced Au-plasma is optimized to match the specific K-shell ionization energies of the gas 
species (Table 17).  

Table 17: Ionization energies of the investigated elements. 

Element Helium Nitrogen Oxygen Neon Argon 
K-shell ionization energies [eV] 23.4 404.5 536.8 857.0 3206 
Source [184] [184] [184] [184] [187] 
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c. Estimation of number of Auger electrons generated 
To evaluate the findings of X-ray enhancement further, an estimate of the order of number 
of produced Auger electrons by X-ray photoionization (below 2.3 nm) shall be given now. 
The generation of Auger-electrons is considered within 400-Pa N2 of the same dimension as 
the observed plasma emission, having a diameter of 50 µm. By the ideal gas law 𝑁N2

=

𝑃𝑉/𝑘𝑇 = 1.65 × 1010 molecules. Considering the maximum number of Auger electrons in 
the K-shells of the diatomic molecule, one obtains 6.6×1010 electrons. This is the upper 
bound of the Auger electrons, that can be created from N2 at one time under premade 
assumptions. Dynamic evolution of this system is not considered here, where recombination 
of electrons into the nitrogen ions may occur in subsequent steps, providing even more KLL-
Auger electrons. 
 
Thus, the number of available X-ray photons, including all wavelengths below 2.3 nm are 
roughly estimated. One can define a spherical volume to be equivalent to a cylindrical volume, 

𝑉sphere =
4

3
𝜋𝑟3 = 𝑉cyl = 𝜋𝑟2𝑑𝑧  , (3-41) 

where 𝑑z = 4𝑟/3 is the axial direction through which radiation transport is considered. It 
further holds, that the transmitted number of photons, 𝐼, is given by Lambert-Beer’s law,  

𝐼 = 𝐼0𝑒−µ𝑑𝑧 , (3-42) 

and the absorption coefficient µ, 

µ = 𝑛𝜎 =
𝑛K−el

𝑉gas
𝜎 , (3-43) 

with the cross section 𝜎 and K-shell electron density 𝑛 given by the number of nitrogen K-
shell electrons 𝑛K−el within the gas volume 𝑉gas. Furthermore, it is assumed that,  

𝐼0 = 𝐼hXR , (3-44) 

where 𝐼0  represents the number of (“hard”) X-ray photons 𝐼hXR , that is, photons with 
corresponding wavelength below 2.3 nm. Finally, one thus has, 

𝐼 = 𝐼hXR𝑒
−

 𝑛K−el
𝑉gas

𝜎∙𝑑𝑧 . (3-45) 

The following values are plugged into Eq. (3-45): 
𝐼hXR = 4 × 1013photons , 𝑛K−el = 6.6 × 1010electrons , 𝑉gas = 6.5 × 10−14m3 , 𝜎 =

10−18cm2 , 𝑑𝑧 = 3.3 × 10−5m, and finally 𝐼 ≈ 0, corresponding to full absorption. This 
means, that all photons could be absorbed. This is still sufficiently true, as one moves away 
from the cross section and assumes one order lower, i.e. 𝜎∗ = 10−19cm2 , where 96.5% 
would be absorbed. For a first investigation, the number of hard X-ray photons (here: all 
wavelengths below 2.3 nm) is estimated from the recorded spectrum at 0 Pa (vacuum) and 
data taken from Li et al. for the range 2.2-1.0 nm [188] (Fig. 110). They used a similar laser 
system (Nd:YAG 1064 nm, 10 ns, 376 mJ,  5× 1012 W/cm2) and spectrometer.  
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Fig. 110: Estimation of X-ray photon counts with energies above 539 eV. Observed data (solid line) obtained 
in vacuum condition. Dashed curve shows data taken from Li et al. [188] to extend the spectrum. The amount 
of high-energy X-ray photons is almost equal to the WW-photons. 

Very roughly, the number of hard X-rays (all X-rays below 2.3 nm) could be equal or higher 
compared to the amount of X-rays generated in the region from 2.3 nm to 4.0 nm, for which 
the conversion efficiency is known (see chapter 4). In fact, in Fig. 104 (a) it is confirmed, 
that the CCD-counts rapidly decrease around 2.5 nm, which could indicate, that a down-
conversion from the high-energy region into other wavelengths may occur. This could mean, 
that the hard X-rays add up (via Auger creation and further interaction with gold-plasma) to 
the existing WW-rays emitted from the plasma, giving possibly twice as much WW X-rays 
under presented estimates, as long as only a few hard X-rays are lost through absorption in 
gold plasma, which is assumable, since the cross section for photo-ionization decreases with 
increasing quantum level. However, the spectrum is not absolutely calibrated, so it is not 
known, how hard X-ray photons are counted with respect to WW X-rays. On the other hand, 
the remaining energy of Auger-electrons after collisional excitation with Au-ions might 
further contribute to radiative processes – both not considered in this simplified calculation. 
Thus, ultimately, the number of hard X-ray photons determines the WW-yield enhancement. 
Ongoing research is under way to investigate the amount of hard X-rays emitted from hot 
dense Au-plasma by using Star2D simulation code. 
 
Electron impact ionization could also contribute to the observed enhancement. It can be 
estimated by using the following equation, 

𝐶1 = 2.4 × 106𝐸𝑛
−7/4

𝑇1/4𝑒−𝐸𝑛/𝑇cm3/s , (3-46) 
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where the electron temperature 𝑇 is assumed to be 120 eV, for 𝐸n  the ionization energy 
405 eV, a spherical volume of 50 µm diameter, and a pulse duration of 6 ns. The auger yield 
can be estimated by, 

𝑛Auger (𝑛𝑖 =
1019

cm3
) ≈ 2.6 × 1013 . (3-47) 

Assuming an electron density of 1021 cm-3 and an ion density of 1019 cm-3, the yield is roughly 
2/3 of the photoionization yield. However, other gases do not show such enhancement in the 
WW, because their K-shell ionization energy is different, and their auger electron kinetic 
energies do not match the appropriate Au excitation energies.    
 
Concluding these results leads to the assumption, that the observed X-ray enhancement under 
nitrogen atmosphere could be explained by collisional and radiative effects occurring during 
the interaction of nitrogen in the hot dense plasma. 

3.4.2 Simulation results 
In case of the irradiation condition used in the gas-field experiment, the simulation reveals 
an electron temperature of 120 eV and an electron density of 1020 cm3 in the region ~60 µm 
in front of the target, where the most intense emission of WW-radiation has been observed 
experimentally with a pinhole camera (Fig. 111) [189]. The average ionic charge state does 
not change much over four orders of magnitude of electron density. The statistical weight of 
bb-transitions of type 4d-4f and 4f-5g are given as a function of wavelength for various ionic 
stages. The WW-UTA (mainly ~2.3…3.0 nm) is coined by the 4f-5g transition type (∆𝑛 =
1). However, due to the strong onset of pressure broadening in high-Z laser-plasmas, the line 
transition is smeared over a considerable spectral range and varies with the ionic charge state 
𝑍, as it acts on the quantum energy levels. 
 
Even though the UTA-transition makes individual identifications of charge states and their 
contribution to line emission impossible, there are some candidate transitions that 
significantly contribute to the collisional excitation process by the Auger electron [188]. One 
transition type is 4f→5g, which occurs in Au21+ ions and their satellite lines, and the other is 
the 4f → 5g in Au22+ ions. The applied numerical calculations by using the radiation 
hydrodynamic simulation Star1D and the atomic structure code provide more detailed 
information on the probable candidates. Next, we examine the transition energies of Au-ions 
(Fig. 111(b)). The product of statistical weight and transition rate is expressed by the gA 
values, which are plotted for 4d→4f and 4f→5g resonance transitions for various ionic species. 
The transition energies of the 4f→5g transition in the Au21+ and Au22+ ions range from 3.30-
3.65 nm (345-375 eV). 
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Fig. 111: (a) Simulated average charge states of Au ions as a function of electron temperature and (b) 
contribution to the UTA from electronic transitions of type 4d-4f and 4f-5g for different ionic stages as a 
function of photoemission wavelength. Note, that the gas-field effect is not considered here [85]. 

The presented simulation code Star2D and the ray-tracing method will be employed again in 
subsequent chapters to analyze the plasma expansion dynamics and spectral characteristics 
more thoroughly. A comparison with first-hand experimental results will further underline 
the accuracy of the employed simulation codes. 

3.4.3 Enhancement mechanism 
a. Auger process 

Since the plasma emits radiation across the electromagnetic spectrum [190], including high-
energy radiation, the inner-shell 1s electron of the 𝑁  atom/molecule can be ejected via 
intense broadband soft X-ray photoionization, leaving an inner hole in the K-shell followed 
by an electronic recombination from the 2s L-shell into the inner-shell vacancy, which creates 
an electron leaving the 2p L-shell orbit due to the decay from another L-shell electron into 
the K-shell, called KLL-Auger electron (KL1L23 and KL23L23) having ~360 eV 
monochromatic energy (Fig. 112 and Fig. 113). 
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Fig. 112: Energy level band diagram (a) and electron shell Bohr model (b) for the KLL-Auger process in singly 
ionized nitrogen (K-shell vacancy). The decay 2s→1s is called KL1L23, while the decay from 2p→1s is called 
KL23L23. 

The binding energy of the 1s electron in neutral molecular nitrogen is ~ 409.9 eV [191], 
which corresponds to the K-edge energy found by Henke et al. [187], so soft X-rays of 
~3.0 nm wavelength can create such an inner hole in the nitrogen K-shell due to 
photoionization. In dissociated (atomic) nitrogen the 1s-binding energy is found to be 
404.5 eV [184]. Following Krause [192], the K-shell fluorescence yield for low-Z elements 
is much lower than the non-radiative Auger yields (Fig. 114), which means that the process 
of Auger emission is more likely to occur than its radiative counterpart. However, the L-shell 
yields are both comparably low. 

 
Fig. 113: Illustration of the enhancement mechanism: (a) the inner-shell 1s electron is ejected via broadband 
X-ray photo-ionization, followed by a dielectronic recombination, and (b) the generated Auger electron 
contributes to collisional excitation in the Au plasma, increasing the WW-emission via radiative decay [85]. 
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Fig. 114: Fluorescence and Auger yields for the K-shell and the L3-subshell as a function of atomic number Z. 
The Auger yields include all non-radiative contributions [4]. 

Since the decay time of KLL-Auger transitions occurs on the timescale of a few fs, the Auger-
electrons do not further interact with other particles, so that their kinetic energy is 
monochromatic at 356-368 eV, depending on the angular orientation of the nitrogen 
molecule (Fig. 115) [193] [194], which is in excellent agreement with the simulated transition 
energies of the type 4f-5g (345-375 eV). 

 
Fig. 115: Observed energy-ranges of nitrogen KLL Auger transitions from various angles. The energy interval 
extends from 356-368 eV [193]. 

The photo-ionization cross section in the nitrogen K-shell for threshold energies around 
400 eV assumes ~10-18 cm2 according to previous work [187] [4] [184] [195] (Fig. 116). The 
agreement of their results varies within a small factor. On the other hand, the cross section 
of electron impact ionization of the K-shell electron is roughly two orders higher, namely 
~10-16 cm2 and might also contribute to the initiation of the Auger-process [195] [196] [197] 
in areas of higher electron density. However, this contribution is limited by the electron 
temperature, which is expected to be a factor ~3.5 lower than threshold (next subsection). 
The ejection of an Auger-electron has a cross section of ~10-17 cm2, whilst the cross section 
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of a radiative decay near the shape-resonance region (~415 eV) seems comparable, even 
though the resonance peak has not been measured by Lindle et al. [191]. 

 
Fig. 116: Cross-sections of 1s and 2s electrons in Nitrogen at photon energies up to 1400 eV. The K-shell 
ionization occurs with a cross section of approximately 10-18 cm2 [184]. 

b. Shape resonances 
In this context, the concept of shape resonances will be reviewed briefly here. The 
Hamiltonian of a spherically symmetric system is given by [198] 

𝐻 =
(𝑝r)2

2𝑚
+

𝐿2

2𝑚𝑟2 −
𝛼

𝑟
 , (3-48) 

where the central (Coulomb) potential −𝛼/𝑟  overlaps with the centrifugal potential 
𝐿2/2𝑚𝑟2  (rotational kinetic energy), forming a centrifugal barrier. The term 𝑝r/2𝑚 
represents the linear kinetic energy of the system. Now, a shape resonance might be formed 
by the centrifugal barriers of two neighboring atoms, as the case with a nitrogen molecule 
(Fig. 117) [199]. The ejected photoelectron is not completely free but temporary trapped 
between the bound states and the continuum. Originally, it was introduced to explain alpha-
decay [200]. Classically forbidden regions become accessible via quantum tunneling that 
allows the photoelectron to overcome the potential barrier in both directions to become 
eventually free or decay radiatively into the bound states, rendering the shape resonance 
meta-stable. Similarly, the radiationless Auger emission competes with a radiative decay 
from L-shell to K-shell. As can be seen from the Hamiltonian in (3-48), the shape resonance 
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is caused by the orbital angular momentum 𝐿, which becomes zero for s-shape orbitals. The 
four competing processes are given in the table below [138]. 

Table 18: Shape-resonance effects in nitrogen and ionization cross sections of the N2 K-shell. 

Transition type Effect Cross section 
N(2s2p) → N(1s) + e− Auger-emission 10-17 cm2 (rel. 0.995) 

N(2s2p) → N(2s1s) + hν Radiative decay N/A (rel. 0.005) 

N(∞∞) → N(nL) + e− Photo-ionization 10-18 cm2 

 
Where ∞  refers to the meta-stable state of the shape resonance between bound and 
continuum state, and 𝑛𝐿 stands for any state of energy level 𝑛 and orbital shape 𝐿. For these 
processes to occur, always two electrons are required (double excited states in case of the 
shape resonance above the last shell filled with an electron). 

  
Fig. 117: (left) Electron trapping in a shape resonance after K-shell photoionization [199]. (right) Illustration 
how the shape resonance is formed by overlapping potentials. 

Nonetheless, the Auger-emission might play a substantial role in the discovered enhancement 
process, since the generated Auger electrons further contribute to collisional excitation of the 
Au-plasma ions from ground state to excited states in specific AuZ+ ions, drastically changing 
the level populations in the various ionic species. The population inflow is generated via 
electron impact excitation and decays subsequently into lower states, especially the ground 
state, because this regime is radiation-dominated. The net effect is an energy down-
conversion from high-energy X-ray photon, (e.g. 800 eV having a cross section ~4× lower 
than at resonance), to WW soft x-rays via the nitrogen acting as a mediator and leading to 
the increase in the WW-emission via radiative decay. 
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3.5 Conclusions 

The previously discovered enhancement of soft X-rays emitted from laser-produced gold 
plasma under N2-atmosphere was confirmed and found to be 3.6 times higher than in vacuum, 
at a gas pressure of 410 Pa evaluated for 3.11 nm radiation. The simulation codes Star2D and 
FAC helped to retrieve important plasma parameters and aided to clarify the physical 
mechanism responsible for the enhancement. Putting all information together, a consistent 
atomic picture of the processes underpinning the enhancement could be found. First, 
broadband X-rays ionize the K-shell electrons of nitrogen, followed by Auger emission (~360 
eV). Then, the Auger electrons undergo collisional excitations with Au21+ and Au22+ ions, 
causing 4d-4f and 4f-5g transitions. Subsequently, radiative decay processes cause strong 
emission of WW X-rays at photon energies of 345-375 eV, matching the monochromatic 
kinetic energy of Auger electrons well. Consequently, the energy down-conversion from 
high-energy X-ray photons to WW-photons can be expected as a crucial factor for the 
observed enhancement. Furthermore, collisional processes are not found to be dominant. This 
was further solidified by introduction of other gas species, where no enhancement was 
observed. Finally, an order-estimate underlined the theory. 
 
These results indicate that the enhancement in X-ray yield at a given wavelength could be 
obtained by optimizing the X-ray photon energy emitted from the LPP, the atomic structure 
and the gas pressure. Therefore, an increase in X-ray yield for other gases may be expected 
by providing a higher plasma temperature and higher emitter density. As for the N2 
atmosphere, the enhancement could open up new perspectives for laboratory-sized soft X-ray 
microscopes. However, a clever technical design is required to suppress the photo-absorption, 
especially that of water-window X-rays, that is inherent to the gas-field. One of the solutions 
could be a gas-injection nozzle placed in vacuum in the proximity of the target and ejects a 
given volume of gas with a certain pressure of several hundred Pa in a limited area. Previous 
research showed that a more sophisticated nozzle-design is required, in order to realize [169]. 
Another promising method is the use of Au-surface covered with cryogenic nitrogen to 
directly provide the potential source of Auger electrons. This evades the problem of the 
absorption by the gas-field completely since nitrogen would be provided only where required. 
Nonetheless, the presented research has provided clear evidence of the enhancement 
discovered by Ejima et al. [75] and can easily be reproduced even by a Joule-class laser 
system. The enhancement occurs also in other gas species – however, their contribution to 
X-ray yield was found to be much weaker for same irradiation condition. Ultimately, this 
study helped to clarify the nature of the enhancement mechanism – the production of Auger 
electrons by broadband X-rays and their further contribution to the Au level populations via 
collisional interaction. 
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APPENDIX-III 

a. X-ray detector 
The employed CCD camera is a back-illuminated Princeton Instruments SX-TE/CCD-512-
TKB/1. It works in principle via photo-absorption in a silicon substrate, that is a few dozen 
microns thick and generates a photoelectron. However, near-infrared light might pass 
through the substrate, resulting in a low quantum efficiency for that spectral region. Once the 
Si-substrate is thickened, the efficiency increases, but the generated charges suffer from 
charge diffusion in the neutral region, unless a voltage is applied. A fully-depleted back-
illuminated CCD uses a thick Si-layer having no neutral region when a bias voltage is applied, 
which helps to maintain a high quantum efficiency over a broad spectral range and providing 
a good resolution. On the other hand, such systems need sufficient cooling (e.g. -70 °C) to 
reduce the dark current. A schematic overview of these three technological steps is illustrated 
in Fig. 118 [201]. The photoelectrons are accumulated on the CCD surface in cells, called 
pixel, and shifted stepwise through the pixels within one line to the CCD side, where they 
are gathered for readout. 

           
Fig. 118: Schematic of a back-illuminated CCD-camera. A thin substrate has a low quantum efficiency for near-
infrared light (left). A thicker neutral region suffers from charge diffusion (center). Thus, a thick depletion layer 
helps to increase the quantum efficiency for low-energy radiation, while keeping the charge diffusion at a low 
level (right) [201]. 

b. Nd:YAG laser 
Quantum-mechanically, the Nd:YAG laser is a 4-level system, that is based on the 
Q-switching technology, which is a shutter-operated amplification method. Nd:YAG stands 
for the rare-earth dopant neodymium, which is embedded in the laser-active medium (laser-
crystal) made of Yttrium-Aluminum-Garnet. It is a common laser type, based on an efficient 
laser scheme Fig. 119, and emits basically near-infrared light, mainly at 1064 nm wavelength. 
Electrons are excited from the ground state to an excited level 𝐸2 through optical pumping 
via flash lamps. In the case of a 2-level system, the pump light is equally absorbed in both 
energy states, thus, in the best case, 50% of all electrons are excited into 𝐸2, while the other 
50% reside in the ground state, because the incoming laser light clears the upper state at the 
same rate as it is filling it. However, population inversion (𝑁2 > 𝑁1) is necessary, to make 
the stimulated emission happen more often than absorption. This is achieved by a 3-level 
system. Electrons are excited to 𝐸3 and decay via fast radiationless dipole transitions to 𝐸2. 
Now, the pump source does not interact unwantedly with electrons in 𝐸2, hence the desired 
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population inversion becomes possible. However, a high pump intensity is necessary to get 
a high population inversion in a 3-level laser system, because the electrons decay radiatively 
directly back into the ground state. The first laser, that was operated in that mode was the 
legendary pulsed ruby-laser, developed by T. Maiman in 1960 [202]. The ruby-crystal is 
basically chromium in corundum, that is pumped by 550-nm radiation, so that Cr3+-ions are 
excited to an upper level (~ns), from which they decay quickly into a meta-stable state 𝐸2 
(~200 µs) without emission. There, the electrons gather for a while and population inversion 
can be achieved. Then, they decay radiatively into the ground state by emitting duplet-lines 
at 694.3 nm and 692.9 nm at 300 K temperature. This technique has been improved by the 
invention of 4-level systems, where a fourth energy level is located between the ground state 
and the upper meta-stable state. The fourth energy level allows for fast radiationless transition 
(~ps…ns) into the ground state, so that it is quasi-empty all time [203]. This brings the 
advantage, that the population inversion between 𝐸2 and 𝐸4 is almost perfectly achieved, 
because the time from 𝐸4 to 𝐸2 is much shorter than the average lifetime in 𝐸2.  

      
Fig. 119: Laser-schemes of (a) 2-level system, (b) 3-level system, and (c) 4-level system. frt=fast radiationless 
transition. 

The Nd:YAG crystal employs the 4-level scheme via fluorescence of the excited Nd3+-ions 
by means of radiative transitions from 4F3/2 to 4I11/2 states [204]. The conversion efficiency 
from electrical input power to optical output power depends upon the pump source, which 
consists typically of flash lamps or laser diodes and achieves a total conversion of roughly 
10% [205]. The threshold gain coefficient 𝑔t, required population inversion ∆𝑁 and pump 
energy 𝐸 contained in one burst can be described via the following equations, 

𝑔t = 𝛼 + [𝐿M − ln(𝑅1𝑅2)]/2𝑙 , (3-49) 

∆𝑁 = 8𝜋𝑛2∆𝜈𝑡sp𝑔0/𝜆2 , (3-50) 

𝐸 = 𝑉ℎ𝜈∆𝑁′/𝜂1𝜂2𝜂3 , (3-51) 

with 𝛼 the absorption loss coefficient at 1.06 µm, 𝐿M the miscellaneous round-trip losses in 
the cavity including scattering and diffraction, 𝑅1 the reflectivity of the output coupler, 𝑅2 
the reflectivity of the coating, and 𝑙 the rod length as required for Eq. (3-49), and with ∆𝑁 the 
inversion/cm3, 𝑛 the index of refraction, ∆𝜈 the Lorentzian half-width of the transition at 
300 K, 𝑡sp the spontaneous radiative lifetime, and 𝑔0 the small signal gain coefficient (=𝑔t) 
as required for Eq. (3-50), and with ℎ𝜈 the average energy of photons at the pump wavelength, 
𝜂1 the coating transmission, 𝜂2 the effective spectral overlap of the pump output with the 
Nd:YAG absorption line, 𝜂3 the quantum efficiency of 1.06-µm fluorescence, and 𝑉 the rod 
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volume under the assumption, that no transitions into the upper state 𝑁’ occur during the 
pump excitation phase, as required for Eq. (3-51). Furthermore, the efficiency, with which 
pump photons are converted to lasing photons can be calculated as a function of input pump 
power, cavity loss, and pump and mode radii from the steady-state rate equations describing 
the spatial evolution of the inversion and photon energy densities as follows [205]: 

d𝑠+

d𝑧
= (𝛽𝑁 − 𝛼)𝑆+ , (3-52) 

d𝑠−

d𝑧
= −(𝛽𝑁 − 𝛼)𝑆− , (3-53) 

0 = 𝑅p −
𝑁

𝑡s
− 𝑣𝛽𝑁(𝑆+ + 𝑆−) , (3-54) 

with 𝑆+ and 𝑆− the forward and backward propagating photon energy densities in J/cm3, 
respectively, 𝑁 the inversion energy density in (J/cm3), 𝛼 the loss coefficient per unit length 
of material in cm-1, 𝛽 the stimulated emission coefficient (with 𝛽 = 𝜎/ℎ𝜈, where 𝜎 is the 
stimulated emission cross section in cm2), 𝑡s the spontaneous emission lifetime in sec, 𝑣 the 
group velocity of the wave in the medium, and 𝑅p the pumping power density in W/cm3. To 
find the conversion efficiency as a function of pump power for various focused pump spot 
sizes, these equations need to be solved numerically. The Nd:YAG laser scheme can be 
operated in pulsed or continuous wave modus. In the research presented here, the laser is 
always operated in a Q-switched giant-pulse mode with pulse durations on the order of 
~5-7 ns (see below). 

c. Q-Switch (optical shutter) 
The Quality (Q)-switch technology of the laser-system used in this study is based on an 
electrooptical shutter, realized by a Pockels cell, that opens after the intracavity pulse train 
has made sufficient round trips in the resonator to carry a high amount of laser energy at a 
given wavelength. The wavelength depends upon the gain profile of the laser medium and 
also slightly on the geometry of the cavity mirrors. A high-voltage signal (~ several kV) 
controls the Pockels cell, which acts on the polarization of the amplified light. Once the cell 
is switched on – a process that takes a few 10 nanoseconds – the laser light will be reflected 
off of a polarizer, situated inside the resonator path and leave the cavity. This is called active 
Q-switching. In contrast, in a passive absorber the absorption is inversely proportional to the 
intensity of the oscillating light, regulating the output timing. An example of one of the Q-
switch based Nd:YAG lasers used in this study is illustrated in Fig. 120. 
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Fig. 120: Inside of a Q-switch-based Nd:YAG laser with an active shutter (Pockels cell). A seed laser beam is 
injected via a mirror and a polarizer. From there, the light passes through the Pockels cell and is reflected at the 
left mirror. Then the light passes through the whole system (Pockels cell, polarizer, laser medium) until it is 
reflected back at the right mirror. Each round trip, the energy carried in one pulse increases exponentially. The 
gain saturation is achieved after ~185 µs. When the Pockels cell is activated, the accumulated giant pulse leaves 
the cavity and the Nd:YAG-crystal can regenerate for the next shot. Stable operation is achieved after a warum-
up time of ~30-60 min. 

d. Equation of state 

The SESAME EOS tables compose of three parts [172]: the zero temperature isotherm (cold 
curve), the thermal ionic isotherm, and the thermal electronic isotherm, which are modeled 
separately and construct the total EOS by summing the three parts. The cold curve is 
calculated from the Mie-Grüneisen EOS,  

𝑃(𝑉, 𝐸) = 𝑃K(𝑉) +
Γ(V)

V
(𝐸 − 𝐸K(𝑉)) , (3-55) 

where 𝑃𝐾(𝑉) is the cold pressure defined as −d𝐸K(𝑉)/d𝑉 the derivative of the potential 
energy versus volume, 𝛤(𝑉)  the Grüneisen coefficient defined as −d𝑙𝑛(𝜈)/d𝑙𝑛(𝑉)  the 
derivative of the logarithms of the vibration frequency versus volume, and total energy 𝐸 
defined as the sum of potential energy and thermal energy 𝐸K(𝑉) + 𝐸T(𝑉, 𝑇) [206]. The 
thermal electronic contribution is calculated using finite temperature Thomas-Fermi-Dirac 
theory, based on the model of Liberman, but treats the exchange and correlation with a local 
density approximation. The model of Liberman is described by,  

𝑁 = ∑ 𝑛𝑖 = ∑ 𝑛𝑏 + ∫
d3𝑘

(2𝜋)3 2𝑉𝑛𝑘 + ∑ (2𝑗 + 1) ∫
d𝑘

𝜋

d𝛿𝑗𝑙

d𝑘
𝑛𝑘𝑗𝑙𝑏𝑖  . (3-56) 

where 𝑁 resembles the total number of electrons in a volume 𝑉 = 𝑉0 + ∆𝑉, with the latter 
being the volume of the atom, with index 𝑏  for the bound states and index 𝑘  for the 
continuum states. Replacing 𝑉, the integral represents then 𝑁0 the number of the electrons in 
the electron gas surrounding the atom, and ∆𝑁 the number of electrons in the considered 
atom. The integration variable 𝑘 represents the momentum space coordinate and the term on 
the right including 𝛿𝑗𝑙 corresponds to a Friedel sum as described in Landau and Lifshitz [207]. 
The thermal ionic curve is based on the Debye theory to treat the solid region and the 
Lindemann’s law in order to describes the location of melting, above which an interpolation 
is made to connect the fluid smoothly with the ideal gas at high temperatures. Here, 𝑇m is the 
melting temperature as a function of density and 𝜃D the Debye temperature, 
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𝑇m(𝜌) = 𝛼L
𝜃𝐷(𝜌)2

𝜌2/3  , (3-57) 

𝛼L = 0.0262𝐴2/3 (𝑍+22)2

𝑍0.2
[

g

cm3
eV−1] . (3-58) 

The Debye-model predicts the contribution from lattice vibrations (phonons) to heat capacity 
at low temperatures in solids. The material constant 𝛼  is an empirical representation by 
Cowan and independent of density and temperature and varies with the elemental charge 𝑍 
and the atomic mass 𝐴. Cowan’s model for the fluid EOS, given in More et al. [208], 
describes plasma state as a fluid via the free energy 𝐹i , ion pressure 𝑝i , entropy 𝑆i , and 
internal energy 𝐸i , where 𝑇m/𝑇i < 1  to describe the fluid phase with 𝑇i  being the ion 
temperature [47].  

Table 19: Cowan’s EOS for the description of the plasma as a fluid [47]. 

Meaning Equation 

Helmholtz Free energy 𝐹𝑖 =
𝑘𝐵𝑇𝑖

𝐴𝑚𝑝
(−

11

2
+

9

2
(

𝑇𝑚

𝑇𝑖
)

1/3

+
3

2
𝑙𝑛 ((

𝜃𝐷

𝑇𝑖
)

2 𝑇𝑖

𝑇𝑚
 )  

Ion pressure 𝑝𝑖 =
𝜌𝑘𝐵𝑇𝑖

𝐴𝑚𝑝
(1 +

3

2

𝑑 𝑙𝑛 𝑇𝑚

𝑑 𝑙𝑛 𝜌
 (

𝑇𝑚

𝑇𝑖
)

1/3
)  

Entropy 𝑆𝑖 =
𝑘𝐵

𝐴𝑚𝑝
(7 − 3 (

𝑇𝑚

𝑇𝑖
)

1/3

−
3

2
𝑙𝑛 ((

𝜃𝐷

𝑇𝑖
)

2 𝑇𝑖

𝑇𝑚
)  

Internal energy 𝐸i =
3

2

𝑘B𝑇i

𝐴𝑚p
(1 + (

𝑇m

𝑇i
)

1/3
)  

 
The region 𝑇m/𝑇i  > 1 corresponds to the solid phase and is described by the EOS. Here, the 
Debye model is implied, assuming a phonon spectral density 𝑔(𝜈) = 9𝜈2/𝜈D

3 , which is cut 
off at 𝜈D = 𝑘B𝜃D/ℎ. The following function 𝑓(𝑥) is used along with its derivative 𝑓’(𝑥) and 
the substitutes 𝑥 and 𝑢 according to,  

𝑓(𝑥) =
9

𝑥3 ∫ 𝑢2 [
𝑢

2
+ ln(1 − 𝑒−𝑢)] d𝑢

𝑥

0
 , (3-59) 

𝑥 = 𝜃D/𝑇i ;  𝑢 = ℎ𝜈/𝑘B𝑇i . (3-60) 

In solid, the thermal ion excitations appear as lattice vibrations and may be viewed as a 
quantum gas following Bose-Einstein statistics. 
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Table 20: Phonon-EOS for the description of the plasma as a solid [47]. 

Meaning Equation 

Helmholtz Free energy 𝐹𝑖 =
𝑘𝐵𝑇𝑖

𝐴𝑚𝑝
𝑓 (

𝜃𝐷

𝑇𝑖
)  

Ion pressure 𝑝𝑖 =
𝑘𝐵

𝐴𝑚𝑝
𝜌2 𝑑𝜃𝐷

𝑑𝜌
𝑓′ (

𝜃𝐷

𝑇𝑖
)  

Entropy 𝑆𝑖 =
𝑘𝐵

𝐴𝑚𝑝
(

𝜃𝐷

𝑇𝑖
𝑓′ (

𝜃𝐷

𝑇𝑖
) − 𝑓 (

𝜃𝐷

𝑇𝑖
))  

Internal energy 𝐸i =
𝑘B𝜃D

𝐴𝑚p
𝑓′ (

𝜃D

𝑇i
)  

 
The Thomas-Fermi electron EOS of dense matter treats the electrons as a quasi-classical 
Fermi gas in the self-consistent Coulomb potential generated by all charged particles, which 
means that it accounts for particle-particle interaction. It represents the dominating 
contribution to internal energy and pressure at matter densities far above solid density Error! 
Reference source not found. [47]. 

Table 21: EOS for the description of the plasma as a Thomas-Fermi electron gas [47]. 

Meaning Equation 

Unit cell radius 𝑅0 = (
4𝜋𝑛ion

3
)

−1/3

  
Div. potential energy 
(Poisson’s equation) 

−∇2𝑉 = 4𝜋𝑍𝑒𝛿(𝑟) − 4𝜋𝑒𝑛(𝑟)  

Electron density 𝑛(𝑟) = 2/𝜆th
3 𝐼1/2 (

µ+𝑒𝑉(𝑟)

𝑘B𝑇
)  

Tot. electron kinetic energy 𝑈kin =
3

2
𝑘B𝑇

2

𝜆th
3 ∫ d3𝑟𝐼3/2 (

µ+𝑒𝑉(𝑟)

𝑘B𝑇
)  

Coulomb energy  
(electr./nucl.) 

𝑈en = − ∫ d3𝑟𝑛(𝑟)
𝑍𝑒2

𝑟
  

Coulomb energy 
(electr./electr. per unit cell) 

𝑈ee = − ∫ d3𝑟d3𝑟′ 𝑛(𝑟)𝑛(𝑟′)

|𝑟−𝑟′|
  

Tot. electron energy 𝐸e =  (𝑈kin + 𝑈en + 𝑈ee)/𝐴𝑚p  

Fermi energy 𝐹e =  (𝑍𝜇 +
2𝑈kin

3
− 𝑈ee) /𝐴𝑚p  

Entropy 𝑆e =  (
5𝑈kin

3
− 𝑍𝜇 + 𝑈en + 2𝑈ee) /𝐴𝑚p𝑇  

 
Here, 𝑛ion  is the ion density, 𝑍  the charge state, 𝛿(𝑟) the delta function, 𝜆th  the thermal 
wavelength, 𝐼  the ionization energy of state 𝑖=1,2,3,…, µ the chemical potential, 𝑟  and 𝑟’ 
radial directions of the electrons within a unit cell, and the other units with their pre-
mentioned meanings. 
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 Maxwell-Euler Equations 
The Maxwell-Euler equations are used to describe the relation between charges and 
electromagnetic fields in plasmas. 

∇⃗⃗ × �⃗⃗� =
∂�⃗⃗� 

∂𝑡
+ ∑ 𝑞𝑗𝑛𝑗𝑣𝑗⃗⃗⃗  𝑗  , (3-61) 

∇⃗⃗ × �⃗� = −
∂�⃗� 

∂𝑡
 , (3-62) 

∇⃗⃗ ∙ �⃗⃗� = ∑ 𝑞𝑗𝑛𝑗𝑗  , (3-63) 

∇⃗⃗ ∙ �⃗� = 0 . (3-64) 

Here, for electrons 𝑞 = −𝑒 and for ions 𝑞 = +𝑒𝑍 holds. Furthermore, the relations �⃗⃗� = 𝜖0�⃗�  
and �⃗� = µ0�⃗⃗�  are applicable for an unpolarized (�⃗� = 0) and non-magnetized (�⃗⃗� = 0) plasma, 
where 𝜖0  is the permittivity and µ0  the permeability of the free space. �⃗⃗�  is the electric 
displacement field (or electric induction), 𝐸 the electric field, �⃗⃗�  the magnetic field strength 
and �⃗�  the magnetic field (or magnetic flux density). 

 Born-approximation 
The flexible atomic code used in this study utilizes the Born-approximation, which is 
described in the following briefly. Scattering can be described by, 

Ψ(𝑟) = Φ(𝑟) + Ψscattering(𝑟) = 𝑒𝑖𝑘𝑧 + 𝑓(𝜃, 𝜙)𝑒𝑖𝑘𝑟/𝑟 , (3-65) 

where the full energy eigenstate is expressed in terms of the incident wave Φ  and the 
scattered wave Ψscattering. The function 𝑓(𝜃, 𝜙) resembles the scattering amplitude (so that 
the differential cross section d𝜎 = |𝑓𝑘(𝜃, 𝜙)|2dΩ). It is valid in case 𝑟 ≫ 𝑎, with 𝑎 being the 
finite range of the scattering potential. The exponential functions are exact solutions to the 
time-independent Schrödinger equation, and the function 𝑓(𝜃, 𝜙) is an approximate solution, 
enough to represent the physics of scattering. 
 
In case of forward scattering (𝜃 = 0), the cross section becomes, 

𝜎 =
4𝜋

𝑘2
∑ (2𝑙 + 1) sin2 𝛿𝑙𝑙  , (3-66) 

where 𝑙 describes the partial waves, which yield an infinite sum (𝑙 = 0…∞) and 𝛿 represents 
the phase shift between them. The calculation of the phase shift involves spherical Bessel 
functions and is not treated further here. 
 
The integral scattering equation can be written as, 

Ψ(𝑟) = Ψ0(𝑟) + ∫𝑑𝑟′𝐺(𝑟 − 𝑟′)𝑈(𝑟)Ψ(𝑟′) , (3-67) 
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which resembles a superposition of Green’s functions, with the function 𝐺(𝑟)  used to 
describe spherical waves such that, 

𝐺±(𝑟) = −
1

4𝜋

𝑒±𝑖𝑘𝑟

𝑟
 , (3-68) 

and the term 𝑈(𝑟)Ψ(𝑟′) resembling the source function of the scattered waves. Here, the 
assumption 𝐺(𝑟 − 𝑟′) ↔ 𝐺(𝑟) shall be enough for the calculation (𝑟 = 0 refers to the center 
of the scattering potential, and 𝑟  is a distant point where we are looking at, while 𝑟′ is the 
integration point near  the scattering center). 
 
The first-order Born approximation (FBA) neglects scattering of the second kind, which 
means, that the radiation from the source and from the first scatterer is considered, but 
scattering from scattered radiation not. It is a powerful approximation method in quantum 
mechanics because it can be applied to asymmetric potential where the free Hamiltonian 
dominates over the perturbation. If the Born series is taken up to the first integral, one yields 
the expression for the FBA, 

Ψ(𝑟) = 𝑒𝑖
𝑖𝑘𝑖𝑟 + ∫𝑑𝑟′3𝐺+(𝑟 − 𝑟′) 𝑈(𝑟′) Ψ(𝑟′) , (3-69) 

Ψ(𝑟′) = 𝑒𝑖
𝑖𝑘𝑖𝑟

′

+ ∫𝑑𝑟′′3𝐺+(𝑟′ − 𝑟′′) 𝑈(𝑟′′) Ψ(𝑟′′) . (3-70) 

In order to interrupt this infinite chain, the function Ψ(𝑟′) = 𝑒𝑖
𝑖𝑘𝑖𝑟

′

, which neglects further 
scattering, so that one thus has a simplified equation, 

Ψ(𝑟) = 𝑒𝑖
𝑖𝑘𝑖𝑟 + ∫𝑑𝑟′3𝐺+(𝑟 − 𝑟′) 𝑈(𝑟′) 𝑒𝑖𝑘𝑖𝑟

′ . (3-71) 

called the first-order Born approximation. A pictorial way of FBA is given below. 

 
 
Finally, the scattering amplitude 𝑓𝑘(𝜃) can be obtained via integration, 

fk(𝜃) = −
2𝑚

𝐾ħ2 ∫ 𝑟d𝑟𝑉(𝑟) sin(𝐾𝑟)
∞

0
 , (3-72) 

with 𝐾 = 2𝑘 sin(𝜃/2). Here, the vector symbols have been dropped for better readability. A 
good introduction to this topic is offered by B. Zwiebach from MIT Open Course ware. 
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4 ADVANCED DIAGNOSTIC 

METHODS 

4.1 Outline of this chapter 

As pointed out in the foregoing chapter, the key apparatus for (laser-)plasma diagnostics is 
the spectrometer. However, the presented system in chapter 3 has been significantly modified 
and improved, in order to create a multi-dimensional observation tool, which features not 
only spectral measurements, but offers now two methods for time-integrated plasma imaging 
– pinhole imaging and imaging spectrometry – and makes temporal measurements of laser-
pulse and WW X-ray emission possible. A calibrated energy detector is used to determine 
the conversion efficiency from laser energy to emitted WW X-rays, placed under ~30° with 
respect to target normal. The chamber is evacuated by using dry pumps and turbo-molecular 
pumps in order to create an atmosphere of ~10 mPa. Two stage-controllers allow for 
convenient target- and lens manipulation from outside the chamber. A schematic diagram of 
the assembly is depicted in Fig. 121. A solid slab target (Au) is irradiated with intense laser 
light under perpendicular incidence. 
 
The most important aspects of the observation systems are given in the following subchapters 
along with technical and physical explanations. The experimental data that have been 
obtained with this equipment will be presented and compared with the radiation 
hydrodynamics code Star2D and the ray tracing method, as previously introduced. These 
simulation tools help to estimate plasma parameters and spectral characteristics that cannot 
easily be measured with the current apparatus. A direct comparison between experimental 
data and simulation results allow to validate the Star2D code. 

4.2 Experimental setup 

4.2.1 Overview  
The experimental apparatus is illustrated schematically in Fig. 121 and the actual setup in 
Fig. 122. The target inside the chamber is irradiated with a laser pulse and the plasma is 
observed with a spectrometer, a pinhole camara and photodetectors. The diagnostic methods 
will be treated in subsequent sections. 
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Fig. 121: Schematic of the experimental setup. The laser irradiates the Au-target, which is mounted on a stage. 
The grazing incidence spectrometer is equipped with a toroidal mirror and a 2400grvs/mm flatfield grating. 
Two X-ray sensitive photodetectors (PD) are placed inside the chamber, equipped with 1000-nm Ti-filters (top 
view). Another PD is placed on top of the chamber to determine the arrival time of the incident laser pulse 
(frontal view). An oscilloscope records the signals received from the PDs via Q-switch triggering. The pinhole 
camera observation system is equipped with a 500-µm titanium filter and a pinhole of 10-µm diameter. The 
He-Ne laser is used for alignment purposes only. Apertures, optical isolators, and other components are not 
shown for simplicity. 

 
Fig. 122: Actual setup. Pinhole camera and spectrometer are connected via flanges to the vacuum chamber. 
The laser beam enters the chamber from outside. 
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4.2.2 Non-diagnostic equipment 
a. Laser system 

The laser system used in this study is depicted in Fig. 123. It is a commercial tabletop-sized 
Nd:YAG (Neodymium-doped Yttrium-Aluminum-Garnet) laser, operating at the 
fundamental (1𝜔) wavelength 1064 nm. The beam diameter is roughly 10 mm and the laser 
pulse duration about ~5.5 ns. A view inside the resonator is given in Fig. 124. The system 
delivers energies up to 1 J and allows for 1-Hz or 10-Hz operation. 

 
Fig. 123: (a) The commercial Nd:YAG laser. (b) The control unit, power unit, capacitor bank, and cooling unit. 

 
Fig. 124: View into the commercial Nd:YAG laser, operating at the fundamental wavelength 1064 nm. A 
polarizer is used to feed the seed beam into the resonator that consists of two mirrors, a Pockels cell (electro-
optical shutter), the flash lamp and the gain medium (laser crystal). An aperture is installed in the beam line for 
mode-selection and a mechanical shutter is also placed inside the resonator for safety-reasons. 

Energy measurements of the pulse energy are conducted at 10-Hz operation by using a 
calibrated calorimeter (Fig. 125). 
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Fig. 125: Energy detector (calorimeter) used for measurement of laser-energy. The system is calibrated for 
1064 nm radiation and reflections (~10%) occurring at the surface of the detection-head. 

b. Stages and target 
A view inside the experimental chamber is given in (Fig. 126). The laser beam is focused by 
a plano-convex f/10-lens (f=100 mm) with AR-coating (1064 nm). The beam passes through 
a debris-shield and irradiates the Au target under normal incidence. The target is mounted on 
a 4-axes stage. Together with the lens they are mounted on the 2-axes stage. The 
electromechanical stages allow for precise manipulation of target position (x,y,z) and angle 
from outside the chamber. An image of a gold target (300 µm thickness) after many shots is 
given in Fig. 127. 

 
Fig. 126: (a) View inside the chamber. The laser beam is focused by a f=100mm f/10-lens with AR-coating 
(1064 nm), passes through the debris-shield, and irradiates the Au target under normal incidence. The target is 
mounted on a 4-axes stage. Together with the lens they are mounted on the 2-axes stage. (b) Stage controllers. 
2-axes stage (1 pulse = 2 µm), and 4-axes stage (axes 1+4: 1 pulse = 1 µm; axes 2+3: 1 pulse = 2 µm). 
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Fig. 127: (a) Gold target after laser irradiation with many shots. (b) Microscopic image of selected area. 

c. Pumping system 
The experimental chamber is evacuated by a dry-pump and a turbo-molecular pump, which 
can create a pressure down to a few mPa (Fig. 128). The tube of the spectrometer is 
additionally evacuated by a turbo-pump and the tube of the pinhole camera by a dry pump 
(Fig. 129). 

 
Fig. 128: The pumping system used to evacuate the main chamber and the pinhole tube. (a) The control-unit. 
(b) The dry-pump. (c) The Turbo-molecular pump. A vacuum of a few mPa can be created with this system. 

 
Fig. 129: The differential pumping system used to evacuate the GIS-tube. (a) dry-pump, and (b) turbo-pump. 
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4.2.3 Spatially resolved spectroscopy 
a. Imaging spectroscopy 

During the expansion and cooling of the hot dense laser plasma, the level populations change 
drastically, affecting the contribution from transition types to line emission within various 
ionic species. The effect of self-absorption plays a role, especially in the medium-dense 
region, where the plasma is already cooled sufficiently, and collisional excitation becomes 
less dominant and thus opening certain absorption channels for soft X-ray photons. The open 
4d-subshell ions are expected to contribute to the self-absorption of WW-radiation, as pointed 
out earlier in [188]. It is thus of interest to investigate the emission behavior of the plasma at 
a distance from the target surface and optimize the spectral mismatching by variation of the 
experimental conditions, such as laser parameters, e.g. irradiation intensity (i.e. pulse energy, 
pulse duration, and spot size), wavelength, target condition (e.g. thickness, structure, size, 
element) or irradiation schemes (number of pulses, pulse separation times).  
 
To investigate the plasma extent perpendicular to the target and opposite to the direction of 
beam incidence, anther grazing incidence spectrometer is attached to the chamber and used 
to observe the plasma radiation from the side at different axial target positions. This allows 
for scanning through the emission volume. For a two-dimensional image, the height 
information (2nd dimension) of the emission volume is also necessary, thus an imaging 
system is integrated into the spectrometer. By using a toroidal mirror, the X-rays are collected 
and then focused vertically through the slit aperture. After the light passes through the slit, it 
becomes horizontally focused on the CCD detector plane, forming an image with 1D spatial 
information and with a spectral axis. Together with the axial scan through the plasma, the 
plasma volume for a certain wavelength region can be reconstructed in 3D, under the 
assumption of rotation-symmetry of the emission volume. However, the current apparatus is 
not equipped with a durable window against N2 pressure separation such as SiN-filter, so the 
observation in a gas-field is not possible. Nonetheless, it is a useful tool to investigate other 
enhancement methods, like thin-layer target and dual-pulse laser irradiation schemes, 
because they do not rely on a gas-field at all. The laser beam is incident under perpendicular 
incidence, so the target heating mechanism is independent on the polarization and the 
evolution of the plasma becomes more symmetric, which helps to create a 3D-profile, as will 
be presented later. The spectral observation is conducted nearly parallel to the target, in order 
to make the scanning through the plasma volume easier. A further advantage of the 
observation from the side is that the distribution of ionic stages can be measured as a function 
of their distance to the target. Since the plasma expands adiabatically into vacuum in all 
directions within the hemisphere (2𝜋𝑠𝑟), merely the plasma near the central axis of the laser 
beam will be heated effectively through the ongoing laser irradiation as it continuous to 
expand and grow out of the intense region of the Gaussian pulse.  
 
The adopted layout is illustrated in Fig. 130, where 𝐿 is chosen to be 235 mm and the distance 
𝑟 is 237 mm, while 1/𝑑 = 𝑁 equals 2.4×10-3 grvs/nm, and the grazing angle is ~88.65°, all 
values defined by the manufacturer and put into practice. By using the grating equation, 𝛽 
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amounts to ~82.99° for 1st-order light of exactly 3 nm wavelength. Putting these parameters 
together, one obtains: 

𝑦2nd
3nm = 𝐿 ∙ tan(90° + 𝛽m=2) ≈ 235mm ∙ tan 9.83° ≈ 40.71mm , (4-1) 

𝑦1st
3nm = 𝐿 ∙ tan(90° + 𝛽m=1) ≈ 235mm ∙ tan 7.01° ≈ 28.90mm , (4-2) 

𝑦0th = 𝐿 ∙ tan(90° − 𝛼) ≈ 235mm ∙ tan 1.35° ≈ 5.54mm . (4-3) 

 
Fig. 130: Layout of the spectrometer with toroidal mirror. Sagittal view (above) and top view (below). Note, 
that the shorter the wavelength, the closer it will move to the zeroth order light, which can dramatically disturb 
the spectrum. Thus, a beam block is installed, carefully choosing its position to cut the 0th-order but makes the 
1st order still observable. 

Depending on the observation spectral window, higher orders are also observable and might 
even contribute to a better spectral resolution due to a natural increase in their spectral width 
by a factor of the order 𝑚. One imagines a spectral width of 20 µm, while the pixel size is 
13 µm, then a fitting is not possible, due to insufficient data points in the curve. A 2nd-order 
diffraction would, however, give 40 µm, resulting in a sufficient resolution. In general, it is 
recommendable to use 3-6 data points for a peak-fit in order to determine the FWHM [209]. 
For wavelengths longer than 10 nm, the reflectivity of the 2400 grvs/mm-grating decreases, 
compared to the 1200 grvs/mm-grating. This originates from the grating characteristics 
which are mainly determined by the blazed wavelengths. The diffraction of longer 
wavelengths is less effective at a given diffraction angle because longer wavelengths need 
more time delay to see the interference effect. On the other hand, the reflectivity increases, 
as one departs from soft X-rays towards longer wavelengths. 

b. Toroidal mirror 
The X-rays emitted from a laser-plasma can be collected effectively by a toroidal mirror, 
which has two focal planes – one of which is at the slit, and the other at the detection plane. 
The design of the toroidal mirror involves a complicated curvature, with two different radii 
defining the sagittal and the tangential curvature on the mirror, leading to a vertical focus line 
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at the slit and a horizontal focus line at the detector plane (Fig. 131) [210]. This allows many 
X-rays to pass the slit. The focus at the detector further yields 1D image information.  

 

 
Fig. 131: Geometry of the toroidal mirror and the flatfield grating. (a) top view [210] and (b) 3D perspective. 
X-rays from the plasma enter the toroidal mirror. The sagittal curvature is correlated to the horizontal focus at 
the vertical slit and the tangential curvature is correlated to the vertical focus on the detector plane at position 
𝑏. The mirror image is found at 𝑏, where the first-order diffracted light is focused onto the screen. 

c. Contour-plot method 
The spectrum is focused into a horizontal line by the toroidal mirror (Fig. 132). The CCD-
counts of this line are integrated over a vertical pixel-range (400-750) for a selected 
wavelength region (e.g. 525-571 horizontal pixel correspond to 2.61-2.73 nm). This process 
is repeated for many axial positions. Finally, a 2-dimensional plot for a given spectral 
window can be obtained. 
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Fig. 132: Principle of spatially resolved spectroscopy. The target motion in axial direction (normal to target) 
makes it possible to observe the plasma plume at different positions. The toroidal mirror focuses the spectrum 
into a horizontal line, so that the height of the line at a given horizontal position corresponds to the actual plasma 
emission height at a specific wavelength. Together, this spatial information can be combined to from a 2D-
image. 

4.2.4 Pinhole imaging 
The pinhole tube is depicted in Fig. 133 (inside view) and Fig. 134 (outside view). The 
outside pinhole tube is attached via a bellows flange to the experimental chamber, in which 
the pinhole is mounted to a holder screwed onto the inner tube. 

 
Fig. 133: Pinhole tube inside the experimental chamber. A 10-µm pinhole is attached at a distance of 7 mm to 
the plasma spot. The total length from pinhole to CCD amounts to 1130 mm. 
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Fig. 134: Pinhole tube with components. The filters are attached inside the gate-vavles, which have a whole to 
transmit light. They can be interchanged, if necessary. The total length from pinhole to CCD is 1130 mm. 

Since the plasma emission is comprised of high-energy and low-energy radiation, that is 
mainly outside the water-window, a filter is employed to cut the non-relevant spectral bands 
during pinhole observation. Titanium is a suitable material to isolate a part of the WW 
spectral region, as depicted in (Fig. 135). An example of self-assembled filters is shown in 
Fig. 136. 
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Fig. 135: Effect of titanium-filters on the measured spectrum around the WW-region. 
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Fig. 136: Example of a self-assembled filter (here Ti 2.0-µm) fixed by vacuum-clay “nendo” onto a washer. (a) 
shows the front side on which the foil is attached and (b) the rear-side with clear aperture (e.g. 6 mm). 

The exposure time in the presented content is 1s or 5s, depending on the experiment. That 
means, the plasma image is a fully time-integrated image of the emission volume. As 
depicted in Fig. 121, the pinhole camera observes the plasma under 45° view with respect to 
the laser incidence angle on the target. In case of non-spherical 3D-bodies or flat bodies with 
negligible depth, the length contraction needs to be considered for a correct estimation of the 
emission geometry (Fig. 137). 

 
Fig. 137: Perspective distortion in plasma observation under 45°-view. Illustrated are extreme cases, from left 
to right 1, 2, and 3, respectively. 

The length contraction of each geometry is given in Table 22. This is important to know, in 
order to estimate, whether the measured plume length should be corrected or not. For gas-
puff targets (as described in the introduction), the plasma plume expands several hundred 
micrometers into free space, clearly deviating from the characteristics of a point-source or 
spherical shape. In the event of a ns-irradiation pulse onto a solid target, the WW W-rays 
yield a near-spherical shape of an extent less than ~100 µm. For ultra-short pulses, such with 
picosecond-irradiation times, the plasma cannot expand far until the laser energy is delivered, 
so the expansion plume remains close to the surface and yields no sphere, but more a flat 
cylinder. 
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Table 22: Applicability of contraction factors to the plasma observation for a 45°-view. 

 Case 1 Case 2 Case 3 
Contraction 𝐿obs  = 𝑊/√2 𝐿obs = 𝑊 = 𝐻 𝐿obs = 𝐻/√2 
Condition gas-puff target 

(e.g. He, Ar, …) 
short pulse / WW 
(e.g. 3nm, ~ns) 

ultrashort pulses 
(e.g. ps-order) 

 
The plasma expansion can assume different forms, depending on various experimental 
parameters. Two main mechanisms have to be distinguished: laser-target interaction and 
laser-plasma interaction (Fig. 138). The first one occurs only in the closest vicinity of the 
target and creates an ablation plasma, that expands under a large angle (e.g. ±45°). This 
plasma acts as a pre-plasma for the ongoing irradiation, as long as the pulse duration is on 
the order of nanoseconds. The expanding plasma cools and radiates but its temperature and 
thus average ionic charge state is kept high due to the laser-absorption. The expanding plume 
is heated in a more confined region, defined by the laser-beam size, and thus radiates in a 
narrower cone (e.g. ±15°). However, these are just examples, and might deviate drastically, 
depending on the spatiotemporal intensity profile of the laser beam, and the applied laser 
radiation scheme.  

 
Fig. 138: Geometry of the laser-plasma plume and illustration of laser-interaction mechanisms. 

In the following, an example image is discussed to illustrate the expansion dynamics of a 
laser-produced hot dense Au-plasma obtained with a 6-ns laser system at 250 mJ pulse 
energy by using a single shot and observing the emission volume behind a Ti-filter of 500 µm 
thickness (Fig. 139). The CCD-image is analyzed at different illustration setups available in 
the software package “Andor SOLIS for Imaging”. The saturation level is set to 1750 counts, 
and the number of pixel with less photoelectrons accumulated (i.e. lower CCD counts) are 
clearly decreasing as the minimum counts per pixel displayed is increased (following the 
images from (b) to (e)), so that it becomes apparent, that the emission cone is a function of 
the observed emission intensity (CCD counts). 
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Fig. 139: Example of an Au-plasma (6ns, 250mJ) behind a 500-µm Ti-filter under 45°-view. Emission plume 
with indicated “boarder” (a). The same image at different display settings (b)-(e). The pixels including low 
number of photoelectrons yield a larger cone. 

4.2.5 Photodetectors 
The temporal measurement of X-ray emission time requires photodetectors with a fast rise 
time and a small but X-ray sensitive detection area. All photodetectors are equipped with a 
titanium filter of 1000 nm, which is decent enough to prevent the detector from saturation 
and isolates the WW-radiation well enough from other spectral bands. 

a. Temporal measurement 
The maximum response time of the battery-powered X-ray sensitive photodetector 
AXUVHS5DS from Opto Diode Corp. [211] is specified to be 700 ps and it is used to 
measure the temporal evolution of the emitted X-ray pulse. The dark current is ~1.2 nA, and 
the active area 1×1 mm2. Its responsivity to EUV-photons and X-rays is illustrated in Fig. 
140. It is placed at a distance of ~16.5 cm to the plasma and observes under 33°. The pinhole 
aperture amounts to 100 µm in diameter and is placed in front of the filter foil. 

 
Fig. 140: Opto Diode Corp. SXR-photodetector. The model AXUVHS5DS is used in this experiment [211]. 

The fast X-ray photodetector is depicted in Fig. 141. 
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Fig. 141: Photodetector AXUVHS5DS for measurement of X-ray pulse duration. 

To determine the delay between laser-pulse and X-ray emission, a battery-powered InGaAs 
PIN photodetector of less than 25-ps rise time is used. The spectral response of the 
ET-detector family from EOT Inc [212]. is given in Fig. 142, where the ET-3500 type has 
been used in this research. It is responsive to visible and infrared light. The dark current is 
less than 3 nA and the active area diameter amounts to 32 µm, while the bandwidth is larger 
than 15 GHz and the noise equivalent power is 20 pW/√𝐻𝑧 at 1300 nm. The detector is 
placed on top of the experimental chamber and no filters or pinholes are used. 

 
Fig. 142: EOT Inc. NIR-photodetector. The model ET-3500 is used in this experiment [212]. 

The calibration method of the temporal measurement of X-ray emission and delay time 
between laser and X-ray pulse is illustrated in Fig. 143. Here, a time reference is used to 
calibrate the signals of the photodetectors. By using this method and the light speed (to 
account for the path distance between position 1 and position 2), the delay times between 
white light and X-rays to the laser pulse can be determined. 
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Fig. 143: Time-calibration by using three photodetectors. A detector at position 𝑅 measures the incoming laser 
pulse via reflection from the glass plate. The peak of the laser pulse at time 𝑡𝑅 is the reference time. The laser 
beam proceeds to the target and creates a plasma. At position 1 (on top of the chamber), a detector observes 
incoming light. In a second experiment, at position 2 (inside the chamber), the same detector is placed closely 
to the laser spot and observes incoming light. In a third experiment, an X-ray detector covered with a Ti-filter 
(1000 µm) is installed at position 2 in order to measure the X-ray pulse. 

b. Energy measurement 
The radiated energy is measured with an XUV-sensitive Si-photodiode (PD) of the 
Hamamatsu Photonics series s1337 type 21 and a 1-µm titanium filter attached to it, placed 
in 33° direction with respect to the target normal at a distance of 23.5 cm. The detection area 
is 25.5×25.5 mm2 and covered with a 1.35-mm pinhole to prevent saturation. The dark 
current is less than 500 pA and the noise equivalent power is 2.5×10-14 W/√Hz.  

 
Fig. 144: Photodetector for energy measurement (here without filter and pinhole). 

For estimating the total radiated power within the spectral region of 2.3-4.0 nm, a typical 
Si-responsivity in the EUV-regime of 0.273 A/W has been assumed [213]. The absorption 
depth in silicon is on the order of 100 nm for the relevant spectral band of WW-radiation 
(Fig. 145). This is high enough to avoid pre-absorption of the incident radiation, before it 
reaches the depletion zone in the photodiode, where the electron-hole pairs are created (Fig. 
146) [214]. 
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Fig. 145: Absorption depth in Si as a function of incident photon energy. For WW-radiation, the absorption 
depth is on the order of 100 nm. 

 
Fig. 146: Schematic cross-section through a photodiode (a) and the inclination of band energy around the 
depletion region (b). 

The spectral responsivity of a typical Si-detector might depend upon manufacturing 
processes and variations within the lot, but for the first-order approximation, it is assumed to 
be 0.273 A/W for WW-wavelengths. 
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Fig. 147: Spectral responsivity of silicon in the EUV-range including external reflection. The responsivity in 
the SXR-region amounts to ~0.273 A/W. 

An electrical RC-integration circuit is added between the PD and 1 GHz oscilloscope (shown 
later), to accumulate the photoelectrons generated by the soft x-rays (Fig. 148). The 
integration is set to “200”, corresponding to a capacitor of 470 pF to collect the 
photo-electrons. 

 
Fig. 148: Circuit-layout including the RC-integration circuit. The capacitor with 470 pF is used. 
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In general, the total number of electrons 𝑛e,total generated by a process can be described as 

𝑛e,total = 𝐶 ∫ 𝑑𝑉 = ∫ 𝑖𝑑𝑡 , (4-4) 

but these quantities are less accessible through our experimental setup. Instead, the electrical 
energy, stored in the capacitor, is measured, and can be expressed by, 

𝐸 =
1

2
𝐶 (

𝑈

𝑔
)

2

, (4-5) 

where 𝐶 is the capacitance of 470 pF, 𝑈 the averaged measured voltage and the gain factor 
of the integration circuit (4.125). This procedure saves the step of signal integration from a 
directly measured photodetector signal. 

c. Angular distribution 
The angular distribution of X-ray emission is measured with the same PD as previously used 
to investigate to emitted X-ray energy. It is placed at various angles to the target at the same 
distance. The filter is 3.0-µm titanium. The transmission in the water-window is ~1%, so 
mainly high-energy radiation below ~1 nm can pass.  

1 2 3 4 5
1E-4

0.001

0.01

0.1

1

Tr
an

sm
is

si
on

Wavelength (nm)  
Fig. 149: Transmission of titanium having a thickness of 3 µm [187]. The WW-region is suppressed (1% 
transmission), while radiation from ~1 nm and below are transmitted much better. 

d. Oscilloscope 
The measurements with the photodetectors are performed on the Oscilloscope Yokogawa 
DL9140L, 1 GHz bandwidth and 5 GS/s sampling rate. The channel input impedance is 50 Ω 
(Fig. 150). 
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Fig. 150: (a) Yokogawa digital oscilloscope DL9140L. It features a bandwidth of 1 GHz, 5 GS/s sampling 
rate and provides 4 channels with 50𝛺 resistance. (b) The electrical power supply for the photodetectors. The 
integration circuit is the 2nd inset from left.  

4.3 Experimental results and discussion 

4.3.1 UTA and ionic stages 
The spectrum obtained from the grazing incidence spectrometer is shown in Fig. 151. The 
ionic stages are assigned according to the work of [188] (Table 23). The UTA yields a strong 
X-ray radiation. The observed peaks within the WW wavelengths are contributed by 
countless line transitions within ions of various charge states, roughly ranging from Au24+ to 
Au30+. The most prominent peak appears to be contributed by resonance transitions in Au-
XXVIII (q=27+)20. 
 

 
20 Au-I refers to neutral atomic gold (q=0), while Au-II corresponds to the Au1+ ion. 
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Fig. 151: (a) Observed spectrum with standard deviation of the average values. (b) Details of UTA-structure. 
Assignment of ionic stages according to the UTA-structure described by Li et al. [188]. This spectrum is 
averaged over two series á 31 spectra between z=0…600 µm observation position, where 600 µm corresponds 
to the half maximum of peak integrated intensity. Charged states up to q=30+ can be observed clearly. 
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Table 23: Ion stages and transition array as a function of wavelength as given in [188]. By using this table, 
the ionic charge states are identified in the presented work. 

 
a. Calibration 

The detector is not absolutely calibrated, so  that the emission spectrum might be changed by 
the reflectivity of the toroidal mirror, the diffraction efficiency of the grating and the quantum 
efficiency of the CCD camera, as discussed by [215] [216]. Furthermore, the contamination 
layer thickness of the optical components is not known, but might consist of some µm of 
hydrocarbon, and should also be accounted for. However, an absolute calibration by a 
synchrotron radiation source is quite expensive, and not necessary for qualitative comparison 
of spectral data. The dark current of Andor iKon-M type BN amounts to 4 e-/s, which yields 
a total of 20 e- over the exposure time of 5s (Fig. 152) [217].  
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Fig. 152: Dark current of Andor iKon CCD-camera types [217]. 

This value is corrected within the background correction given in the Andor software package. 
The quantum efficiency of the BN-type chip varies by less than 1% within the WW-region 
and amounts to almost 95%, thus considered to be constant throughout this work (Fig. 153).  

 
Fig. 153: Quantum efficiency of Andor iKon CCD-camera types [217]. 
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The main contribution to the WW x-rays is caused by the UTA-structure, which centers 
around 2.6 nm. The assignment of ionic stages ranges from Au24+ to Au30+ ions in order to 
identify the origin of the observed peak structures, which are mainly contributed from 4f-5g 
transitions [85]. The dominant ionic species are Au26+ and Au27+ ions, having ionization 
potentials of 974 eV and 1022 eV, respectively. The spectral dip appeared around 2.3 nm in  
Fig. 151 is likely to be caused by the K-edge absorption from hydrocarbon (COH) 
contamination on the optical components. 

b. Losses in the system 
The spectrograph consists of three components relevant to the spectral image, which might 
suffer losses: Toroidal mirror, diffraction grating, and CCD camera. The toroidal mirror has 
a gold coating on its surface, and the reflectivity of Au under 2° glancing incidence is roughly 
(Fig. 154) [4]: 

 
Fig. 154: Reflectivity of different materials under glancing incidence as a function of photon energy. Within 
the water-window region, the reflectivity of Au behaves almost linear [4]. 

Table 24: Reflectivity of gold under glancing incidence for various water-window X-rays. 

ℎ𝜈 [eV] 𝜆 [nm] Au reflectivity [%] (2°) Tolerance [%] Source 
620 2.0 60.5 

+/- 0.5 reading accuracy 
+ their uncertainty Attwood et al 

539 2.3 61.2 (~61.1 linearized) 
413 3.0 63.2 (~62.4 linearized) 
282 4.4 65.0 

 
A 2400 grvs/mm flatfield grating, as investigated in the works [215] [216], has a reflectivity 
of ~3% in the first diffraction order in the WW-region (Fig. 155).  
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Fig. 155: Diffraction efficiency of an optical grating with 2400 grvs/mm. The lower graph shows absorption 
dips from contamination layers [215]. 

The reflectivity of the grating under 1.7° grazing angle, which is similar to that one used in 
this work, has a reflectivity as given in Table 25. 
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Table 25: Comparison of different grating reflectivities given in the literature. 

ℎ𝜈 [eV] 𝜆 [nm] Grating reflectivity [%] 
(2400grvs/mm, 1.3°) 

Tolerance [%] Source 

961 1.29 1.75 

+/- 0.05 reading accuracy 
+ their uncertainty 

Park et al. 
[216] 

667 1.86 2.19 
579 2.14 2.87 
500 2.48 2.92 
428 2.90 3.28 
364 3.41 2.69 
354 3.5 2.07 
620 2 0.028 

+/- 0.05 reading accuracy 
+ their uncertainty 

Dinh et al. 
[215] 

551 2.25 2.67 
496 2.5 3.22 
451 2.75 3.31 
413 3 3.18 
381 3.25 2.86 
354 3.5 2.67 
331 3.75 1.96 
310 4 1.66 

 
However, the data of Dinh et al. [215] shows absorption dips characteristic for hydrocarbon 
contamination layers. They used the dip at ~4.25 nm, to estimate the layer-thickness of the 
contamination. This can also be done for the system used in this work. In the data presented 
in Fig. 151, it is not easy to estimate the absorption dip, because two different UTA’s are 
overlapping there, and the spectral intensity cannot be considered constant to average over 
the gap. Thus, another data set is used, which has been obtained with a 10 ps-laser system 
with the same spectrometer setup (Fig. 156).  
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Fig. 156: Determination of contamination layer-thickness by using a 10ps-laser with the identical spectrometer 
setup obtained on 9th of June 2019. Assuming a UTA-structure of almost constant valley-points across the dip, 
the absorption amounts to ~6.5%. 

The Au-UTA, reported in Li et al. [188], does not feature such absorption dips (Fig. 157). 

 
Fig. 157: Spectra reported in Li et al. Note, that the UTA labeled “2” does not feature any absorption dips, 
beside the expected ripple-structure caused by the different spectral contributions from the transition within 
various ionic species [188]. 

 It is thus concluded that the spectral dip in Fig. 156 is caused by an impurification of a COH-
layer. The spectral dip in the Au-plasma WW-spectra is located at around 2.27 nm and 
contributes to an absorption of ~12.5%. Using transmission data for COH from Henke et al. 
[187], one can easily iterate the layer thickness, that must have caused this (Fig. 158) and the 
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absorption dip occurs at 2.284 nm according to the database, which is in good agreement 
with the experimental value, since the resolution of the system is on the order of that 
discrepancy. The total absorptive layer might be as thick as ~50 nm, which corresponds to 
an average layer of slightly less than 17 µm on each of the three optical surfaces in the GIS 
detection path. 
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Fig. 158: Transmission of COH at a thickness of 50 nm (solid line) around the K-alpha edge of oxygen at 
2.284 nm obtained by the data base. The absorption amounts to ~13% [187]. For comparison, the lines of 25 
nm COH (dotted) and 100 nm COH (dashed) are added. 

c. Quantum efficiency 
Furthermore, the CCD-camera has a finite quantum efficiency (QE), which is not constant 
throughout the spectral region of interest. It changes significantly depending upon the 
wavelength due to L- and K-edges of silicon at 100.6 eV and 1.8 keV, respectively, as 
illustrated in Fig. 153. For simplicity, the non-linear curve is linearized into two parts as 
illustrated below: 

Table 26: Quantum efficiency of Andor iKon-M BN-type CCD-camera as determined from datasheet [217]. 

ℎ𝜈 [eV] λ [nm] Quantum efficiency [%] 
(Andor iKon-M BN) 

Tolerance [%] 

667 1.86 91.7 
+/- 2 reading accuracy 

+ their uncertainty 400 3.1 79.0 

200 6.20 50.8 
 
The specification sheet gives a log-plot for quantum efficiency, and the curve can be 
linearized for simplicity in two regions, i.e. ~200-400 eV and ~400-667 eV. The calculation 
is as follows: 
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𝑄𝐸(𝜆) = 𝑄𝐸1 +
𝑄𝐸2−𝑄𝐸1

𝐵∙log10 ℎ𝜈2−𝐴 ∙log10 ℎ𝜈1
(log10

1240

𝜆
− log10 ℎ𝜈1) ∙ 𝐶 . (4-6) 

From reading the graph, the factors 𝐴, 𝐵, and 𝐶 can be determined and yield for the ranges 
 
Table 27: Graphically determined values from the data sheet used for determining the quantum efficiency of 
the Andor iKon-M BN-type CCD-camera [217]. 

Range 𝑄𝐸2[%] 𝑄𝐸1[%] hν2 hν1 A B C 
200-400 eV 79.0 50.8 400 200 22.0684 30.3606 98.8 
400-667 eV 91.7 79.0 667 400 30.3606 32.4702 60 

 
Note that the accuracy of the reading is limited, but the advantage is that one does not need 
to read all points from the graph manually, but can use the provided formula and parameters, 
to calculate any 𝑄𝐸 in the presented ranges with an accuracy of better than ±2%. 

d. Calibrated spectra 
The spectra calibrated for reflectivity, diffraction efficiency, and contamination are plotted 
in Fig. 159 for two grating efficiencies found in literature (Dinh et al. [215] and Park et al. 
[216]). A detailed view of the lower panel is given in Fig. 160.  
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Fig. 159: Overview of involved response function, grating reflectivity, and spectral intensity. Certain points 
from the measured spectrum are selected for the calibration. The large departures around 2 nm and 3.5 nm may 
be attributed to the uncertainties in grating reflectivity. 
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Fig. 160: Comparison of dominant ionic species depending upon the applied grating reflectivity. According to 
the calibrated spectra it seems that the dominant ionic species are around Au26+, Au27+, and Au28+. 

After correcting the spectra for the QE, mirror reflectivity, grating reflectivity, and the 
contamination from COH, a peak contributed from Au XXIX ions become also prominent. 
It thus seems, that the dominant ionic species are Au26+, Au27+, and Au28+ ions. A comparison 
of the influence from the contamination layer on the spectrum is given in Fig. 161. It can be 
seen that the effect of COH absorption of ~10 µm is only minor. 
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Fig. 161: Influence of the assumed contamination layer thickness on the spectrum. The difference between 
10 µm and 25 µm COH-layer is only marginal. 

The grating efficiency given by Dinh et al. [215] includes a 15 nm contamination layer, while 
for the data from Park et al. [216] there is no description about the contamination. This fact 
has been considered, when adding a correction term to account for the contamination layer 



171 
 

absorption. However, uncertainties in the determination of their diffraction efficiencies may 
cause the strong deviations below 2 nm and above 3.5 nm in the observed spectrum here. The 
grating used in this study has been in use for more than 20 years in LPP-experiments, so that 
a significant debris layer may attach, probably unevenly distributed over the curved surface 
and of various elements used as a target in former experiments. 
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Fig. 162: Evaluation of the flatness of the focal plane. It can be seen, that away from the spectral center (around 
2.7 nm) the focusing becomes worse and X-ray energy is distributed further away from the line focus. To 
compensate for it, the integration area was chosen to be 250 pixels. 

A good alignment for a flatfield grating requires exact knowledge of the distances and actual 
grazing angle, which is difficult to measure precisely. Integration of observed X-ray intensity 
over constant spatial range (256 pixel) yields, that the focusing is indeed good only in the 
center of observed wavelengths. To the longer and shorter wavelengths, the focus becomes 
broader. To compensate for it, the vertical line integration range (≜ height axis) has been 
chosen to 250 pixels. Note, that integration over 1024 pixel requires almost 4×  longer 
calculation time and was thus not considered, which is acceptable because beyond 450/700 
pixel, the CCD counts are already below ~5% and do not contribute so much. 

e. Other UTA structure of gold 
To investigate the position of the strongest UTA, by which Au is defined in the diagram of 
the quasi-Moseley’s law presented earlier, the position of the CCD camera is moved in order 
to record the longer wavelengths beyond 4 nm (Fig. 163). Recalibration of the camera is 
performed by using the well-known carbon atomic spectral lines, as described earlier. The 
laser is perpendicularly incident on the Au target, delivering 100% energy (550 mJ) and 50% 
energy (275 mJ). It can be seen that the spectrum at 100% energy yields more X-rays than 
the spectrum under 275 mJ irradiation. The production of higher charge states (e.g. Au27+) 
thus seems much more effective at a higher intensity, which is estimated to be ~1013 W/cm2. 
This is also indicated by the peak position of the WW-UTA, which shifts towards longer 
wavelengths at the lower intensity. The other UTA (right side) keeps its peak at ~4.4 nm but 
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becomes slightly broader as the intensity is halved. A peak dependency on the temperature 
appears also in Wien’s displacement law for blackbody radiation. However, the shift is 
expected to be much stronger, as the intensity changes by one order of magnitude.  
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Fig. 163: Au spectra obtained in the range from 2.0 to 5.2 nm at a fixed observation position where emission 
was most intense. At 550 mJ the peak of the UTAs appear at ~2.85 nm and at ~4.4 nm. At 275 mJ, the left peak 
is slightly shifted towards 2.9 nm and the other at 4.4 nm becomes broader towards longer wavelengths. Spectral 
calibration by using the spectral lines from carbon. The spectral intensities are not absolutely calibrated. 

To examine the expansion dynamics, the 3D-map is plotted (Fig. 164). It illustrates the 
progression of the intensity with expansion direction 𝑧. Both UTAs show an almost linear 
decrease However, as the plasma expands into vacuum, its temperature decreases, and its 
optical thickness and may change due to changes in the population kinetics. The expanded 
plume is expected to be below critical density at medium temperature, so that the plasma is 
in a non-LTE state. Collisional and radiative processes are both likely to play a role for the 
emission characteristics. As can be seen from the graph, the decrease in intensity becomes 
slightly steeper as the expansion is ongoing. A possible explanation for this effect could be a 
slight increase in the opacity in the expanded plasma region. This effect, however, is a little 
weaker in the WW-UTA than in the other UTA at 4.4 nm (barely visible in the plots). A 
reason for this can be, that absorption of 4.4-nm radiation can occur, because the cooling re-
populates higher levels (e.g. n=4) via recombination/deexcitation. 4.4-nm radiation can be 
absorbed by the electrons in these levels (e.g. from 4d to 4f [188]), but not so much for the 
2.9-nm radiation probably due to lower cross section for photoexcitation. The same trend can 
be observed for 50% laser energy (Fig. 165).  
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Fig. 164: Au-spectra obtained in the range from 2.0 to 5.2 nm. The data are based upon 9 observation 𝑧-
positions, each 50 µm apart. Out of 4 spectra at each position, the spectrum with the highest overall counts have 
been selected for this graph. The laser used here was a Nd:YAG laser with 7-8ns pulse width and 550 mJ pulse 
energy under perpendicular incidence. Here, the observation position 0 refers to the point, where the integrated 
spectral intensity reaches its maximum. Note, that this definition is different from the previous one. The spectral 
intensity decreases almost linear with the observation position. 

 
Fig. 165: Au-spectra obtained for 50% laser energy, and otherwise same conditions (as described above). 

A more detailed survey with a much finer step-size (e.g. 25 µm) and significantly different 
laser energies (e.g. 5×1012 and 5×1013 W/cm2) would be required, in order to clarify the 
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observed gradients, alongside with numerical simulations. However, for practical application 
in SXRM, mainly the emission characteristics (energy, duration, size) of the gold WW-UTA 
are of interest, no matter how it compares to other spectral regions. Only to second order, it 
becomes interesting where other emission lines are, because they need to be cut by filters to 
ensure WW-chromatic irradiation of the specimen. Thus, it is not further investigated in the 
frame of this work. 

 Contour-plot (1D) 
The observation is conducted at various distances along the target normal and a 2D-map with 
one spectral and one spatial coordinate is plotted (Fig. 166).  

 
Fig. 166: Spectral intensities as a function of observation position along the target normal direction (Z). The 
horizontal axis is not rescaled. The illustrated spectrum is not corrected for the discussed loss mechanisms. 

The integration region on the CCD image for data evaluation is chosen to cover the region 
of 450-700 pixel, centered around the spectrum that was focused into a line by the toroidal 
mirror. The spatially resolved profile is given in the range between 1.4-4.1 nm.  Here, the 
observation position of 0 µm corresponds to the target surface. The applied step-size in 𝑧-
direction is unequally spaced and amounts to: 

Table 28: Applied step-sizes at various ranges along the z-axes, normal to the target surface. 

Range 
[stage units] 

Range 
[µm] 

Step-size 
[pulses] 

Step-size 
[µm] 

-1000 … -600 -2000 … -1200 100 200 

-600 … -100 -1200 … -200 10 20 

-100 … +160 -200 … +320 20 40 
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The main contribution to the WW X-rays is caused by the UTA attributed to many charged 
state ions, and in the present case the spectrum centers around 2.6 nm. The highest intensity 
is positioned at 380 µm from the target and falls off to 50% at 600 µm. 

g. Contour-plot (2D) 
Integration of the CCD counts within that narrow spectral band yields another type of 2D 
contour-plot (Fig. 167), where both axes represent a spatial dimension, namely the plasma 
height and the plume length along the target normal direction.  

 
Fig. 167: Rescaled GIS contour plot of 4f – 5g transitions from the Au26+ ion shows peak emission at 29 µm. 
The plot is obtained by rescaling the cross section according to the cross section obtained from the pinhole 
image (shown in next section). The dimensions (L and H) are illustrated for 50%-intensity (black line). The 
50%-line shows an extent of 39 µm × 60 µm. The stripe-pattern is caused by the data interpolation and averaging. 
The intensity behind the target is due to the observation path, which allows light to enter, even if the line-of-
sight is behind the target. 

For the Au26+ ionic species, the spectral region 525-571 pixel is evaluated, corresponding to 
2.612-2.733 nm wavelength region (Fig. 168).  

 
Fig. 168: Integration of CCD-counts to obtain the image information for the region 2.612-2.733 nm. 
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The spatial size is calculated by the TM magnification, but the magnification-factor is 
recalibrated by using the cross sections obtained from the PH camera, as described later. One 
could even obtain a 3D-image, when assuming rotational symmetry. This is actually carried 
out in the case of the ray-tracing method, as discussed earlier. The 50%-border at the rising 
flank is ~7 µm in front of the target surface and the total dimensions of the plume’s 50%-
intensity contour amount to 39×60 µm2 (length and height). The strongest spot is found at 
29 µm. The integrated intensity profiles for Au25+ (572-618 pixel, equivalent to 
2.736-2.861 nm) and Au26+ ionic states as a function of observation position are evaluated 
for 300-900 pixel range, and a comparison is given in Fig. 169.  
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Fig. 169: Intensity profiles for Au 25+ and Au 26+ ionic states as a function of observation position and 
Rescaled observation position. The difference in the profiles is neglectable. The SNR at the 50% falling edge 
is better than 1000. The position 0 is known to a precision of ±7.5 µm (rescaled). 

Both ionic stages show near-identical lengths, where the peak is located 29 µm in front of 
the target, and the 50%-edge at ~46 µm. The noise is estimated from an outer region within 
the evaluation area at the outermost observation position. Light can enter the mirror even if 
the observation position is behind the target, because some light from the expanding plume 
enters the beam path probably via reflection on the slightly tilted target, resulting in a 
distorted intensity profile along the height-axis. The vertical cross section yields more than 
one peak, if the observation is behind the target, so that the position, where this cross section 
shows a clear single peak, is used to determine the target position 0. The error in estimating 
the reference target position 𝑧=0 µm by the intensity profile is ~ ±7.5 µm (rescaled). Once 
the target limit21 is reached, a new line of shots is begun, and therefore a lateral shift of the 
target conducted and corrected by an accuracy of ~1 µm (not rescaled, thus negligible).  

 
21 The motorized stage has 30 mm range in vertical direction until it reaches the limit. With 500 µm between 
every shot (to prevent overlapping with previous craters). every ~60 shots, a “fresh” target line is required. 
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4.3.2 Pinhole image 
 Plasma size 

A two-dimensional image of the Ti-filtered soft x-rays is obtained by the PH camera, as 
shown in Fig. 170. Since the plasma emission displays a near-spherical shape, the contraction 
due to the observation angle is not considered here. The vertical and horizontal cross-sections 
yield a height of 69 µm and a length of 46 µm, both FWHM, after the correction due to the 
penumbral effects of the aperture, respectively. These values are used to rescale the GIS 
spatial profile to compensate for distortions emanating from misalignment of the TM in 
sagittal and tangential direction. This method has the disadvantage, that the calibration of the 
toroidal mirror magnification is now coined by the transmission characteristics of the 
titanium filter. The emission is of oval shape when observed through a filter and comparable 
to that one obtained with the ray-tracing method with the filter. 

 
Fig. 170: Pinhole image obtained behind a 500-nm Ti-filter. 

To account for the employed filter, the ratio of the simulated emission sizes with and without 
the filter is applied to the experimental data and yields then an emission size of 40×34 µm. 
The asymmetric radiation profile is likely to be caused by the imperfect Gaussian intensity 
distribution of the laser beam. The image (Fig. 170) further shows that there is one hot spot, 
corresponding to the hot dense plasma region, where the soft X-ray emission is strong. Still 
~30% intensity is radiated by the plasma at a distance of ~ 30µm, caused by expanded plasma, 
that is being heated up via the latter part of the incoming laser pulse, but is monotonically 
decreasing with distance. This means, that there is no second optimum condition of electron 
temperature and electron density, to give rise to strong soft X-ray emission at a distance 
beyond the first hot dense region. The expansion velocity (ion acoustic wave) can be 
estimated by using, 
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𝑣exp[µm/ps] = (
𝑍𝛾𝑘𝑇𝑒

𝑀
)

1/2

, (4-7) 

where the ion charge 𝑍 is in units of ten, 𝑘𝑇𝑒 is in keV, the ion mass 𝑀 is expressed in units 
of 20 times that of a proton, and 𝛾 is taken as 5/3 [4]. 

Table 29: Expansion velocities for different Au-plasma parameters in µm/ns or 103 m/s. 

〈𝑍〉 100 eV 200 eV 400 eV 800 eV 1 keV 
10 28.2 39.9 56.4 79.8 89.2 
20 39.9 56.4 79.8 113 126 
25 44.6 63.1 89.2 126 144 
30 48.9 69.1 97.7 138 155 
40 56.4 79.8 113 160 174 

 
In the case of the 6-ns laser with ~600 mJ laser energy, the electron temperature peaks at 
400 eV 0.4 ns after the peak irradiation, according to the Star2D hydrodynamic simulation 
and the ions between +24 and +30 were experimentally found to be abundant. Thus, a peak 
expansion velocity of roughly 90 µm/ns can be assumed. However, the expansion velocity is 
not constant throughout the heating process, which lasts ~5-6 ns. The plasma expansion 
would be on the order of 500 µm, which is unrealistic for the Au-plasma and actually not 
observed. However, when assuming 50 µm expansion length over 5 ns, one would get an 
average velocity of 10 µm/ns. This value is quite low, compared to the values given in Table 
29. Nonetheless, it seems reasonable, if one considers, that the heating of the target and the 
ionization up to a high ionic stage of Au30+ and the like, does not occur instantaneously, but 
takes time – several ns according to Star2D. 

 
Fig. 171: Comparison of gold-plasma observed behind 500-nm Ti (left) and 200-nm Zr (right) at 250 mJ laser 
energy. The crosshair indicates the peak intensity obtained after line integration. The black circles in the right 
image are probably caused by contamination on the Zr-filter. 



179 
 

A direct comparison between different observation setups for the PH-camera is illustrated in 
Fig. 171. The obtained values are listed below in Table 30. The zirconium filter allows for 
observation of not only WW X-rays, but also longer wavelength, which clearly contribute to 
the much higher observed intensity (×2.6 higher). The longer wavelengths further show a 
much larger emission size in both – height and width, which indicates, that they are formed 
after sufficient cooling of the plasma due to the expansion. The filter characteristics are 
illustrated below (Fig. 172). 

Table 30: Summary comparison of PH-observation for different filter setups. The values are converted from 
pixel to µm by considering the PH-magnification (x16) and PH-size (10µm). 

 Titanium (500 nm) Zirconium (200 nm) 
Width [µm] 46.8 90.5 
Height [µm] 31.8 61.0 
Intensity [a.u.] 4.89×106 1.28×107 

 
Fig. 172: Transmission curves for zirconium (200 nm) and titanium (500 nm) for 1…100 nm wavelength [13]. 

The spectral window of titanium falls exactly within the water-window region, which is the 
reason, why it has been chosen as the filter material for many experiments in the course of 
this study. In contrast, the zirconium at 200 nm thickness allows longer wavelengths in the 
window ~7-16 nm to pass with 50%, while the water-window radiation is almost blocked. 
High-energy radiation penetrates the thinner Zr-membrane easier and is thus also slightly 
better transmitted. This underlines that the larger emission volume is probably caused by the 
longer wavelength radiation. 

b. Estimation of spot-size 
The pinhole image can be used to estimate the laser spot-size (Fig. 173). The height and 
width of the emission volume obtained by the pinhole camera system can be used for 
estimating the absolute size of the focus spot. Here a plasma expansion of 45° with respect 
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to the target normal is assumed and the intensity distribution obtained from the GIS is also 
considered, where the peak is not in the center, but slightly on the right-hand side. The 
reconstructed spot yields ~24 µm. However, as discussed later, the observed plasma plume 
length is slightly longer than estimated by this method, which is mainly due to the fact, that 
the drawing is limited in the sense that it cannot easily account for the local emitter density 
along one line of sight to the detector.  

 
Fig. 173: Reconstruction of the spot-size by considering the plasma intensity profile and pinhole image. The 
spot-size is estimated to be ~24 µm (FWHM). The illustrated drawing is augmented to ease the readability. 

The spot-size can also be estimated by using the approximation [156], 

2𝑊0
′ ≈

4

𝜋
𝜆𝐹#  , (4-8) 

where the F-number 𝐹# is given by the ratio of the focal length (100 mm) and the beam 
diameter, which is roughly 10 mm near the lens (see “burn” paper in Fig. 174). Assuming a 
TEM00 Gaussian mode, the focusability of the laser beam would be ideal, and the beam waist 
diameter (defined at 1/e2) 2𝑊0

′ yields ~13.5 µm (8 µm FWHM). For a beam quality number 
of 3-4, which is typical for solid-state lasers [156], the spot size becomes then ~28 µm. Other 
authors find comparable values for similar laser systems (e.g. [50]). 
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Fig. 174: Burn patterns of the ns-laser near the experimental chamber. 

4.3.3 X-ray pulse duration and energy 
a. X-ray pulse duration 

The measured X-ray emission lasts 7.2 ns. Its peak is delayed by 0.8 ns with respect to the 
peak of the peak of the laser pulse, which is confirmed by Star2D. The signal measured from 
above the chamber is primarily composed of white light emitted from the plasma and is 
delayed by ~ 1 ns with respect to the X-rays. This is reasonable because X-rays are radiated 
by multiply charged ions which form quickly during the heating, whereas white light is 
generated at a later time, when the charged states have decayed sufficiently. In the study [86], 
the laser pulse duration was estimated by using the detected signal at position 1, which 
yielded a FWHM of ~ 5.5 ns. However, this signal was primarily composed of white light, 
which is not necessarily representative for the laser pulse duration. A simple reflection 
measurement with a similar PD and a 200-MHz oscilloscope yields a laser ramp-up time 
(half maximum→peak) of ~3.2 ns ±0.5 ns. Assuming symmetry this yields ~6.3 ns (2×HW). 
The X-ray emission lasts thus ~0.9 ns longer than the laser pulse. The peak-to-peak delay 
time ∆𝑡pp is visualized in Fig. 175. Compared to the simulated X-ray duration (6.4 ns), this 
trend is confirmed, when considering a 500-µm Ti-filter and a laser pulse of 5.5 ns width. 
However, as Star2D revealed, the X-ray duration appears longer due to the filter 
characteristics. In fact, the simulation yields an X-ray duration of 5.8 ns, when evaluating 
radiation without filter.  
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Fig. 175: Temporal profiles of laser and X-ray pulse. The time t=10 ns corresponds to the interpolated peak of 
the laser pulse. The laser duration is broadened on the right tail, probably caused by fluorescence. Considering 
the left half-width at half maximum, the duration (without broadening) amounts to ~6.3 ns. The X-ray duration 
amounts to ~7.2 ns FWHM, and its peak is delayed by 0.8 ns with respect to the interpolated position of the 
laser peak. 

b. X-ray energy 
The signal obtained by the integration circuit is shown in Fig. 176. By considering the filter 
transmission and assuming isotropic radiation into 2𝜋𝑠𝑟, the radiated energy and the C.E. 
within 2.3 ~ 4.0 nm spectral region are determined to be 2.59 mJ and 0.45%, respectively, 
which is in good agreements with that calculated by the numerical simulation (0.48%, 
3.02 mJ). The estimated number of emitted photons is 3.4×1013. For the experimental 
evaluation, the filter transmission and influence of out-of-band spectral components have 
been considered, while the emission above 4.0 nm has been neglected (Fig. 177). The OOB-
components below 1.5 nm and above 4.0 nm have been estimated from [188] [218]. The 
Energy calculation is based on 2.6-nm radiation. 
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Fig. 176: Signal obtained from the integration circuit averaged over 20. Gain factor ~4.125. The peak value 
corresponds to the number of accumulated photoelectrons. 
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Fig. 177: Spectrum considered for calibration of X-ray energy measurement of 2.3-4.0 nm radiation. Spectral 
weighting is conducted according to the recorded spectrum to estimate the portions of radiated energy outside 
and inside 2.0…4.0 nm spectral range. The weighting of the spectrum includes the scattering off of the toroidal 
mirror, grating efficiency, and estimates of out-of-band components (above 4.0 nm and below 2.3 nm). The 
spectrum is weighted by the transmission of a 1000-nm titanium. 

c. Angular distribution 
The measured X-ray emission seems almost isotropic up to large angles with respect to 
normal incidence (Fig. 178), justifying the pre-made assumption. Radiation was strongest 
within ~30°, and then slightly decreased. Beyond 70°, the energy is still 80% compared to 
the reference value at 30°. Similar results have been reported by Kondo et al. [14] for WW 
X-rays. However, their X-ray emission showed a decrease of ~50% between 70° and 80°. A 
possible reason for this can be, that the 1-nm radiation is formed in a much smaller region, 
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where the temperature is high enough to produce the required charge states and the emitter 
density is high enough to provide high intensity. The emission may have then point-like 
characteristics resulting in almost isotropic radiation up to very high emission angles. This 
ultimately limits the achievable spatial resolution of the contact SXRM method, because 
there is no such material known today, capable of blocking just keV radiation but maintaining 
a good transmission in the WW-region. This makes the imaging method more favorable, 
because only selected wavelengths are focused onto the specimen, allowing for almost 
monochromatic WW-radiation.  
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Fig. 178: Angular distribution of X-ray emission. The data is normalized to the energy at ~32°. Each data point 
is averaged over 5 individual data points. The grey bars indicate the estimated error in both directions. 

4.3.4 Spatiotemporal behavior 
Fig. 179 (a) and (b) show the electron number density 𝑛e  and electron temperature 
𝑇e profiles at 0.4 ns after the laser peak intensity. At this time (𝑡 = 10.4 ns), the averaged 
charge state 〈𝑍〉 reaches its maximum of 28.1 (Fig. 179 (c)). Note that this value is based on 
the calculated ion density profile. Ions with various charge states exist at a certain time and 
position (𝑟, 𝑧, 𝑡), where the average 𝑍-state is expressed, for example, by, 

〈𝑍〉 =
𝑛𝑖++⋯+26𝑛𝑖26++27𝑛𝑖27++28𝑛𝑖28++⋯+𝑍max𝑛𝑖𝑍max+

𝑛𝑖++⋯+𝑛𝑖25++𝑛𝑖26++𝑛𝑖27++𝑛𝑖28++⋯𝑛𝑖𝑍max+

 , (4-9) 

with 𝑛𝑖𝑍+ being the ion density of a certain charge state 𝑍. The table of 〈𝑍〉 is a function of 
temperature and mass density 𝜌 and has been developed self-consistent with the opacity data 
[182], i.e. the mutual interaction of one particle with its surrounding particles is taken into 
account. In general, the SESAME EOS also provides such data, but is limited to lower 
temperature regions. Then in the radiation-hydrodynamic simulation, the local value of 〈𝑍〉 
is calculated by interpolating the tabulated 〈𝑍〉 data by using local values for 𝑇e and 𝜌.  
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The 1D-profiles along the central axis for electron density 𝑛e , electron temperature 𝑇e , 
highest average charge state 〈𝑍〉 and absorbed laser power 𝑃L are plotted in Fig. 179 (d) and 
(e), respectively. Along the optical axis, the point of laser critical density ( 𝑛cr  = 
9.8×1020 cm-3) is located in the vicinity of the target surface, roughly 2 µm away from the 
initial surface position, where the ablation due to laser-target interaction takes place. From 
the critical density point, the electron density decreases exponentially down to 6.6×1020 cm-3 
with the scale length of 𝐿nH = 2 µm (steep slope) and decreases with the scale length of about 
𝐿nL = 36 µm (slight slope) in the further lower density region, where the scale length can be 
defined as, 

log(𝑛e) = −𝑍/𝐿 . (4-10) 

At the region slightly below critical density, the laser absorption and electron temperature 
show a peak. At this point, the maximum value of the averaged ionization state 〈𝑍〉 = 28.1 is 
achieved. The highly ionized region is located near the target surface and is limited to a few 
tens of µm in both axial and radial direction, indicating that the WW x-ray emission is also 
limited to the same region. The peak emission, indicated in the contour plot and cross 
sectional plot, is located at 29 µm, corresponding to 325 eV, 1.5×1020 cm-3 and 〈𝑍〉 = 24 
according to the 1D-profiles (Fig. 179 (d) and (e)).  

 
Fig. 179: Simulated spatial distributions of (a) electron density, (b) electron temperature, and (c) ionic charge 
state, at t=10.4 ns. Peak values are 400 eV and <Z>=28.1. Critical density of 9.8×1020 cm-3 is reached at 2 µm 
in front of the target, where absorption is highest. The corresponding 1D-profiles along the z-axes are illustrated 
in (d) and (e). 
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4.3.5 Emission profiles 
The simulation indicates that the hot spot is expected at a distance of 17 µm to the initial 
target surface, corresponding to 375 eV, 3×1020 cm-3 and 〈𝑍〉  = 25 (Fig. 180 (a)). The 
simulated emission size yields 38×42 µm2 (length × height). This does not compare well 
with the observed profiles (Fig. 180 (c) and (d)). It seems that the filter transmission distorts 
the observed plasma geometry. Thus, the plasma emission is evaluated by Star2D considering 
a 500-µm titanium filter. In fact, the filter attenuation reduces the number of photons by a 
factor of ~5 and causes a change in the emission size (51×72 µm2), as illustrated by Fig. 180 
(b). However, two hot spots appear now, which are not observed with pinhole camera. This 
can be explained by the fact, that the larger emission lobe covers the smaller one close to the 
target, thus yielding just one hot spot. The GIS does not observe the second hot spot either, 
because the grating acts as a filter so that the shorter wavelengths, that probably cause the 
second peak, do not contribute to this image (Fig. 180 (c)).  

                                 

 
Fig. 180: (a) Simulated emission size in WW-region without filter and (b) behind a 500-nm Ti-filter. Previously 
shown observed emission profiles (c) and (d) are added for comparison. The filter attenuates the photons by 
factor ~5, and the profile is thus distorted by the contribution from high-energy X-rays below the K-edge. 
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4.3.6 Self-absorption 
The self-absorption effect of the plasma has been investigated by simulating the plasma 
emission spectrum. Fig. 181 shows the total emission compared to the emission including 
absorption. The intensity-losses due to self-absorption amount to ~20% in the WW-region. 
This value should be minimized in order to optimize the radiation source for its practical 
application to high-resolution SXRM.  

 
Fig. 181: Simulated spectra showing the emission spectrum with and without considering the plasma self-
absorption. Note, that the dotted line represents an unphysical situation, since absorption will always occur in 
a real plasma, and is added only to visualize the effect of self-absorption. The spectral curve beyond 4 nm is 
unphysical, because the simulation code does not consider the details of radiation there. 

A qualitative comparison between measured data and the simulated curve is given in Fig. 
182. The measured spectrum is obtained from averaging over 31 individual spectra through 
various 𝑧-positions ranging from 𝑧=0…600 µm observation position which is where the 
integrated intensity drops to 50% of observed peak intensity (refer to Fig. 169). The 
simulation code can reproduce the WW-UTA qualitatively, however, the second peak at 
3.05 nm is not observed. The calibrated lines yield a tiny peak around 2.9-3 nm, but the 
uncertainty here is on the order of the observed effect. On the other hand, the simulated UTA 
around 1.85 nm could be clearly observed. However, the observed spectrum represents 
normalized CCD-counts, as opposed to the simulated spectrum, which represents a real 
physical unit (photons/nm), so a direct quantitative comparison is not meaningful.  
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Fig. 182: Simulated spectrum (red line) and measured spectrum (blue line). The simulated curve represents the 
spatiotemporal integration over the simulation time and grid for 4πsr. The measured spectrum is averaged over 
31 individual spectra as previously described and represents emission into hemisphere. The spectrum 
“calibrated 1” (dashed-dotted) utilizes the grating data from Park et al. [216] and “calibrated 2” (dotted line) is 
based upon data from Dinh et al. [215]. The measurement data is normalized to peak value within WW. 

To allow for a better comparison between the spectral intensity in units of photons/nm, the 
measured spectrum is calibrated by the following method. The measured counts in each pixel 
are calibrated to counts 𝑁 per wavelength interval ∆𝜆. Then the photon energy ℎ𝜈 for each 
wavelength is calculated. From that, the received photon energy in each wavelength interval 
is obtained. The solid angle ΩTM of the collected radiation is estimated from the geometry of 
the toroidal mirror as seen from the plasma (Fig. 130). Finally, by using the measured X-ray 
energy 𝐸PD as presented in previous section, the calibration factor 𝐶 can be obtained, 

𝐶 =
𝐸PD

ΩTM ∑ ℎ𝜈𝑁Δ𝜆4.0 nm
2.3 nm

 , (4-11) 

and finally, the CCD counts are converted to intensity 𝐼 in units of photon counts per nm by 
using the relation, 

𝐼 = 𝑁𝐶ΩTM/Δ𝜆 . (4-12) 

The resulting spectral intensity as a function of wavelength is shown in Fig. 183 together 
with the simulated spectrum converted to hemisphere (2𝜋sr). The area under the curves is 
almost equal and reflect the X-ray energies determined by photodetector (PD) and simulation. 
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Fig. 183: Simulated spectrum (red line) and experimentally observed spectrum (black line). The simulated 
spectrum is scaled to hemisphere (2πsr). The experimental value is calibrated by using the C-factor. The area 
under the curves are almost equal as with the X-ray energies obtained from experiment and simulation. 

The spectrum below 2.3 nm is not shown, since the C-factor is obtained by using the 
measured X-ray energy within 2.3-4.0 nm band. The discrepancy observed around 2 nm (Fig. 
182) may indicate, that the opacity table used in Star2D and post-processing overestimates 
the self-absorption or underestimates the emissivity in this spectral region. 

4.4 Summary comparison 

WW-emission of hot dense Au plasma produced by a commercial laser system has been 
demonstrated and characterized for comparison with the Star2D code. The X-ray-yield as 
well as the emission duration and emission size of investigated wavelengths (2.3…4.0 nm) 
are in good agreement with the measured quantities, and amounted to 0.5% C.E., 6 ns x-ray 
duration and emission size of 40 µm, respectively. This corresponds to a radiance as high as 
2×1017|λ=2.6nm photons/s·cm2·sr. Compared to the laser pulse, the X-ray emission lasts 
approximately just as long and is delayed by less than 1 ns. The hot spot’s position is ~20 µm 
in front of the initial target surface and the ions around Au27+, Au28+ seem to play an important 
role for the emission profile.  
 
The simulation predicts an electron temperature of 400 eV and an electron density between 
1021 cm-3 and 1019 cm-3 within 100 µm in front of the initial target surface, where the 
strongest radiation appears at ~1020 cm-3. As pointed out earlier in this work, the electron 
temperature determines the degree ionization together with the ion density and influences the 
population kinetics of the radiation field. It can be advantageous to increase the electron 
temperature to change the opacity, leaving room for optimization of the conversion efficiency 
[70] [69]. Table 31 summarizes the results. Overall, the simulation results are within the 
estimated uncertainties, which underlines the accuracy of the Star2D code for the actual case. 
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Table 31: Overview of plasma parameters obtained from experiment and simulation. The measured laser 
irradiation energy is an averaged value obtained for each measurement series and the range of their averaged 
values is given in percent. Values in brackets correspond to calculations without the filter, where applicable. 
The converted energy is always calculated without filter. The experimental emission size in brackets is obtained 
via re-scaling by the ratio obtained from simulation. In column “experimental”, the position of the hot spot is 
obtained from the rescaled GIS contour-plot, taken without the filter. The dominant ionic species expresses the 
charge state corresponding to the highest peak in the spectrum, being averaged over emission height and time. 
The maximum value of averaged ionic state is a local peak in space and time. The experimental ionic state in 
brackets include the value with spectral corrections considered. The laser energy is given as average value with 
the ranges occurred during the experiment. The experimental uncertainties are estimated to be on the order of 
±20%. The error in hot spot position is around ±7.5 µm. 

Parameters Experimental Calculated 
Filter  PD: Ti 1.0 µm ±10% 

PH: Ti 0.5 µm ±10% 
PD: Ti 1.0 µm 
PH: Ti 0.5 µm 

Laser irradiation condition 𝐸total ≈ 580 mJ −7%
+15% 

𝑡FWHM ≈ 6.3 ns 
𝑑FWHM ≈ 24 µm 

𝐸total = 630 mJ 
𝑡FWHM = 5.6 ns 
𝑑FWHM = 24 µm 

Emission duration, 
Peak-to-peak delay to laser 

𝑡FWHM ≈ 7.2 ns 
∆𝑡pp ≈ 0.8 ns 

𝑡FWHM = 6.4 ns (5.8) 
∆𝑡pp = 0.8 ns (0.8) 

Converted energy (2.3-4.0 nm) 
Conversion efficiency 

𝐸rad,WW ≈ 2.59 mJ 
𝐶𝐸 ≈ 0.45% 

𝐸rad,WW = 3.02 mJ 
CE = 0.48% 

Emission size 
 (height × length) 
Position and no. of hot spots 

PH: 69×46 [µm²] 
GIS: 60×39 [µm²] 
29 µm, 1 (21, 1) 

72×51 [µm²] (42×38) 
 
37 µm, 2 (17, 1) 

Dominant ionic species 
Max. averaged ionic state 

Au 26+ / 27+ (28+) 
N/A 

N/A 
Au 28.1+ 
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APPENDIX-IV 

Outline 
In this appendix, supplementary information will be provided to the reader, required in the 
daily work in a laser-plasma lab. 

a. Simple spectrographs  
Ordinary spectrographs utilize a collimating lens to focus incoming light from the source 
through a slit via a mirror onto the grating. The optical grating diffracts the light into various 
orders, one of which are caught by the second mirror and focuses through the exit slit onto a 
screen for analysis. In general, the usage of mirrors and lenses bears problems due to imaging 
aberrations and absorption losses. 

 
Fig. 184: Schematic of a simple spectrometer. A source emits chromatic light that is focused by a lens through 
the entrance slit and reaches the first mirror inside the spectrograph. From there, the light is focused onto the 
grating, which disperses the light into its spectral components. The spectrally separated light is reflected by a 
second mirror and leaves the system through an exit slit. The slit apertures are used to block non-relevant light 
(e.g. direct light, straylight, or 0th-order light). 

The Rowland grating is a special type of diffraction grating that makes use of a geometric 
theorem, which states that an arc of a circle subtends the same angle from any point of the 
circle when viewed from outside the arc. Accordingly, any triangle inscribed in a semicircle, 
having one of its sides as the diameter, is thus a rectangular triangle. This theorem applies to 
the Rowland’s circle, because the grating is small enough, that it does not depart much from 
the Rowland’s circle. The advantage of this geometry is that no lens is needed to focus light. 
In fact, all rays coming from a source 𝑆, are focused to 𝑃, no matter where they hit the grating 
(Fig. 185) [219]. The same holds for the diffraction orders, where each order has a unique 
focal spot. However, the focus plane is a curve, which will result in blurred imaging on a 
plane detector surface. 
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Fig. 185: Rowland’s circle. From the source 𝑺 light falls onto the concave grating and is focused into a small 
spot at 𝑷, no matter where it hits the grating. The same holds true for diffraction of light, here shown for one 
order, which is always concentrated into one spot at 𝑷’. This approximation is valid as long as the grating is 
close to the Rowland’s circle. The radius of the grating’s curvature is the Rowland circle’s diameter [219]. 

Thus, as for the experiment, a holographic flatfield grating is employed with unequally 
spaced 2400 grvs/mm. Its surface is covered by Au and the angle of incidence amounts to 
~88.65°, where Au has a reflectivity of approximately more than 50% for WW-wavelengths 
[4]. As illustrated in Fig. 186, the flatfield grating focuses incoming light that intersects at 𝐴 
and passes through aperture 𝑎, not to another point on its Rowland circle, point 𝐵, but rather 
on a focal plane, perpendicular to the grating’s surface.  
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Fig. 186: Geometry of a flatfield grating. In difference to the Rowland grating, this type of grating focuses the 
diffracted light into a plane perpendicular to the grating surface [210]. 

The geometrical parameters are related as follows: 
1

r
+

1

r′ =
1

𝑓
 , (4-13) 

where 𝑟 stands for the distance 𝐴𝑂̅̅ ̅̅ , and 𝑟’ and 𝑓 are represented as follows: 

𝑓 =
𝑅

cos α+cos β
 , (4-14) 

with 𝑅 as the grating curvature equivalent to the diameter of the Rowland’s circle, and 𝛼 and 
𝛽 as previously defined. It further follows for 𝑟’: 

𝑟′ = |Ob̅̅̅̅ | =
L

sin β
=

L

cos(β−90°)
 , (4-15) 

with 𝐿 being the lateral distance from the grating’s central lot to the focal plane. The detector 
position has to be adjusted in order to observe the desired wavelengths. However, if it is 
moved too far, the flat focal condition deviates too much, and the equal focusing of spectral 
lines becomes a problem. Then, the angle of incidence should be changed instead, but this is 
a difficult task, since the optimum grazing angle 𝛼 is around 88.65° and does not allow for 
much variation, as can be seen in Fig. 187(b) [164]. A better way would be to use a grating 
with a different groove density. For observation of longer wavelength, a grating with 1200 
grvs/mm would suit fine, as depicted in Fig. 187(a) [164].  
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Fig. 187: Example of the focal positions of two flatfield gratings with 1200grvs/mm and 2400grvs/mm, 
respectively, depending upon the glancing angle and the wavelength. In case of (a), the observation range is 
limited to ~20-5nm at 87°, while in case (b), the high energy observation range is extended to ~5-1.5nm at 
88.65°. In both cases, the grating flat focal position is located at 𝑳≈235.3mm, according to the manufacturer 
Hitachi Ltd. The grating equation yields for the position on the detector 𝒚≈29mm. For wavelengths longer than 
10nm, the reflectivity of the 2400grvs/mm-grating decreases, compared to the 1200grvs/mm-grating. This 
originates from the grating characteristics which are mainly determined by the blazed wavelengths [164]. 

Another special type of grating is the blazed grating, where the blazed angle is the angular 
difference between the surface normal and the edged angle (Fig. 188). In the case of the 
Littrow setting, the incidence angle equals the blaze angle, and thus also the diffraction angle. 
This means that incoming light is diffracted back into the direction of incidence, which makes 
this type of grating a wavelength selective retroreflector. However, this type of grating is 
typically utilized in laser or sensor systems, rather than in a spectrometer. 
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Fig. 188: Blazed grating. The blaze-angle 𝜽𝑩 allows the grating to reflect light according to its sawtooth-like 
step-structure in the direction of blaze under the angle 𝜷 with respect to the surface normal. In the Littrow 
configuration, all angles are equivalent ( 𝜽𝑩 = 𝜶 = 𝜷 ), causing the grating to be a spectrally selective 
retroreflector, where incoming light is reflected back in the direction of incidence, i.e. 𝒓 + 𝒊 = 𝟎°. The Fig. has 
been modified for convenience [219]. 

b. Resolving power 
The resolving power of a grating is given by, 

𝑅 =
𝜆

𝛿𝜆
=

𝜈

𝛿𝜈
 , (4-16) 

where a resolving power of greater than 1000 is needed to resolve the two Sodium D-lines 
(caused by the 𝐿-𝑆 spin-orbit coupling) at 588.9950 nm and 589.5924 nm, i.e. a difference 
of 0.5974 nm in the orange part of the visible spectrum. In order to calculate the resolving 
power of the grating, one needs an estimate of the system’s bandpass 𝛿𝜆, which can be 
derived by analyzing data from calibration experiments with a laser-produced C-plasma 
(example data depicted in  Fig. 189), and assuming no additional line-broadening. 
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Fig. 189: Spectral calibration with a carbon-plasma. Spectral positions of emission lines are obtained from the 
atomic data base NIST. 

The reciprocal line dispersion (RLD) is given by, 

RLD [
nm

mm
] =

𝜆max[nm]−𝜆min[nm]

𝑊p[
µm

px
]∆𝑥[px]∙10−3

=
(4.05−1.45)nm

13
µm

px
∙1024px∙10−3

≈ 0.195
nm

mm
 . (4-17) 

The spectral bandpass is then given by the following equation, which uses an alternative 
approach to incorporate the RLD-value, as can be seen in Fig. 190 [220]: 

𝐵𝑃[nm] = RLD∗ × FWHMλ1/2
=

𝜆peak2[nm]−𝜆peak1[nm]

𝑊p[
µm

px
]∆𝑥[px]

 , (4-18) 

FWHMλ1,2
[µm] =

3.3735nm−2.8467nm

13
µm

px
(787−602)px

∙ 7px ∙ 13
µm

px
≈ 0.0199nm . (4-19) 
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Fig. 190: Illustration of the influence of the bandpass of a grating. Subsequent spectral lines show an increasing 
line width, caused by line broadening, so the FWHM of the other two lines can be assumed to be bandpass-
limited and thus be taken for the calculation to estimate the spectrometer’s resolving power and spectral 
resolution. The image has been modified for a better orientation [220]. 

Alternatively, one uses the following equation to obtain the bandpass of the system [209]: 

𝛿𝜆[nm] =
RF∙∆𝜆[nm]∙𝑊s[µm]

𝑛[px]∙𝑊p[µm/px]
≈

2.5(4.05−1.45)nm∙30µm

1024px∙13µm/px
≈ 0.015nm , (4-20) 

where 𝛿𝜆 is the spectral resolution, 𝑛 the number of pixels in one line of the detector, ∆𝜆 the 
spectral range of the spectrometer (determined after calibration), 𝑊s the slit width, 𝑊p the 
pixel width, and 𝑅𝐹 the resolution factor, which is determined by the following table: 

Table 32: Recommended values for 𝑹𝑭 in dependence of the slit width and pixel size [209]. 

Condition of slit width and pixel size Recommendation for RF 
𝑊s ≈ 𝑊p 3 

𝑊s ≈ 2𝑊p 2.5 
𝑊s > 4𝑊p 1.5 

 
Now, the resolving power 𝑅 of the spectrometer at 3 nm wavelength can be determined: 

𝑅3nm =
3nm

0.0199nm
≈ 150 . (4-21) 

For comparison, the observation of the carbon-VI doublet of the 2p→1s transition occurring 
at ~3.37369 nm ± 0.00027 nm, requires a resolving power of ~6250, that is more than 35× 
higher, than in the given case of R3.37nm ~170. It is not easy to improve the resolution 
significantly without putting a much higher effort into the diagnostic system. Nonetheless, 
the current spectrometer is suitable to observe the UTA-structure of heavier elements, where 
definite assignment of individual lines is beyond the capability of nowadays technology. 
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c. Mirror equations 
The following Gaussian mirror equations can be used to calculate the geometry of the toroidal 
mirror: 

1

𝑆
+

1

𝑆h
=

2

𝑟s cos 𝛷
 , (4-22) 

with 𝑟s being the sagittal curvature and 𝜃 the angle of incidence at ~88°. Furthermore, 
1

𝑆
+

1

𝑆v
=

2

𝑟t cos 𝛷
 , (4-23) 

with 𝑟t  being the tangential curvature of the mirror. From the previous treatment of the 
grating, we have 

1

𝑟
=

cos 𝛼+cos 𝛽

𝑅
−

sin 𝛽

𝐿
 , (4-24) 

with 𝑅 being the radius of the Rowland circle and the other definitions as given above. It can 
be seen that, 

𝑟′ = −(𝑆v − 𝑆h − 𝑟) , (4-25) 

and, by rearranging the equation, 𝑆v is obtained as, 

𝑆v = 𝑆h + 𝑟 − 𝑟′ = 𝑆h − 𝑇 , (4-26) 

with 𝑇 being the difference in path length between 𝑟 and 𝑟’. For the 2400 grvs/mm grating 
this distance 𝑇 is ~0.24 mm for 3 nm radiation. In order to keep the reflectivity of the mirror 
high, an angle of ~88° is chosen. The mirror magnifications 𝑀v and 𝑀h for horizontal and 
vertical focus line, respectively, is given by: 

𝑀v =
𝑆

𝑆v
≈ 1.54 , (4-27) 

𝑀h =
𝑆

𝑆h
≈ 10.6 , (4-28) 

which are important for the correction of distortion in data evaluation. Since the grating’s 
parameters are currently unavailable, the curvatures 𝑟s  and 𝑟t  are estimated by using 
experimental values for the distances involved:  

𝑟s =
2

cos 𝜙
∙

1
1

𝑆h
+

1

𝑆

≈
2

cos 88°
∙

1
1

850mm
+

1

80mm

≈ 4190mm, (4-29) 

𝑟t =
2

cos 𝜙
∙

1
1

𝑆v
+

1

𝑆

≈
2

cos 88°
∙

1
1

850mm
+

1

80mm+237mm+235mm

≈ 19180mm. (4-30) 

This calculated value for 𝑟s is ~35% larger, than (3120 mm), which might be due to the fact, 
that the toroidal mirror’s position slightly differs due to the difficulty in an angular alignment. 
The alignment of the system is described in the following. In general, the curvatures are 
known, so the detector position for light of a given wavelength and diffraction order can be 
calculated and the position of the toroidal mirror with regards to the source can be determined. 
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d. Alignment of a spectrometer 
The correct positioning of the flatfield grating and the toroidal mirror is a quite difficult task, 
since very narrow angles are involved and not too much variation in the distances and angles 
is allowed for a good focusing condition. Furthermore, the whole equipment in the 
spectrometer tube is heavy and has no fine-adjustment stage to be moved on but has to be 
positioned by hand before the alignment can begin. 
 
In the first step, the geometrical condition of the flatfield grating and the path between 
radiation source (plasma) and toroidal mirror should be calculated roughly. Then, a mirror is 
inserted between toroidal mirror and detector-plane and a He-Ne pilot-laser beam is injected. 
The beam alignment is practically done via two mirrors, in order to control angle and position 
of the point of reflection and make the beam fit through slit and flatfield grating. The beam 
at the detection plane marks the 0th-order light (reflection), as depicted in Fig. 191 (top). 
 
Next, the mirror will be removed, and the He-Ne laser is used to shoot from the rear side 
through the detection plane using the same light path as previously. Now, the toroidal mirror's 
position can be determined (Fig. 191 center). A horizontal slit aperture should be installed at 
the detection plane and the reflected laser-beam is then observed on a screen (preferably a 
white sheet of paper). By that, one can determine if the lateral target position, where the 
plasma will evolve later, is correct. If the alignment of the toroidal mirror is wrong, the 
plasma image is distorted and becomes weak and doubled, instead of one clear and sharp 
spectral line (Fig. 191 bottom). 
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_________________________________________________________________________ 

 
_________________________________________________________________________ 

 
Fig. 191: Alignment of the grating and toroidal mirror. 

 



201 
 

Having done that, an external mirror system is installed to make alignment easier, once the 
system is set up in a large and heavy vacuum tube, which is connected to the main chamber 
via a bellows flange, to keep it flexible. A mirror between flatfield grating and detection 
plane is installed below the 1st-order diffraction of WW soft X-rays, and the He-Ne laser is 
used from outside to shoot at it, aiming at the center of the flatfield grating and the slit to hit 
the toroidal mirror's center and finally the target (Fig. 192). 

 
Fig. 192: Installation of the external alignment system for permanent use. 
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After this procedure, the target axial position can be aligned, so that the tip of the laser-profile 
at the white paper is directly at the target surface. Then, the toroidal mirror's angular position 
should be optimized in order to get an intensity distribution within the laser-profile in a way, 
that the brightest spot appears near to the target. Finally, another slit-aperture and a straylight-
block are installed in order to prevent 0th-order light and scattered light to enter the detection 
plane (Fig. 193). 

       
________________________________________________________________________ 

                 
_________________________________________________________________________ 

   
Fig. 193: Alignment of target (plasma) position and toroidal mirror angle. 
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e. Filter materials and contamination layers 
Light is being absorbed partly, as it travels through a material of complex refraction index, 
depending upon 𝑓2

0  and the wavelength to the square. From this, one can calculate the 
absorption depth 𝑙abs, 

𝑙abs =
1

2𝑛a𝑟e𝜆𝑓2
0(𝜔)

 . (4-31) 

From which follows, 

𝐼 = 𝐼0𝑒−𝜌µ𝑟 , (4-32) 

With 𝜌 being the mass density, 

𝜌 = 𝐴𝑚u𝑛a , (4-33) 

where 𝐴 is the atomic number and 𝑚u is the atomic mass unit, 

µ =
2𝑟e𝜆

𝐴𝑚u
𝑓2

0(𝜔) , (4-34) 

or alternatively, 

𝐼 = 𝐼0𝑒−𝑛a𝜎abs𝑟 , (4-35) 

with 

𝜎abs = 2𝑟e𝜆𝑓2
0(𝜔) = 𝐴𝑚uµ(𝜔) , (4-36) 

with 𝑛a  being the average density of atoms, and 𝑟e  the electron radius, and the other 
quantities with their typical meaning. The presented research makes use of titanium filters of 
500 nm and 1000 nm thickness to cut non-relevant spectral band. The exponential function 
means, that at double thickness, the transmission becomes its square value, or at half 
thickness, the transmission increases by its square-root, which is an important fact to select 
a proper filter thickness for an experiment. In the following, filter and contamination layer 
thicknesses are discussed alongside other loss mechanisms in the system and how to calibrate 
for them. 

f. Pinhole imaging principle 
Basically, it inverts the observed scenery, as the case in the early days of pinhole camera 
systems more than 150 years ago, which did not feature any optical components, but just a 
pinhole and a screen in a dark box. The distances from object to pinhole and pinhole to screen 
determine the magnification of the imaging system (Fig. 194) 

𝑀PH = 𝑋screen/𝑋object , (4-37) 
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Fig. 194: Pinhole imaging. 

The image is turned, so in the image, the plasma is expanding to the left, not to the right. It 
is important to notice, that the finite size of the aperture, which is typically on the order of 
10-100 µm, will cause blurring, because more than one ray-path connects a certain point on 
the screen with the target.  

 
Fig. 195: Blurring mechanism at a pinhole. 

Thus, the measured size at the screen is corrected for the blurring by using the following 
relation obtained from the de-convolution of two Gaussian-like signals, 

∅cor = √∅mess
2 − ∅PH

2  . (4-38) 

On the other hand, if the pinhole is chosen too small, the signal strength will become weaker 
by a function of the square of the pinhole’s diameter. Furthermore, in the case that the 
observed wavelength is on the order of the pinhole size, diffraction will add in, causing 
additional disturbance. 

 

It is important to choose a pinhole that is sufficiently smaller than the radiation source, 
because the penumbral blurring limits the spatial resolution of the pinhole observation. In 
fact, the highest achievable resolution is on the order of the pinhole size, if the system is not 
limited by pixel size or other factors.  

𝑑res ≈ ∅PH . (4-39) 
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5 SUMMARY 

Soft X-ray microscopes (SXRM) operating in the Water-window (WW) spectral region 
(wavelength: ~2.3-4.4 nm) allow for good imaging contrast between carbon and water – the 
main constituents of living organisms. To increase the spatial resolution of SXRMs, a bright 
source of WW X-rays is required. A candidate light source is the pulsed laser-produced 
plasma (LPP). However, conversion efficiency from laser light into WW X-rays is still 
limited (~1%), so that the widespread use of this technology is inhibited. Recently, a novel 
method for enhancement of X-ray yield was discovered, where a laser-produced gold plasma 
was created with a 100-J laser under low-pressure nitrogen atmosphere. 

Therefore, the presented research is conducted to investigate, whether this enhancement is 
reproducible by using a commercial Joule-class LPP, evaluate the X-ray yield and find the 
physical reason for such enhancement. In the second part, the diagnostic apparatus has been 
improved and encompassing plasma characterization under vacuum condition was carried 
out. A reliable radiation hydrodynamics simulation code for Au plasma could be developed 
to allow for more detailed investigation of plasma parameters. This study, ultimately, serves 
the purpose, to provide the scientific community with a bright WW X-ray source for use in 
SXRM. 

The enhancement of soft X-ray yield obtained from gold LPP under N2-atmosphere has 
been confirmed by utilizing a tabletop-sized Joule-class laser, and the enhancement was 
evaluated to be 3.6 times higher than in vacuum when using 410-Pa N2 atmosphere and 
considering the wavelength 3.11 nm. Other gas species (O2, Ne, He, Ar) were also tested, 
however, an increase in the WW X-ray yield was not observed. By these results, it can be 
inferred that the physical reason for the X-ray enhancement could be found in the atomic 
structure of nitrogen. 

In order to clarify the enhancement mechanism, the radiation hydrodynamics simulation 
was carried out to investigate more plasma parameters. In addition, the flexible atomic code 
was employed to retrieve the spectra of various ionic species. Considering the simulation 
results and experimental data, the underlaying physical mechanism responsible for the WW 
X-ray increase was elucidated: 

1. First, broadband plasma X-rays (energies above ~410 eV) ionize the K-shell electrons 
of nitrogen with a high cross section (1 Mbarn). 

2. Next, Auger-electrons with a monochromatic kinetic energy of 360 eV are generated. 
3. Subsequently, the Auger electrons cause state selective collisional excitations of 4d-4f 

and 4f-5g in Au21+ and Au22+ ions. 
4. Finally, intense radiative decay into the WW X-ray spectral region occurs at photon 

energies of 345-375 eV, leading to the strong X-ray enhancement. 
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Consequently, the energy down-conversion from X-ray photons above ionization threshold 
energy could play a salient role for the observed X-ray enhancement. An order-estimate of 
the X-ray yield underlined the theory, while the competitive mechanism, collisional 
ionization, was found to contribute much less. Although the X-ray absorption in the 
surrounding gas strictly limits the applicability of this method, improvements of the gas 
feeding method, e.g. employing a small injection nozzle to drive a pulsed gas jet or using a 
target with a cryogenic nitrogen coating, could help to bear for practical use. 

To deepen the understanding of the discovered X-ray enhancement and investigate in other 
state of the art enhancement methods, e.g. multi-pulse irradiation schemes, the diagnostic 
apparatus has been upgraded and allows now for spatially resolved spectroscopy via a high-
resolution grazing incidence spectrometer equipped with a toroidal mirror and a flatfield 
grating, as well as measurement of X-ray energy and X-ray pulse duration by two Si-
photodetectors. The simulated emission size (~40 µm), X-ray duration (~6 ns) as well as 
laser-to-X-ray conversion efficiency (~0.5%) and average ionic charge state (Au28+), could 
be calculated and were found in well agreement with the experiment. Thus, the Star2D code 
was successfully evaluated. 

By the results of this study it could be advisable to increase the electron temperature, in 
order to provide more high-energy X-ray photons in order to maximize the production of 
KLL-Auger electrons and consequently increase the WW X-ray yield. This might be easily 
achieved if a higher pulse energy is used (e.g. 1-2 Joule) but focused into a larger spot, to 
provide the optimum intensity for collisional absorption. Other options include a pulse train 
of 100-ps pulses irradiated into an expanding pre-plasma created by a ns-pulse. A suitable 
setup has already been realized in the laboratory, partly during the course of this study, where 
two such laser systems have been successfully synchronized spatiotemporally. 

Finally, a prototype imaging/contact SXRM has to be set up. Assuming a factor-3.6 
enhancement of WW-emission, the expected spatial resolution of the contact-type SXRM 
operating at 3 nm wavelength could be on the order of 100 nm (~2.3×105 ph/µm2) if isotropic 
radiation and a point-like emission behavior is assumed and blurring is neglected. On the 
other hand, by using an imaging-type SXRM based on a ∅ =1-mm Fresnel zone plate 
(f=-100mm/10mm) with 10% diffraction efficiency, the achievable resolution could be 
50 nm (3.9×106 ph/µm2), again neglecting blurring mechanisms and imaging aberrations 
arising from manufacturing tolerances.  

All in all, the presented research provides a solid ground on which the development of a 
bright X-ray source could be driven further, and where a prototype tabletop soft X-ray 
microscope is within reach, potentially providing a high spatial resolution required for 
cutting-edge research in the field of biology and medicine. This, ultimately, gives the 
technology a new perspective and hopefully fosters peaceful research around the globe. 
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APPENDIX-V 

Part I: Supplementary information 
a. Cellular structures 

An illustration of cellular structures with rough length scales is given in Fig. 196 [221]. 

 
Fig. 196: Sizes and schematic structure of eukaryotic cell components [221]. 

An example of the condensation reaction in lipids is given in Fig. 197. It demonstrates, why 
there is so much water and carbon in living organisms. 

 
Fig. 197: Illustration of condensation reaction in lipids. 

Glycolysis transforms glucose into pyruvate, yielding 2×2 ATP under the investment of 2× 
ATP (nucleotide triphosphate = energy store). Pyruvate can undergo fermentation (-O2) or 
respiration (+O2). Respiration is much more efficient in producing energy-rich ATP through 
oxidation (36×ATP), than fermentation via reduction (2×2 ATP) [222]. 
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Fig. 198: The Krebs-cycle as a part of the respiratory chain. It demonstrates, that a cell releases plenty of water 
and carbon dioxide [42]. 

b. Irradiation times 
The irradiation times necessary to suppress a certain blurring mechanism can be estimated 
from simple assumptions, summarized in the following table. 

Table 33: Blurring mechanisms and required time regimes for an X-ray pulse. 

Blurring 
mechanism 

Mechanical motion Thermal motion Plasma 
Hydrodynamics 

Assumptions Up to 1 mm /s 
(ovobacter propellens) 

𝜏 = 𝑅𝐶, or 
0.5𝑚𝑣2 = 1.5𝑘B𝑇  

Estimated by others 
(e.g. [11] , [94]) 

Time regime ~1 µs ~10 ns 
(resolution ~10 nm) 

~100 ps 
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c. Imaging quality 
The modulation transfer function (MTF) is a criterion to judge image quality and represents 
the sharpness of an image. The resolution limit can be defined by 10% of difference in 
brightness between line-pairs, called contrast. This depends generally upon the spatial 
frequency, or how close two features are, typically given in units of lines per millimeter. The 
modulation is defined as, 

Modulation ∶=
𝐼max−𝐼min

𝐼max+𝐼min
  , (0-1) 

where 𝐼max and 𝐼min represent the highest and lowest image brightness, respectively. A value 
for the sharpness can then be obtained by integration of the MTF (Heynacher integral).  
 
The Nyquist frequency is defined by the Nyquist-Shannon sampling theorem and requires a 
sampling frequency 𝑓𝑠 to satisfy Eq. (0-2) in order to avoid alias effects. 

𝑓sampling ≥ 2 ∙ 𝑓signal , (0-2) 

To determine the resolution of an actual system, it is common to use an X-ray resolution 
chart (Fig. 199). 

 
Fig. 199: Radial pattern image of X-ray resolution chart. As the lines get closer and closer, the contrast between 
bright and dark areas decreases [40]. 

d. Energy and diffraction formulas 
In this spectroscopy study, the key component is a spectrograph, also called spectrometer, 
which makes use of an diffraction grating, which separates the incoming light by its color, 
which is a measure of its energy, commonly expressed as a wavelength in [nm], or 
alternatively as a frequency in [Hz], or by means of its wavenumber (crest-to-crest) in [cm-1] 
in cgs-units. These quantities are related via the energy-wavelength product [eV∙nm].  

ℎ𝜈𝜆 =
ℏ𝜔

𝑘
= ℎ𝑐 = 1239.84198 eV ∙ nm . (0-3) 

Often, one has the need, to convert units, especially from wavelength [nm] to other units. For 
practical purposes, common factors are given below: 

𝐸[eV] ≈
1240 [eV∙nm]

𝜆[nm]
 → 𝐸3nm ≈ 413 eV , (0-4) 
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𝜈[Hz] =
𝐸[eV]

ℎ[eV∙s]
≈

2.998

𝜆[nm]
× 1017  → 𝜈3nm ≈ 1017Hz , (0-5) 

𝑘 [
1

cm
] =

1

𝜆[nm]
∙ 107 ≈

𝜈[Hz]

2.998
 ∙ 10−10  → 𝑘3nm ≈ 3.33 × 106 cm−1 . (0-6) 

Furthermore, energy can be expressed in a variety of units, such as [J], [N∙m], [kg∙m2/s2], 
[W∙s], [V∙A∙s], but is in atomic physics commonly given in [eV] or in astrophysical contexts 
in [erg]. These units are connected in the following way: 

1[J] = 107[erg] = 6,242 ∙ 1018[eV] , (0-7) 

1[eV] = 1,6022 ∙ 10−12[erg] = 1,6022 ∙ 10−19[J], (0-8) 

with ℎ=4.135667696×10−15 eV∙s and 𝑐=299 792 458 m/s. Since wavelength and frequency 
are connected inversely via light speed 𝑐, the following relation between their intervals is 
given by: 

∆𝜈 = −
𝑐

𝜆2 ∆𝜆 . 
 

In this work, the spectral information in diagrams will be expressed by wavelength in [nm].  
For observation of soft X-ray spectra, a diffraction grating is typically used under a shallow 
angle of incidence, and the general grating equation, which applies to reflection gratings and 
is given by: 

𝑑(sin 𝛼 + sin 𝛽) = 𝑚𝜆 , (0-9) 

with the line spacing 𝑑, or alternatively rearranged: 

𝛽 = arcsin (𝑚𝜆[nm] ∙ 10−6 ∙ 𝑁 [
grvs

mm
] − sin 𝛼) , (0-10) 

whereas 𝛼  and 𝛽  represent the angle of incidence and the diffraction angle for a given 
diffraction order 𝑚, both with respect to the target normal, respectively. The grating’s groove 
density 𝑁 is often given in grvs/mm. Note that for a transmission grating, the grating equation 
is similar up to the plus-sign, which then turns into a minus-sign. It does not affect the 
calculation of the magnitude of 𝛽, so that just the sign will be inversed.  
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e. Electron systems 

An example of neutral gold as an extraordinary electron system is shown in Fig. 200.  

 
Fig. 200: Au (configuration [Xe]6s14f145d10) makes an exemption with its electron structure. It features just one 
valence shell electron of high ionization energy (9.2 eV). The melting point is 1064 °C and the boiling point 
2970 °C [223]. On the right side the Bohr model of the gold atom is illustrated [224]. The Van-der-Waals radius 
is 166 pm. Gold has 18 isotopes, of which Au 197 is the most abundant on earth. 

f. Photoionization cross sections 
Atomic subshell photoionization cross sections calculated for isolated atoms by [184]. The 
figure below shows the data for gold and nitrogen including various subshells.  

  
Fig. 201: Photoionization cross sections of gold and nitrogen for various atomic subshells [184]. 
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g. Atomic scattering factors 

 
Fig. 202: Atomic scattering factors and absorption coefficients for Au in its natural form [4]. Data from [187]. 

h. Coherence of X-ray lasers 
A specific trait of the X-ray laser is the spatial coherence22. In case of the ASE-based laser 
radiation, the temporal coherence 𝜆/∆𝜆 is limited by the pulse duration of the driving optical 
laser and the bandwidth of the SXR-optics [225] [226]. On the other hand, the spatial 
coherence ∆𝜃 simply represents the angular spread of the radiation from the source and can 
be controlled by adding an aperture in the beam line at the desired distance. The visibility of 
fringe patterns caused by interference from a double-slit as a function of its slit-to-slit 
distance becomes a measure of the spatial coherence as defined by Eq. (0-11) [227]. 

𝑉 =
𝐼max−𝐼min

𝐼max+𝐼min
=

2√𝐼1𝐼2

𝐼1+𝐼2
|µ12| , (0-11) 

where the visibility 𝑉 depends upon the intensity minimum 𝐼min and maximum 𝐼max found 
in the diffraction pattern. Alternatively, the visibility is defined by the irradiation intensities 
at the slits 𝐼1  and 𝐼2  and the spatial coherence factor µ12 . In the ideal case of equal 
illumination of the slits, 𝐼1 = 𝐼2 , thus V=|µ12(∆𝑥)| . Employing the van Cittert-Zernike 
theorem, the equivalent incoherent source size can be found by Eq. (0-12), 

|µ12(∆𝑥)| = 2
 𝐽1(𝜈)

𝜋𝑑s∆𝑥/𝜆𝑧
 , (0-12) 

 
22 The temporal coherence of a laser depends on wavelength and bandwidth. For example, some lasers have a 
coherence length on the order of cm, while others show coherence over more than one km. 
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where 𝐽1 is the Bessel function of the first kind of order 1 of the argument 𝜈 =  𝜋𝑑s∆𝑥/𝜆𝑧 
with slit spacing ∆𝑥, diameter of the source 𝑑s, and 𝑧 being the distance from the source to 
the double slit [228]. An approximation of 𝐽1 for large 𝜈 can be found in Table 5, where the 
Fraunhofer diffraction formulas for the far-field are listed. The theorem states, that wave-
fronts emitted from an incoherent radiator appear mainly coherent at large distances. 
 
Liu et al. used a 13.2-nm Cd-laser and obtained a spatial transverse coherence of 1/20 of the 
beam diameter. The coherence length is defined by [229] as the length 𝐿c, at which the spatial 
coherence factor |µ12(∆𝑥)| drops to e-1/8. On the other hand, their longitudinal coherence 
length 𝜆2/∆𝜆 >100 µm, which is sufficient for most applications at this wavelength. Wang 
et al. reported similar measurements with an injection-seeded nickel-like molybdenum and 
silver X-ray laser operating at 18.9 nm and 13.9 nm, respectively, and showed that the 
coherence could be improved, when using a seeded beam as illustrated in Fig. 203 [76]. They 
achieved a spectral peak brightness of 2×1026 photons per s/mm2/mrad2/0.01%BW by using 
a tabletop assembly with a 180-ps pre-pulse of ~400 mJ, a high-harmonic generation (HHG)-
seed pulse and a re-compressed 8-ps main pumping pulse of ~1 J energy [230]. They 
achieved an excellent temporal coherence due to the narrow bandwidth ∆𝜆/𝜆 ≈ 6×10-5, while 
the equivalent incoherent source size was found to be ~7 µm and 5.3 µm for the molybdenum 
and silver seeded laser, respectively. 

 
Fig. 203: Single-shot interferograms of the seeded nickel-like Mo-laser emitting at 18.9 nm for different slit 
separations. (a)-(d) shows the corresponding intensity distributions along the transverse plasma length. The 
visibility degrades on the sides due to uneven illumination of the slits. (e) shows the degree of coherence 
|µ𝟏𝟐(∆𝒙)|as a function of the slit separation ∆𝑥 for the injection-seeded (solid line) and the unseeded (dashed 
line) laser. The laser beams are Gaussian at 𝑅𝑐=50 µm with 1 mm in diameter (unseeded), and at 𝑅c=84 µm 
with 80-100 µm in diameter (seeded), which corresponds to a fringe visibility of 0.61 [76]. 

The illustrated diffraction patterns are typically measured in the Fraunhofer approximation 
(far-field diffraction). In contrast, the Fresnel approximation (near-field diffraction) would 
intrinsically give a different pattern, not analyzed in this study. Their seed pulses were 
amplified by the laser-plasma by more than 400 times up to ~75 nJ, exceeding the calculated 
saturation fluence. The highest amplification is observed at ~1-1.5 ps delay time between 
peak of the short pump pulse and the arrival of the seed pulse, which further requires quite 
precise equipment.  
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Part II: Gaussian beams 
The Gaussian beams (named after the German mathematician C. F. Gauß) can be described 
as a parabolic wave, which is a solution to the paraxial Helmholtz equation (which follows 
from the wave equation), where the assumption is made, that the amplitude changes slower 
than the phase retardation. If the parameter z, which describes the propagation axes of the 
light, is replaced by 𝑞 = 𝑧 − 𝜉, where the subtrahend is a complex quantity, one obtains a 
parabolic wave displaced by 𝜉 . In the case of 𝑞 = 𝑧 + 𝑖𝑧0 , one obtains from the wave 
function of the parabolic wave the basic form of the Gaussian beam [156] (Fig. 207), 

𝐸(𝜌, 𝑧) = 𝐴0
𝑊0

𝑊(𝑧)
𝑒

− 
𝜌2

𝑊2(𝑧)𝑒
−𝑗𝑘𝑧− 

𝑗𝑘𝜌2

2𝑅(𝑧)
+𝑗Ϛ(𝑧) , (0-13) 

with the common definitions, 

Radius of curvature of wave front:          𝑅(𝑧) = 𝑧 (1 + (
𝑧0

𝑧
)

2

) 

Beam radius:                                                 𝑊(𝑧) = 𝑊0√1 + (
𝑧

𝑧0
)

2

 

Radius of the beam waist:                      𝑊0 = √
𝜆𝑧0

𝜋
 

Phase retardation:                                     Ϛ(𝑧) = arctan (
𝑧

𝑧0
) 

One can visualize the radius of curvature of the wavefronts as in depicted in Fig. 204. 

 
Fig. 204: The radius of curvature 𝑅(𝑧) of the wavefronts of a Gaussian beam as a function of position along 
the beam axis. The dashed line is the radius of curvature of a spherical wave. 

And the phase retardation of a Gaussian wave with respect to the plane wave and spherical 
wave as follows (Fig. 205). 
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Fig. 205: Wavefronts of (a) a uniform plane wave, (b) a spherical wave, and (c) a Gaussian beam. At points 
near the beam center, the Gaussian beam resembles a plane wave. At large 𝑧 the beam behaves like a spherical 
wave except that its phase is retarded by 𝜋/2 (a quarter of the distance between two adjacent wavefronts). 

The retardation is called the Gouy-phase and is illustrated in Fig. 206. 

 
Fig. 206: The function Ϛ(𝑧) represents the phase retardation of the Gaussian beam relative to a uniform plane 
wave at points on the beam axis. This phenomenon is known as the Gouy-effect. 

The Gaussian beam has the advantage, that it approximates a realistic laser beam well, which 
shows typically a good collimation along the central axes and has a finite intensity along its 
transverse propagation direction. An important quantity for laser beams is their angle of 
divergence 2𝜃0 being twice the half opening angle 𝜃0, given by, 

2𝜃0 =
2𝑊0

20
=

2

𝜋

𝜆

𝑊0
  , (0-14) 

and the transferred power, where the power depends upon the beam radius as summarized in 
Table 34. 

𝑃 = ∫ 𝐼(𝜌, 𝑧)2𝜋𝜌𝑑𝜌 =
1

2
𝐼0𝜋𝑊0

2∞

0
  , (0-15) 
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Table 34: Transferred power as a function of the considered beam radius. 

Beam radius 1×W0 1.5×W0 2×W0 3×W0 
Power 86.47% 98.89% 99.97% 99.9999985% 

 
It should be noted that the actual size of the radius depends upon its definition and can 
generally be derived from the gaussian integral equation as shown in chapter 2.3. For 
convenience, we give here just the identities in the following table 

Table 35: Overview of conversion factors from gaussian beam radius (1/e2) to different definitions of beam 
radius for the ideal fundamental gaussian form. 

Radius ISO 11146-1 
(1/e2) 

FWHM 
(I0/2) 

Knife-edge 
(10-90) 

IEC D63 
(1/e) 

Intensity 13.53% 50% 10% 36.79% 
Conversion W0 W0 × 0.5887 W0 × 1.073 W0 × 0.707 

 
The 2-dimensional distribution of a Gaussian beam is illustrated in Fig. 207 at different axial 
positions z graphically as a cross section (above) and as an integrated intensity plot (below). 

 
Fig. 207: The normalized beam intensity 𝐼/𝐼0 as a function of the radial distance 𝜌 at different axial distances. 
(a) 𝑧 = 0, (b) 𝑧 = 𝑧0 , and (c) 𝑧 = 2𝑧0 . They are often encountered in laser optics, however their intensity 
distribution is not ideal for some applications since a part of the energy is distributed in the outer tails and “lost”. 

The quality of a laser beam can be expressed via the beam parameter product BPP, 

BPP = 𝜃r𝑤r = 𝕄2 𝜆

𝜋
= 𝕄2𝜃0𝑤0  , (0-16) 

which is a measure of the focusability of any laser beam compared to the TEM00 Gaussian 
beam in the diffraction limited case. The 𝕄2-factor is called the beam quality number and it 
never occurs without square. The BPP is an expression for the étendue 𝐺 (French “spread” 
or “extent”), an important conserved quantity in optics. It is also called geometric extentIn 
one dimension, the product of angle and diameter is a constant, and in two dimensions, the 
product between solid angle and the area is constant, if the system is diffraction limited and 
no further losses occur, 
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𝐺[mm ∙ rad] = 𝜃 ∙ ∅ = const. (1D − case) , (0-17) 

𝐺[mm2 ∙ sterad] = 𝛺 ∙ 𝐴 = const. (2D − case) , (0-18) 

or more general, 

𝑑𝐺 = 𝑛2𝑑𝐴 ∙ cos 𝛼 ∙ 𝑑𝛺 . (0-19) 

It means, that a smaller spot size is always accompanied by a larger angular spread and vice 
versa and this cannot be avoided by the nature of the Etendue. This means, that two sources 
of twice the area and power of one source at the same distance cannot increase the optical 
radiance (light flux (or optical power) per unit area and solid angle), because a larger 
emission area goes along with an increase in the solid angle under which the source is seen 
by an object. The Etendue of a system, even with perfect optical components, never decreases. 
It just describes how “spread” a bundle of light is. The better it is collimated, the easier it is 
to collect it and the lower its initial Etendue.  
 
On the other hand, if one observes the sun through a telescope, the radiance (or in photometry 
called luminance and corrected for the spectral sensitivity 𝑉(𝜆) of the human “norm” eye) 
does not change, because the larger area appears with the same brightness due to the larger 
light gathering ability of the telescope compared to the observation with the naked eye, and 
the radiance of the sun is further independent of the distance [203]. Nonetheless, it is more 
hazardous to illuminate a larger areal of the retina (at given intensity), because the heat-
conduction in the central area of the illuminated spot will be limited and thermal damages 
might occur much faster. The photometric law is given by, 

𝑑2𝜙𝑒 = 𝐿 ∙
𝑑𝐴1∙cos 𝛼1∙𝑑𝐴2∙cos 𝛼2

𝑟2 𝛺0 , (0-20) 

𝜙𝑒[𝑊] = 𝐿 ∙ 𝐴eff ∙ 𝛺 = 𝐿 ∙ 𝐺  , (0-21) 

with 𝛺0  =  1𝑠𝑟 and the angles 𝛼 the of incidence and observation to or from the area normal 
direction. 
 
The relation between photometric (v) and radiometric (e) quantities is given below, where 
the function 𝑉(𝜆) is the CIE (Commission Internationale de l’Éclairage) photopic luminosity 
function, the photometric radiation equivalent 𝐾𝑚 = 683 lm/W, and the summation is done 
with a 5-nm interval ∆𝜆. 

𝜙𝑣 = 𝐾m ∑ 𝜙𝑒(𝜆) ∙ 𝑉(𝜆) ∙ ∆𝜆780nm
380nm  . (0-22) 

These are important facts for optical designs of radiation sources and laser safety 
considerations. In the ideal case, the Etendue of the source matches that of the optical system, 
through which the radiation should pass. Otherwise, the system is either overdesigned or 
limiting the light transmission. 
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For microscopy and fiber optics, the light gathering capability of a system is described by the 
numerical aperture, called NA as follows, 

𝑁𝐴 = sin 𝜃𝑎 = √𝑛1
2 − 𝑛2

2 . (0-23) 

In case of a confocal resonator, as typically used in laboratory laser systems, the following 
equations hold, 

𝐷0 = √2𝐿 ∙
𝜆

𝜋
 , and 𝐷s = √4𝐿 ∙

𝜆

𝜋
 , (0-24) 

with 𝐿 being the resonator length from mirror to mirror, and 𝐷0 the beam waist diameter and 
𝐷s the exit beam diameter, which is useful to estimate, if the pre-mentioned simplification 
holds for a certain optical system [231]. 
 
For a lens, placed at the waist of a Gaussian beam, the following equation can be used to 
calculate the new spot size 𝑊0

′ and the focal distance 𝑧′, 

𝑊0
′ =

𝑊0

√1+(
𝑧0
𝑓

)
2
  , (0-25) 

𝑧′ =
𝑓

1+(
𝑓

𝑧0
)

2 , (0-26) 

where 2𝑧0 is the Rayleigh length given by, 

2𝑧0 =
2𝜋𝑊0

2

𝜆
 , (0-27) 

which is also called the depth of focus. Within that range, the beam waist changes by a factor 
of ±√2 as can be seen in Fig. 208. 

 
Fig. 208: Depth of focus of a Gaussian beam. 

Frequently, a Gaussian beam is being focused by a thin lens, and one needs to calculate the 
imaging beam waist or the new Rayleigh length behind the focusing lens (Fig. 209). 
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Fig. 209: Transmission of a Gaussian beam through a thin lens. 

Here, the imaging law, 
1

𝑅′ =
1

𝑅
−

1

𝑓
  , (0-28) 

holds and the transmitted wave behind the lens is a new Gaussian wave with the following 
characteristics 

Waist radius:                                𝑊0
′ = 𝑀#𝑊0 , 

Waist location:                             (𝑧′ − 𝑓) = 𝑀#
2(𝑧 − 𝑓) , 

Depth of focus:                             2𝑧0
′ = 𝑀#

2(2𝑧0) , 

Divergence angle:                       2𝜃0
′ =

2𝜃0

𝑀#
 , 

Magnification:                              𝑀# =
𝑀𝑟

√1+𝑟2
 , 

with                                                   𝑟 =
𝑧0

𝑧−𝑓
 ,    𝑎𝑛𝑑    𝑀𝑟 = |

𝑓

𝑧−𝑓
| , 

Where the magnification 𝑀# is not to be confused with the quality factor 𝕄2. In the limiting 
case of ray optics, where 𝑧 − 𝑓 ≫ 𝑧0 (lens is well outside the depth of focus of the incident 
beam), the beam may then be approximated by a spherical wave and 𝑀 ≈ 𝑀𝑟 (Fig. 210). For 
a lens placed at the waist of a Gaussian beam (𝑧 = 0) as illustrated in Fig. 210, the imaging 
equations become, 

𝑊0
′ =

𝑊0

√(1+(
𝑧0
𝑓

)
2
 , (0-29) 

𝑧′ =
𝑓

1+(
𝑓

𝑧0
)

2 . (0-30) 
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Fig. 210: Focusing a Gaussian beam with a lens at the beam waist. Note, how z’ and f differ slightly. 

A powerful simplification is possible, if the depth of focus of the incident beam (2𝑧0 ≝ 𝐿 in 
a confocal laser cavity) is much larger than the focal length of the focusing optics and, 

𝑊0
′ ≈

𝜆

𝜋𝑊0
𝑓 = 𝜃0 ∙ 𝑓 , (0-31) 

𝑧′ ≈ 𝑓 , (0-32) 

 
Fig. 211: Focusing a collimated beam. 

Wave optics provide that the focused waist radius is directly proportional to the wavelength 
and the focal length, while ray optics predicts a spot-size of zero (𝜆 → 0). However, in some 
applications, it is desirable, to generate the smallest possible spot size, so one should use the 
shortest wavelength, the thickest incident beam, and the shortest focal-length lens. Assuming 
the beam diameter to match the lens diameter (𝐷 = 2𝑊0), the focus spot is then given by, 

2𝑊0
′ =

4

𝜋
𝜆𝐹# , (0-33) 

with the F-number denoted as 𝐹# and given by, 

𝐹# =
𝑓

𝐷beam
 , (0-34) 

where usually the beam diameter 𝐷beam is used here. Practically, a laser beam can show a 
divergence of ~10 mrad and exceed the boundary of the optical apertures in the beam line. 
The determination of the divergence via thermal paper or phosphorous cards is thus less 
precise, even if one knows the threshold values of the indicators. Further non-perfect optics 
might increase the Etendue and reduce the focusability of the laser beam. When determining 
the BPP, one should always measure at the beam caustic, i.e. the detector’s surface placed 
parallel at the focal plane, and not elsewhere. There, the beam waist 2𝑊𝑟 is determined. For 
a precise measurement and determination of the beam quality, it is suggested to use the Knife-
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edge method and measure the beam diameter at 1/e2-intensity at various positions, but at least 
5 within the Rayleigh length, and 5 outside 2× the Rayleigh length (ISO 11146). One might 
then use a fit function, such as, 

𝑊(𝑧) = 𝑊0√1 + (𝑧 − 𝑆)2 𝜃0
′2

𝑊0
′2 , (0-35) 

with 𝑆 being a correction for the position of the knife-edge on the axes along which it is 
moved, to obtain the parameters 𝜃0

′  and 𝑊0
′. Alternatively, one can obtain the divergence via, 

𝜃0
′ = √

𝜆

𝜋𝑧𝑚
 . (0-36) 

where 𝑧𝑚 is the measured Rayleigh range. In either case, one should use a high-quality focal 
lens and a CCD-camera with a pixel-size that is ~3-6× smaller than the beam waist (FWHM). 
 
Especially the usage of beam expanders – of which there are two common types, namely the 
Keplerian type (two convex lenses) and the Gallileian type (a concave lens and a convex 
lens) – influence the beam size, but the focusability of the resulting beam cannot be increased. 
However, beam expanders are frequently used to allow for fiber coupling or to reduce the 
risk of reaching the damage threshold of some optical components. The Gallileian type beam 
expander creates no internal focus and is thus suitable for shot pulse laser applications, 
because breakdown is avoided. 
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Part III: Working in the lab 
a. Regenerative amplifier 
A schematic of a regenerative amplifier is shown in Fig. 212. The input timing for the seed 
pulse is defined by Pockels cell A, and the exit timing for the output from the cavity by 
Pockels cell B. The pulse slicer is realized via Pockels Cell C. 

 
Fig. 212: Regenerative amplifier with Pockels cells and polarization states of light. 

b. Intracavity pulse train 

  
Fig. 213: An intracavity pulse train (observed with an oscilloscope). The spikes correspond to amplified wave-
packets of a given wavelength that are separated by the roundtrip time. 

The allowed cavity-modes depend on the gain profile of the laser active medium. If a pulse 
is chirp-free and transform-limited, the inverse Fourier transform of the square root of the 
spectral intensity provides an accurate representation of the pulse. The bandwidth of the pulse 
is then determined by its duration and a correction factor Dcor, usually obtained via 
autocorrelation [232], 

∆𝑓BW =
𝐷cor

∆𝑡P
 . (0-37) 

and the time-bandwidth product depends ideally only on the pulse shape as given in Table 
36. The ultrashort pulses can be generated via non-linear scattering (e.g. Brilloin or Raman), 
where the optical medium shows a nonlinear response at high light intensities [203] or via a 
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grating compressor [233]. In either case, the seeder determines the wavelength and pulse 
duration of the amplified pulse in the regenerative amplifier. 

Table 36: Overview of time-bandwidth products for defined pulse profiles. 

Pulse shape Gaussian Hyp. Sech2 Square Triangle Lorentzian 
∆𝑓𝐵𝑊 ∙ ∆𝑡𝑝 0.44 0.315 0.89 0.54 0.22 

 
c. Optical isolator 
Reflections from plasma-layers of critical density are prevented from returning back to the 
laser-cavity by using an optical isolator, consisting of a faraday rotator, two polarizers and a 
half-waveplate, whereas the latter one is used to prepare the incoming polarization direction 
to +45° (clockwise as seen in forward direction). This is necessary since ordinary laser 
systems provide rather elliptically polarized light with tilted axes. The transmitted 45°-beam 
will then be rotated backwards to 0° by the faraday rotator, passing the second polarizer and 
hits the target as s-polarized light. The back-reflection, however, will be turned by another -
+45° (as seen in the initial forward direction) and absorbed at the first polarizer [156].  

 
Fig. 214: An optical isolator. (a) incident light becomes vertically polarized as it passes through polarizer A. 
The linearly polarized light enters the Faraday rotator and becomes rotated by 45° in clockwise direction. The 
rotated linearly polarized light travels through polarizer B. (b) The reflected beam passes in the same state the 
polarizer B. It becomes rotated by 45° in clockwise direction, as it passes through the Faraday rotator. The light 
is now polarized in y-direction and cannot transmit through polarizer A [156]. (Note: The transmitted wave 
represents the polarization state in which the laser hits the target. To ensure e.g. s-polarization, the polarizer A 
and B are just turned by 45° in counter-clockwise direction.) 

The faraday rotator is a nonreciprocal polarization device, which applies a permanent 
magnetic field to manipulate a ferromagnetic crystal through which electromagnetic radiation 
passes. The magnetic field is aligned with the optical axes of the laser beam and causes the 
polarization plane to rotate according to the Verdet constant, which a strongly wavelength-
dependent quantity. Physically, the crystal exhibits circular birefringence, caused by the 
induced variation in the refractive index [234]. 
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d. Synchronizing two laser-systems 
The synchronization of two laser systems is only possible with patience, skill and a nice team 
that acts together like clockwork. Below, there is the spatial and temporal synchronization 
illustrated, respectively. 

 
Fig. 215: Setup of the PBS to create the spatial overlap. Note that the mirror in the lower right should be suitable 
for 30°-reflection. The Faraday rotator acts as a “tiny devil”, because it may eat metallic parts in its closest 
surrounding! (Caution of strong permanent magnetic field) 

 
Fig. 216: Signal diagram for dual pulse synchronization. Flashlamp operation at 10 Hz, laser output at 1 Hz. 
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e. Time error of DG535 
A frequently used tool is the digital delay/pulse generator DG535 from Stanford research 
systems. The temporal limitations are illustrated below (Fig. 217). 

 
Fig. 217: Time error for the DG535 generator as a function of time between outputs. 

f. Optical delay system 
The generation of multi-pulses can be realized, by using multiple prisms arranged in a 
specific configuration to realize the time required time delays (Fig. 218). 

 
Fig. 218: Optical delay system consisting of three prisms (A, B, C) at unequal distances. The light is partly 
reflected and partly transmitted at the beam splitters (oblique lines) to allow for a pulse delay between reflected 
and transmitted pulse. Here, a total of 8 pulses can be generated (and subsequently amplified). 
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g. Aberration patterns 
During alignment of optical beams scattering and aberrations are very disturbing. However, 
sometimes it is not easy to distinguish them. Thus, a clear example of two typically 
encountered aberration patterns is given in Fig. 219. 

 
 

 
Fig. 219: Coma (above) and astigmatism (below) are commonly encountered and show different patterns. Using 
an aperture might help to control the coma-effect, but not astigmatism. 

h. Left-hand rule 
To determine the motion of negative charges in a magnetic field, one may use three fingers 
of the same hand aligned at right angles and assigned as follows: 

Thumb (J) Current density (Ursache) 

Index finger (B) Magnetic field (Vermittlung) 

Middle finger (J×B) Lorentz force (Wirkung) 

The middle finger points now in direction of motion of negative charges. To determine the 
technical direction of electron current or the positron motion, the right hand should be used. 
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i. Flange ports 
In order to provide a good sealing, O-rings and gaskets are used in the lab. Large O-rings 
may require soft stretching from time to time, as they depend on temperature and jump out 
easily, if cover is opened and room temperature is too low. Copper gaskets are also used for 
some flanges. However, their handling is more delicate (refer to Fig. 220). 

 
Fig. 220: A CCD-camera is tightened by using a torque key and a wrench of size 13. Set the torque to 50 Ncm 
and proceed as depicted right throughout all 16 screws. Then, set the torque to 75 Ncm and repeat the process. 
Finally, use 100 Ncm. The copper gasket can be used twice, however, when using the second time, it should be 
torqued with 75 Ncm / 100 Ncm / 125 Ncm. When using two wrenches, always pull them apart to avoid injury. 

j. Infrared conversion 
Since the laser beam is invisible to the human eye, there are distinct methods, how to visualize 
the beam (Fig. 221). 

 
Fig. 221: Tools how to make the IR-beam visible. Thermal “burn”-paper (left), Phosphor-card (center), and IR-
view (right). Thermal paper is useful to record the beam pattern, while the thermal paper is better used for 
alignment purposes. The IR-viewer can be used to visualize reflections, which can be useful for alignment. 
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k. Thread sizes 
The following table helps to find the correct tapping drill size for flank angle 60° according 
to ISO metric coarse thread DIN 13-1. 

Nominal 
diameter 

Thread pitch Tapping 
drill size 

Nominal 
diameter 

Thread pitch Tapping 
drill size 

Gewinde 
Nenngröße 

Gewinde-
steigung 

Kernloch-
bohrer 

Gewinde 
Nenngröße 

Gewinde-
steigung 

Kernloch-
bohrer 

d P B d P B 
M1.0 0.25 mm 0.78 mm M12.0 1.75 mm 10.11 mm 
M1.1 0.25 mm 0.83 mm M14.0 2.00 mm 11.84 mm 
M1.2 0.25 mm 0.93 mm M16.0 2.00 mm 13.84 mm 
M1.4 0.30 mm 1.08 mm M18.0 2.50 mm 15.29 mm 
M1.6 0.35 mm 1.22 mm M20.0 2.50 mm 17.29 mm 
M1.8 0.35 mm 1.42 mm M22.0 2.50 mm 19.29 mm 
M2.0 0.40 mm 1.57 mm M24.0 3.00 mm 20.75 mm 
M2.2 0.45 mm 1.71 mm M27.0 3.00 mm 23.75 mm 
M2.5 0.45 mm 2.01 mm M30.0 3.50 mm 26.21 mm 
M3.0 0.50 mm 2.46 mm M33.0 3.50 mm 29.21 mm 
M3.5 0.60 mm 2.85 mm M36.0 4.00 mm 31.67 mm 
M4.0 0.70 mm 3.24 mm M39.0 4.00 mm 34.67 mm 
M4.5 0.75 mm 3.69 mm M42.0 4.50 mm 37.13 mm 
M5.0 0.80 mm 4.13 mm M45.0 4.50 mm 40.13 mm 
M6.0 1.00 mm 4.92 mm M48.0 5.00 mm 42.59 mm 
M7.0 1.00 mm 5.92 mm M52.0 5.00 mm 46.59 mm 
M8.0 1.25 mm 6.65 mm M56.0 5.50 mm 50.05 mm 
M9.0 1.25 mm 7.65 mm M60.0 5.50 mm 54.05 mm 
M10.0 1.50 mm 8.38 mm M64.0 6.00 mm 57.51 mm 
M11.0 1.50 mm 9.38 mm M68.0 6.00 mm 61.51 mm 

 
The following rule of thumb can be used to estimate the required drill size for a metrical ISO 
thread according to DIN 13-1: 

𝑑[mm] − 𝑃[mm] ≈ 𝐵[mm] . (0-38) 
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Part IV: Useful charts and tables 
a. Fresnel reflection 
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Fig. 222: Fresnel reflection as a linear function (top) and logarithmic function (bottom) of incidence angle. 

 

𝑅p = |
𝑛1√1−(
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b. Ionization potentials 
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Fig. 223: Ionization potentials of different elements. The obvious “jumps” in the curves are caused by the 
change of orbital shell. Gold extends from K-shell to O-shell. Values are given for subsequent ionization states, 
i.e. ionization energies of specific electrons of neutral Au are different except for charge state 1. 

Ionization potentials of selected elements: 

Hydrogen (1):   13.5980 

Helium (2):   24.5870  54.4160 

Lithium (3):  5.39200   75.6380   122.451 

Nitrogen (7):   14.5340   29.6010   47.4480   77.4720   97.8880   552.057   667.029 

Neon (10): 21.5640  40.9620  63.4500  97.1100  126.210  157.930  207.270  
239.090   1195.80   1362.16 

Titanium (22): 6.82000  13.5800  27.4910  43.2660  99.2200  119.360  140.800  
168.500  193.200  215.910  265.230  291.497  787.330  861.330  
940.360  1044.00  1131.00  1221.00  1346.00  1425.00  6249.00  
6626.00 

Zirconium (40): 6.84000  13.1300  22.9900  34.3400  61.5000  72.7260  85.7885  
99.4936  113.841  128.832  144.465  160.740  508.821  554.818  
601.863  649.955  699.096  749.285  800.521  852.806  906.139  
960.519  1015.95  1072.42  1129.95  1188.52  1248.14  1308.81  
1370.53  1433.29  3890.96  4035.38  4181.67  4329.81  4479.81  
4631.67   4785.39   4940.97    21417.8   21756.8 
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Xenon (54): 12.1300  21.2100  32.1000  73.2625  92.9384  113.257  134.218  
155.822  178.068  200.957  224.489  248.663  273.480  298.940  
325.042  351.787  379.174  407.204  435.877  465.192  495.150  
525.751  556.994  588.880  621.408  654.580  1618.90  1693.67  
1769.48  1846.34  1924.25  2003.20  2083.21  2164.26  2246.36  
2329.51  2413.70  2498.95  2585.24  2672.58  2760.96  2850.40  
2940.88  3032.41  7783.82  7985.72  8189.47  8395.09  8602.56  
8811.89   9023.09   9236.14   39193.8   39651.8 

Gold (79): 9.22500  20.5000  38.3593  49.0620  60.2018  71.7788  83.7929  
96.2443  109.133  122.458  136.221  150.421  165.058  180.133  
195.644  211.593  227.979  244.802  262.062  700.295  744.358  
789.063  834.411  880.401  927.035  974.310  1022.23  1070.79  
1119.99  1169.84  1220.33  1271.46  1323.24  1375.65  1428.71  
1482.41  1536.76  1591.75  1647.38  1703.65  1760.56  1818.12  
1876.32  1935.17  1994.65  2054.78  2115.55  2176.97  2239.02  
2301.72  2365.06  5074.30  5200.44  5327.62  5455.85  5585.13  
5715.45  5846.83  5979.25  6112.72  6247.24  6382.81  6519.42  
6657.08  6795.79  6935.55  7076.35  7218.21  7361.11  18049.9  
18354.4  18660.8  18969.0  19279.1  19591.1  19904.9  20220.6  
84194.7   84865.1 

c. Slater’s screening constants 
The values of 𝑛∗ and (𝑍 − 𝑠) are given by the following rules [146]: 
(1) 𝑛∗ is assigned by the following table, in terms of the real principal quantum number 𝑛: 

for 𝑛 = 1, 2, 3, 4, 5, 6 
𝑛∗ = 1, 2, 3, 3.7, 4.0, 4.2 

(2) For determining 𝑍 − 𝑠, the electrons are divided into the following groups, each having 
a different shielding constant: 1𝑠; 2𝑠, 𝑝; 3𝑠, 𝑝; 3𝑑; 4𝑠, 𝑝; 4𝑑; 4𝑓; 5𝑠, 𝑝; 5𝑑; etc. That is, 
the 𝑠 and 𝑝 of a given n are grouped together to be arranged from inside out in the order 
named. 

(3) The shielding constant 𝑠  is formed, for any group of electrons, from the following 
contributions: 
a. Nothing from any shell outside the one considered. 
b. An amount 0.35 from each other electron in the group considered (except in the 1𝑠 

group, where 0.30 is used instead). 
c. If the shell considered is an 𝑠, 𝑝 shell, an amount 0.85 from each electron with total 

quantum number less by one, and an amount 1.00 from each electron still further in; 
but if the shell is a 𝑑 or 𝑓, an amount 1.00 from every electron inside it. 

As an example, Slater gives Fe, lacking an 𝐾 electron. Then, one yields: 
1s:26.00, 2s, p: 22.70 (because 26-7(0.35)-1(0.85)), 3s, p: 15.75 (because 26-7(0.35)-8(0.85)), 
3d: 7.25 (because 26-5(0.35)-17(1.00)), 4s: 4.75 (because 26-1(0.35)-14(0.85)-9(1.00)). 

Now, one can get ionization potentials by using (𝑍−𝑠

𝑛∗ )
2

for calculation of oscillator strength.  
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 Laser safety table 

 
Fig. 224: Safety levels and transmission for various energy or power densities for three wavelength regimes. 
D, I&R, M refer to irradiation times (stated below them). For D: 𝐸 = 𝑃/𝐴, I&R: 𝐻 = 𝑄/𝐴, btw. 400-1400 nm: 
𝐻’ = 𝐻 ×(10 s ∙ 𝜈)1/4 (𝜈=frequency). For M the same, but 𝑃 taken as peak power of individual pulses. 𝐴 is the 
area of eye pupil (∅7 mm). Protection designed for 10 s (𝜆 ≥400 nm), otherwise 30 000 s viewing time [235]. 

 Series expansions 
Sometimes, the need arises to calculate functions without a calculator or do quick math. The 
most common mathematical terms and methods are expressed below [4]. 

𝑓(𝑥) = 𝑓(𝑠) + 𝑓′(𝑠)(𝑥 − 𝑠) +
𝑓′′(𝑠)

2!
(𝑥 − 𝑠)2 + ⋯ +

𝑓𝑛(𝑠)

𝑛!
(𝑥 − 𝑠)𝑛       for (𝑥 − 𝑠) ≪ 1 

sin 𝑥 = 𝑥 −
𝑥3

3!
+

𝑥5

5!
− ⋯      ;      cos 𝑥 = 1 −

𝑥2

2!
+

𝑥4

4!
− ⋯ 

tan 𝑥 = 𝑥 +
𝑥2

3!
+

2𝑥5

15
+ ⋯      for 𝑥2 < 𝜋2/4  

𝑒𝑥 = 1 + 𝑥 +
𝑥2

2!
+

𝑥3

3!
+ ⋯ +

𝑥𝑛

𝑛!
 

(1 + 𝑥)𝑚 = 1 +
𝑚

1!
𝑥 +

𝑚(𝑚 − 1)

2!
𝑥2 +

𝑚(𝑚 − 1)(𝑚 − 2)

3!
𝑥3 + ⋯ 

Chain rule: 𝑓′(𝑥) = 𝑢′𝑣 + 𝑣′𝑢 

Partial integration: ∫ 𝑢𝑣′
∞

0
d𝑟 = 𝑢𝑣 + ∫ 𝑢′𝑣 d𝑟

∞

0
  

Integration by substitution: ∫ 𝑓(𝑔(𝑥)) 𝑔′(𝑥) d𝑥 = ∫ 𝑓(𝑢) d𝑢 
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f. Physical constants 
The following data is taken from NIST [171]. 

Symbol
c 299 792 458 m s-1

G 6.674 30(15) × 10-11 m3 kg-1 s-2

h 6.626 070 15 × 10-34 J Hz-1

ℏ 1.054 571 817 × 10-34 J s
e 1.602 176 634 × 10-19 C
µ 0 1.256 637 062 12(19) × 10-6 N A-2

ε0, є0 8.854 187 8128(13) × 10-12 F m-1

K J 483 597.848 4 × 109 Hz V-1

R K 25 812.807 45 Ω
Ф 0 2.067 833 848 × 10-15 Wb

conductance quantum G 0 7.748 091 729 × 10-5 S
Bohr radius a 0 5.291 772 109 03 × 10-11 m
electron mass m e 9.109 383 7015(28) × 10-31 kg
proton mass m p 1.672 621 923 69(51) × 10-27 kg
proton-electron mass ratio m p/m e 1836.152 673 43(11)
fine-structure constant α 7.297 352 5693(11) × 10-3

inverse fine-structure constant α -1 137.035 999 084(21)

3.289 841 960 2508(64) × 1015 Hz
k 1.380 649 × 10-23 J K-1

Boltzmann constant in eV/K k 8.617 333 262 × 10-5 eV K-1

Boltzmann constant in Hz/K k/h 2.083 661 912 × 1010 Hz K-1

Boltzmann constant in 1/m K k/hc 69.503 480 04 m-1 K-1

Avogadro constant N A 6.022 140 76 × 1023 mol-1

molar gas constant R 8.314 462 618 J mol-1 K-1

Wien wavelength displacement law constant b 2.897 771 955 × 10-3 m K
Faraday constant F 96 485.332 12 C mol-1

Stefan-Boltzmann const. σ 5.670 374 419 × 10-8 W m-2 K-4

electron volt eV 1.602 176 634 × 10-19 J

(unified) atomic mass unit   m(12C)/12 u 1.660 539 066 60(50) × 10-27 kg

Archimedes' constant π 3.141 592 653...
Euler's number e 2.718 281 828...
Golden ratio (1+√5)/2 φ 1.618 033 988...
Photometric radiation equivalent K m 683 lm W-2

Solar constant E 0 1361 W m-2

Other constants

exact

Unit
speed of light in vacuum 
Newtonian constant of gravitation 2.2 × 10-5

magnetic flux quantum

RSU urPhysical quantity
exact

Value

exact
exact
exact
1.5 × 10-10

1.5 × 10-10

exact
exact

Non-SI units accepted for use with the SI

Planck constant

elementary charge
vacuum magnetic permeability 
vacuum electric permittivity  
Josephson constant
von Klitzing constant

Boltzmann constant in J/K
Rydberg frequency

exact
exact

3.0 × 10-10
1.5 × 10-10

3.1 × 10-10

6.0 × 10-11

1.5 × 10-10

1.5 × 10-10

1.9 × 10-12

exact

CODATA

exact

exact
exact

exact
exact

exact

exact
exact
exact

3.0 × 10-10
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g. Unit conversions 
Physical quantity Unit name Unit symbol Conversion to SI-system 
Length Ångström Å 10-10 m 
 Inch (1/36 yd) in, ″ 25.4 mm 
 Feet (1/3 yd) ft 0.304 8 m 
 Yard yd 0.914 4 m 
 Chain (22 yd) ch 20.116 8 m 
 Furlong (220 yd) fur 201.168 m 
 Mile (1760 yd) mi, m 1 609.344 m 
 Japanese foot , shaku 0.303 m 
 Nautical mile M, NM, nmi 1 852 m 
 Astronomical unit (au) au 1.496 × 1011 m 
 Parsec (1 arcsec × 1 au) pc 3.086 × 1016 m 
 Light year ly 9.461 × 1015 m 
Area Barn barn 10-28 m2 
 Tatami  1.653 m2 
Volume US Wet Pint (1/8 gallon) pt 473.176 473 mL 
 US Wet Gallon Gallon 3.785 411 784 L 
 US Barrels (Oil) US bbl oil 158.987 295 L 
Pressure Standard atmosphere atm 101 325 Pa 
  Bar bar 105 Pa 
 Millimetre of mercury mmHg 133.322 Pa 
 Torr (1/760 atm) Torr 133.322 Pa 
Mass Atomic mass unit Amu, mμ 1.660 538 21 × 10-27 kg 
 Dalton Da 1.660 538 21 × 10-27 kg 
 Carat  2 × 10-4 kg 
 Ounce (avoirdupois) oz 2.834 952 × 10-2 kg 
 Zentner z 50 kg 
Temperature Celsius, Centigrade °C TK = TC + 273.15 K 
 Fahrenheit °F TK = 5/9 × (TF-32) + 273.15 K 

Gaussian-cgs units 
Force Dyne dyn 10-5 N 
Electric charge Statcoulomb, franklin, esu Fr, StatC qSI(C) = qG × √4𝜋𝜖0 
Electric field Statvolt per centimeter statV/cm ESI(V/m) = EG / √4𝜋𝜖0 
Resistance Second per centimeter s/cm RSI(Ω) = RG / 4𝜋𝜖0 
Energy Electronvolt eV 1.602 × 10-12 erg 

 

h. SI prefixes 
1 101 102 103 106 109 1012 1015 1018 1021 1024 
unity deca hecto kilo mega giga tera peta exa zetta yotta 
 Da h k M G T P E Z Y 

 

1 10-1 10-2 10-3 10-6 10-9 10-12 10-15 10-18 10-21 10-24 
unity deci centi milli micro nano pico femto atto zepto yocto 
 d c m µ n p f a z y 
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i. Periodic table 
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Stark broadening 111 
Statistical weight 91 
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Thomson scattering 88 
Thread sizes 228 
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Time-error  
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Transverse wave 87, 215 
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Unit conversions 209, 234 
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   theorem 
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Vlasov equation 100 
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Wavefront 215 
Wavelength 78, 82 
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Wave equation 86 
Wien’s  
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Work function 9 
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X-ray detector 133, 153 
X-ray enhancement 20, 117 
X-ray tubes 5 
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