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The open information structure is a promising approach to design learning applications.
One challenge with learning applications is redesigning the activity for new learning
contexts. The open information structure, however, is based on interactable information
structures. There is a possibility that the activity can be redesigned for the new contexts
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the open information structure approach. It explores two case studies of two systems
that were redesigned and analyses data from multiple experiments. The redesign process
was successful and the applications appropriate for their new context. This study also
provides insight on how it has affected learning gains and on how the redesigned portions
affect how the application should be used.
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Chapter 1

Introduction

No application can be used in every context. Learning applications are designed and
optimized for specific situations and learners. Whether or not they will keep the same
learning gains in different contexts is something that has to be verified. Not just learning
gains but the application might not even be usable in a different context. For instance,
an application in Japanese cannot be used in English without translating the text in the
application. However, this problem can be more complicated depending on the context.
What if the students cannot read ANY text? What if the students instead have little
time and the activity needs to be shortened? What about a context where students
experience high cognitive load and that might be diminishing their learning gains? How
to redesign activities for these tasks? Before we address this issue on how to redesign
activities, let us first focus in one way to create them in the first place.

One approach for designing learning applications is the Open Information Structure
Approach[1, 2]. It is grounded on multiple theories:

1) Some researchers in cognitive science have pointed out mental representation struc-
tures as being relevant to learning Pitt states that thought can be modeled through
mental structures [3].

2) Vosniadou proposed conceptual models for learning physics[4].

3) Furthermore, researchers have theorized that people learn through interactions with
a context, through activities[5].

Combining contextualized interactions, mental representation structures and informa-
tion science, The open information structure method was proposed[1, 2]. Various soft-
ware have been developed under the open information structure method and have been
shown to improve learning [6, 7, 8, 9]. In the open information structure approach, the

1



Introduction 2

learning subject is modeled as an information structure. Then, this information struc-
ture is broken down into pieces and manipulated by the users. Users can then use these
pieces to construct complex structures. We mentioned before that there are multiple
theories that ground the Open Information Structure Approach. Figure 1.1 illustrates
how the theories relate to the information structures. Vosniadou and Pitt theorized
representing the thoughts and understanding of students as mental structures. This
provides theoretical grounding on the link between the information structure and the
learning subject as seen in the Figure. By mapping the learning subject and making it
interactable, the approach taps into the situated learning theory of Clancey, allowing
users to learn by manipulating those structures. This is illustrated by the ”interaction”
link in the figure. Since the structures being manipulated are meant to mirror the struc-
tures that are forming in the minds of the users, the activities aim to externalize the
thought process. The representation of the learning subject in the mind of the user is
represented by the ”subconscious” link. The similarity between the information struc-
tures can be seen in the ”similar” link. The struggles users face while trying to assemble
together the pieces aims to mirror the struggle to understand the learning subject. This
mirroring is illustrated by the ”equivalent” link in the figure. This helps bring those
struggles to the surface, making them accessible to educators and for use in feedback
functions.

This is similar to the Model-View-View (MVC) model of software engineering[10]. How-
ever, instead of it being at the software level, it is an MVC at the activity level. One
advantage of MVC is that you can change the controller and the view without having
to change the model. One could argue, though, that any learning application can be
designed using MVC, so it is not an advantage of the Open Information Structure ap-
proach. However, we are talking about redesigning learning activities, not just software.
Open Information Structure approach can used MVC at a conceptual level but not use
it at a software level. Often if you change the controller and view of the software, you
might greatly affect how the users learn using the application. What we are propos-
ing here is not changing the controller and view of the software, but of the activity,
regardless of the actual data structures in the implementation.

These information structures should be transferable between different contexts. As such.
it should be possible for only the way the interaction happens to be redesigned. This way,
the information structure itself would remain unchanged. This can be visualized in figure
1.3. This research aims to redesign open information structure based applications and
verify the effectiveness of the process. While the redesign is at the activity level, there
are other benefits related to maintaining the information structure, specially related to
log data analysis, which is often dependant on the information structure of the subject.
This way we can apply similar analysis across the redesigned applications.
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Figure 1.1: Open Information Structure approach related to the grounding theories

On Figure 1.2, the possible benefits of the redesign are visible. Those include the
expansion of the userbase by allowing more people to ue the application and also how
use of the application can be improved for the previous userbase. By improved use we
mean reduction of cognitive load or of time-on-task. Furthermore, the possibility to
apply similar log data analysis techniques is also illustrated in the figure.

In this study two systems were redesigned for new contexts as use cases. In one case
a arithmetic study system was redesigned for Kindergarten, where not all students can
read. In the second case a concept map building application was redesigned for contexts
where long activity times and high cognitive load are undesirable. Multiple experiments
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Figure 1.2: MVC model redesign showing off possible improvements regarding im-
proved use and higher accessibility

Figure 1.3: Expanded Open Information Structure Application for Redesigned appli-
cations
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are done using the systems to answer the research questions. The research questions are
listed in their own chapter.



Chapter 2

Related Works

2.1 Kindergarten Interventions on Math Skills

Past research has shown that proficiency in mathematics in the early years, such as
number sense, can predict mathematical performance in later school life [11]. This has
been verified all the way to the third year of elementary school. It suggests that building
mathematical skills before entering elementary school can greatly impact how the student
deals with mathematics in the coming years. Hence, interventions at an early age could
be successful in improving students’understanding of contextual problems.

Interventions to strengthen mathematical skills for both kindergarten and pre-kindergarten
students have been implemented previously. The work of [12] focuses on cognitive devel-
opmental theory to define number sense and teach it through a series of activities and
games. It has found success in increasing students’understanding of number sense. The
intervention of [13] also saw success, with activities based on various mathematics cur-
ricula designed for kindergarten students. The work by [14] focused on pre-kindergarten
children of around four years of age. Their study focused on more than just number
sense, also considering subjects such as geometric reasoning, and their results were pos-
itive.

Computer-based interventions have also been researched. The work by [15] used adaptive
software that models the progress of the children and regulates problem difficulty for
each child, resulting in software that can be used without supervision. The software
is focused more on specific skills and on fast and accurate access, so the authors state
that what is developed in the software is number sense access instead of number sense
itself, describing the software as a complementary activity for children who are lagging
behind in class. [16] used a software called“building blocks”. Building blocks focuses

6
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on many aspects of Math teaching, including number sense, and targets children from
pre-kindergarten to grade 2. This method has found good success.

These interventions, in general, focus on whole number understanding. However, they
do not focus on the conceptual understanding of contextual problems, which is a big
part of how students interact with mathematics after kindergarten.

Computer-assisted interventions focused on contextual problems

With regard to contextual problems, interventions using computers have been researched
before. The work of [17] provides a review of the literature on the use of computer-
assisted interventions (CAI) focused on contextual problems for children with math
difficulty. The review suggests that CAI are useful for supporting students with math
difficulty. It also suggests that CAI can be more effective than paper-based approaches.
However, the review suggests that there is not enough research to answer if computer-
mediated learning is more effective than teacher-mediated learning.

The study conducted by [18] approached the problem by using algebraic thinking in the
early grades. The study argued that analyzing the problems through this type of thinking
required a structural understanding of the problems. The analysis of how students use
the software shows that students were gradually shifting to an algebraic way of thinking
while solving and understanding the problems. However, the tool deployed elements
that would be hard to adapt for Kindergarten students, such as text and diagrams.

The work of [19] focuses on a tool based on graphs to help students solve algebra con-
textual problems. The tool is mainly used to plot graphics, to give more visual context
to the equations and to approximate values. The author states that it would be useful
for the tools to become a bridge between the contextual problems and the algebraic
symbols. While targeting contextual understanding, an approach using graphics would
be too complex for young children. In the study by [20], which also considered al-
gebraic problems, a cognitive tutor attempted to model students and provide specific
tasks for each of them. The study analyzed the problem-solving strategy variants of a
computerized tutor and explored the differences between the strategies. The cognitive
tutor focused more on guiding students in the various steps of problem-solving instead
of focusing on understanding the problem itself. The work of [21] had elemental school
students with disabilities interact with math content through PowerPoint. Users would
revise the content and solve problems while receiving feedback through the system. The
score of system users was significantly higher than the control group. The test used
for evaluation included addition, subtraction, multiplication, and division. While the
content of the system has not been detailed, it is implied that students mostly solved
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word problems and received feedback on the correctness of their answer. The system
used relies on reading and might not have a step focused on contextual understanding.

The work of [22] describes a problem-solving software based on dividing the problem into
phases and assisting the students in solving each phase. One of the phases is dedicated to
conceptually understanding the problem and another to planning and carrying out the
calculations. Experimental tests were also performed. The experimental group showed
better scores than the control group and participants showed a positive affective response
towards the system. While the system deployed does have a step focused on conceptual
understanding of the problems, Kindergarten students who are unable to read would
not be able to use it.

The above research examples show various degrees of success in using computers to help
students with contextual problems. Some of the work even have a focus on structural
understanding. However, all of them rely on text and on procedures that would be too
complicated for kindergarten students.

The main contribution of our study is that the system we propose focuses on the concep-
tual understanding of contextual problems while being usable by Kindergarten students.
Furthermore, we have analyzed collected data from the software to investigate whether
students are engaged in thinking about the structure of contextual problems. Whether
or not there were improvements in the conceptual understanding of the students is also
investigated. Such a study, as far as we know, has not been done before.

2.2 Cognitive Load, Learning, Interfaces and the Flow State

Cognitive load refers to the total amount of effort used in the working memory. Cogni-
tive load theory suggests that instructional activities which are not focused on schema
acquisition and automation frequently require more processing capacity than what is
available to learners[23]. Cognitive load theory defines three types of load[24]. The first,
intrinsic load, is a load which cannot be changed, relative to understanding the target.
The second, extrinsic load, is a load caused by cognitive processes that are not related
to understanding the target. The third is the germane load, which refers to the use
of resources in memory to deal with the intrinsic load. As such, instructional methods
should focus on reducing extraneous load while maximizing germane load.

When designing interfaces with consideration to cognitive load, one aspect is eliminat-
ing multitasking. Multitasking can cause attention splitting, which increases cognitive
load[25]. One example is when two sources of information refer to each other and must



Related Works 9

be understood together, but are presented separately. In this case, there is an addi-
tional task of keeping items in working memory because of their separation. Integrating
the two pieces of information together would eliminate this additional task and free re-
sources used to actually understand the relationship between the pieces[23]. One study
found that different interface component grouping schemes affected the amount of effort
users needed to use the interface[26]. When users have to spend time finding where
interface components are, they are multitasking. That is, they are trying to accomplish
something by using the interface and at the same time they are trying to find out where
the interface components are. And while they are searching around for the interface
components, they need to keep in mind what they are trying to accomplish. This is
what affects cognitive load. By simplifying interface component search, users can focus
on their goals. In terms of learning, that means users free up resources to deeply process
what they are trying to study.

As discussed in the introduction, motivation and the flow state affect Cognitive Load.
Cognitive load theories are not usually concerned with motivation, despite the problem
that a learner who experiences the flow state may report low cognitive load, while in
truth he experienced high cognitive load. This is a limitation of using self-reported
subjective ratings to measure cognitive load[27]. In this study, flow state metrics are
measured and cognitive load is measured by both objective metrics and self-reported
subjective metrics. This makes it possible to see how our changes affect cognitive load
and how cognitive load interacts with the flow state.

2.3 Computer-based Concept Map Tools

Computer-based concept mapping tools have been used successfully to improve learning
in general[28, 29, 30] and reading comprehension[31, 32, 33]. Past studies have pointed
advantages of computer-based concept mapping, such as ease of correction and con-
struction[34], the capability to add behavior-guiding constraints[35], creation process
personalization, and frustration reduction [36]. Another possibility of computer-based
tools is the automation of diagnosis. One way to perform this diagnosis is by using
semantic web technologies[37]. Another study used word proximity data to score the
concept maps[38]. Another option is by comparing the student constructed map with
an expert constructed map. Concept map tools that provide automatic diagnosis by
expert map comparison are Cmapanalysis[39], Kit-build[40, 41], CRESST[42], KAS[43],
and ICMLS [44]. The expert map comparison is made possible because the maps are
closed concept maps. This means that the number of map possibilities is limited. The
tool provides the links and concepts, so the student only has to assemble the map. Since
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they are built from the same pieces, it is possible to display exactly in which ways the
student map differs from the expert map. This type of automatic diagnosis was found
to correlate with standard science tests[45] and was found to be reliable when com-
pared to traditional map scoring approaches[46, 47]. It has also been used to measure
changes in interdisciplinary learning during high school[48]. With the diagnosis infor-
mation, teachers can revise their lessons and give more precise feedback. This approach
has shown good results in retention when compared to traditional teaching, especially
when the teacher uses the map to give the feedback[49]. This type of automatic diagno-
sis also allows for automated feedback, which has been effective for improving reading
comprehension[44].

Closed Concept map assembling (CMA), from pre-existing labeled concepts and links
in tools such as Kit-build, is a different process than traditional concept map cre-
ation(TMC). By TMC, we mean creating a map from scratch by creating, labeling
and connecting every concept and link. By CMA, we mean connecting pre-existing,
pre-labeled concepts and links to form a map. Since CMA only requires connecting the
pieces, it may seem like a simpler task than TMC. However, in TMC, to build a propo-
sition, the user has to remember relevant information, translate a portion of it into a
proposition and then translate that proposition into two concepts and a link. In CMA,
to build a proposition, the user has to find two related nodes, access his memory to find
a relationship between them and find, among the provided links, the one which best de-
scribes that relationship. TMC involves free recalling of information and describing that
information in terms of freely created concepts and links. CMA involves cued recalls, a
constant search of pieces, and trying to fit one’s knowledge into the concepts and links
that another person made.

Results from a study that compared TMC to CMA showed no significant differences in
immediate comprehension but CMA had significantly higher scores than TMC after a
two-week retention period[33]. In this study, users built the map while looking at the
text, so the differences in recall mechanisms were not present. The explanation given for
this difference in retention was that CMA challenges students to understand the entire
text in order to be able to use every concept and link provided, which doesn’t help
in TMC since the student creates the concepts and links himself. Furthermore, it was
said that CMA requires high memory access and deeper processing of the meaning in
the text. This could be interpreted as CMA having a higher cognitive load than TMC.
However, some questions remain unanswered. What about the load incurred by having
to manage the layout for all those concepts and links that the student did not create
himself? And the visual load incurred by having so much information on the screen as
soon as the building process starts? And the constant search for relevant pieces? Is that
contributing to this deeper access to memory?
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The changes to cognitive load proposed in this study could amplify the gains in CMA by
reducing the extraneous load in the activity. On the other hand, it could diminish the
gains by reducing the germane load. Since TMC and CMA have so many differences,
it is hard to know what parts of CMA consist of germane load and what parts consist
of extraneous load by comparing it to TMC. Since this study compares different CMA
interfaces with different cognitive loads, it should shed light on this issue.

2.4 Learning Analytics

Learning Analytics (LA) is an application of analytics to learning. LA techniques have
been used for various purposes, such as discovering patterns that occur only in a small
number of students or rarely[50, 51], investing how different learning resources are used
and the resulting outcomes[52], and investigate phenomena over a long period of time[53].
One concern of LA is finding a relationship between different variables in a dataset. This
can be in the form of prediction methods, where a group of variables is used to predict
one aspect of the data. One study used discussion data from students to predict the
final grades of students by using latent semantic analysis and hierarchical latent Dirich-
let allocation[54]. It can also be in the form of relationship mining, where the data is
examined to find which variables have a strong relationship[55]. One work used rela-
tionship mining to find patterns of successful students in an engineering simulation with
the goal of making suggestions on how students could improve[56]. Another work found
correlations between various intelligent tutor features and non-contributive behavior by
learners[57].

Another aspect of LA is processing the data for human judgment by using visualization
methods. By applying various visualizations methods to the data, humans can manually
identify possible relationships between variables. One work used hierarchical cluster
analysis to provide visualizations of data to help educators in decision making. The
method used could predict student dropout and whether or not students would take a
college entrance exam. The present study also relies on visualization methods to examine
the data because which aspects of the map should be examined are not clear from the
start. The present study uses two visualization methods that rely on Markov chains.
With the observations of the first visualization method, the second visualization method
is proposed, which led to statistical analysis and to the development of numeric metrics.
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2.5 Computer-based Concept Map Tools and Closed Con-
cept Maps

Computer-based concept map tools have been used to improve both general learn in
general[28, 29, 30] and reading comprehension[31, 32, 33]. The advantages of closed
concept maps have been cited as ease of correction and construction[34], the capability
to add behavior-guiding constraints[35], creation process personalization, and frustration
reduction [36]. Computer-based concept map tools also make automated feedback pos-
sible. This automated feedback has been done by using semantic web technologies[37].
Another study used word proximity data to score the concept maps[38]. If the maps
used are closed concept maps, then it is trivial to compare the student-built maps to the
expert map. Multiple concept map tools used this approach, such as Cmapanalysis[39],
Kit-build[40, 41], CRESST[42], KAS[43], and ICMLS [44]. Since they are built from the
same pieces, it is possible to display exactly in which ways the student map differs from
the expert map. This type of automatic diagnosis was found to correlate with standard
science tests[45] and was found to be reliable when compared to traditional map scoring
approaches[46, 47]. It has also been used to measure changes in interdisciplinary learn-
ing during high school[48]. With the diagnosis information, teachers can revise their
lessons and give more precise feedback. This approach has shown good results in reten-
tion when compared to traditional teaching, especially when the teacher uses the map
to give the feedback[49]. This type of automatic diagnosis also allows for automated
feedback, which has been effective for improving reading comprehension[44].

2.6 Learning Analytics Applied to Concept Maps

Learning analytics has been applied to educational software which uses concept maps
in the past. One work compared learners’ concept maps to expert maps and to lists
of misconceptions, to diagnose students’ learning and to find their misconceptions[58].
It uses tabletops coupled with CMapTools. The teacher in the study could visualize
students information by using a tablet, at realtime. The analytics used in this study
present the current status of the map to find misconceptions and show them to the
teacher. It does not attempt to relate that data to external information or to correlate
them to other learning metrics.

Another study used concept maps to evaluate how well students learned and coupled
that with analytic methods to redesign a learning environment. In this case, the concept
map is an evaluation method that was manually scored[59].
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Data from two intelligent tutoring systems that feature concept maps were examined in
past research to design and evaluate knowledge tracking variables[60]. The number of
concepts was a significant predictor of knowledge in one of the two systems. For closed
concept maps, however, a complete map always has the same number of concepts, since
the pieces are fixed. As such, this result is hard to apply to closed concept maps.

Another study uses concept maps as a visualization method for students performance
by generating a concept map based on the tests performed by the learners[61]. In this
case, the concept maps are artifacts generated by the analytical methods, instead of the
concept maps being the input.

Betty’s Brain is a learning by teaching environment where students construct the knowl-
edge of an agent by using concept maps[62]. Automated analysis of learners’ actions has
been coupled with discourse analysis in a past study on Betty’s Brain[63]. Different col-
laborative behaviors were associated with different learning performances. Some of the
modeled concept map constructing actions include adding nodes, adding links, removing
nodes, removing links, and highlighting parts of the map. However, the map actions
are coupled with discourse to check how students were collaborating. The actual map
building process in isolation and how it relates to learning gains was not observed. One
work used hidden Markov models to analyze log data in Betty’s Brain[64], to check the
effects of metacognitive prompts. Another analysis also used hidden Markov models but
coupled with reinforcement learning to generate more data, which is then fed to a new
model, alongside the old data[65]. However, those two studies that used Markov models
only used data related to the various high-level functions in the system, without delving
into the data related to the map building process.

One work evaluated concept maps using the number and depth of the concepts to eval-
uate students’ understanding[66]. It uses manual verification by teachers to check which
propositions are correct. It was said that teachers believed the evaluation method use
mirrored homework scores, but no correlation was provided. This makes it hard to know
how effective the method is. An extension to the method using Markov chains has been
proposed, but the Markov chain also relies on depth information and amount of elements
in the concept map, not including evaluation of the correctness of the propositions[67].

While learning analytics have been applied in great extent to concept maps, few works
target the map building process and closed concept maps. The works that do include
closed concept maps focus on higher level functions instead of the actual map building
process. Relating content in a concept map to individual questions in externals tests in
a depth higher than the correlation of average scores has not been done before, as far
as we have researched.



Chapter 3

Research Questions

In this chapter the research questions of the study are introduced.

Can applications built using the open information structure approach be redesigned
while keeping the information structure impact?

Do the redesigned applications fit their new context appropriately?

How does the redesign process affect learning gains in the new context?

In the following chapters we introduce use cases to solve these questions. The first use
case can only address the first two research questions but the second one addresses all
of them.
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Chapter 4

Case Study 1: Kindergarten
Monsakun

4.1 The System

4.1.1 The Development Process

The development team consisted of four people. All members influenced the design of
the application. One member of the team was in charge of programming, designing the
screens and creating the graphics. One of the team members had years of experience
as a primary school teacher. Given his understanding of how to handle children and of
teaching mathematics, he was able to point out various shortcomings in the application.
He also had experience working with Monsakun inside the classroom. The other two
members contributed by helping design the activities and by suggesting possible solutions
to the problems that were pointed out by the team.

Developing the software involved creating features, having the team members test and
analyze the current state of the software and then deciding on improvements, additions,
and cuts. As such, the development process was iterative in nature[68]. The team would
have a meeting and decide on the tasks that had to be completed until the next meeting.
The time interval between the meetings was defined based on estimations made by the
developer. This process continued until all four team members were satisfied with the
application.

Ideally, the constructed activities should have been tested with children during develop-
ment. However, the tight schedule of Kindergarten in Japan has made this unfeasible.
The presence of a person who has experience as a primary school teacher is thought

15
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to mitigate this issue, but not to eliminate it. The use of pictures similar to Japanese
textbooks in the application and software demonstrations with Kindergarten teachers
also helped mitigate this issue.

Figure 4.1: The Triplet Structure Model. A diagram showing the composition of the
triplet structure model

4.1.2 Triplet Structure Model

The Triplet Structure Model binds the three quantities of one arithmetical operation
(operand, operant, and result quantities) to contextual story roles by using three quan-
tity sentences. This is illustrated on Figure 4.1. It is usually used to describe arithmetic
contextual problems where one of the quantities is unknown.

These quantity sentences can be classified into two types: independent quantity and
relative quantity sentences. Independent quantity sentences state the existence of a
certain number of objects. For example, ’there are two apples’. Relative quantity sen-
tences depend on the previous existence of a certain number of objects. ’Two apples
were eaten’ is an example of relative quantity. Relative quantities operate on one or
more independent quantities.

The example in Figure 4.1 contains a case of subtraction story. The Triplet Structure
Model refers to this type of story as a decrease story. An example of an increase story
is given below:

1. There are five apples (independent quantity);

2. Two apples were brought (relative quantity);

3. There are seven apples (independent quantity).
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And for combination stories:

1. There are three apples (independent quantity);

2. There are two oranges (independent quantity);

3. Put together, there are five apples and oranges (relative quantity).

Both increase and decrease stories are composed of one independent quantity in the
beginning, one relative quantity in the middle, and another independent quantity in
the end. The relative quantity shows how much the amount of the object changed
(increased or decreased, depending on the story), while the independent quantities show
the number of objects before and after the change. All three quantities in increase and
decrease stories must refer to the same object, or else the story is invalid (“there are
two apples, one apple is eaten, there is one banana”is not valid, for example).

Composition stories have a slightly different structure. In composition stories, the rel-
ative quantity comes at the end, with two independent quantities coming before it.
The two independent quantities must then refer to different types of objects, while the
relative quantity describes the total number of the two objects together.

In decrease and increase stories, the relative quantity created a change in the amount
of a certain object. In the composition case, the relative quantity provides a numeric
observation of the previously defined quantities without changing their value. Different
objects here could be “John’s apples”and “Mary’s apples”, while the relative
quantity would be “John and Mary’s apples put together”.

There is one more story type that is outside of the scope of this paper, namely, the
comparison story. Due do to the nature of this story, we found it difficult to show
this by using pictures and decided to not include it in our design. However, it may be
included in future research after a satisfactory representation is found. More information
on this and on the Triplet Structure Model can be found in the work of [6].

Application Design

The application design must allow for interactivity with the Triplet Structure Model
without relying on text. Our solution has been to use pictures and spoken sound. There
are two types of pictures. The first type is rectangular in shape and is called an overall
story picture. This type shows the entire problem at once. The second type is the
story piece picture. These are small, square and represent each sentence in the Triplet
Structure Model. Understanding the relationship between the overall story pictures and
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the story piece pictures is like understanding how a problem is structured in the Triplet
Structure Model. The design of the pictures will be further introduced below. In the
application, we also ask for users to connect the pictures to numbers. This connection
brings them a step further to connect the in-context parts of a problem to the out-of-
context parts of an arithmetic expression. This type of connection is in-line with the
conceptual understanding of contextual problems described in previous sections.

We have divided the application activities into levels. Each level is described in more
detail below. Level 3 is critical to the application. It focuses on connecting story piece
pictures to big pictures. Performing this requires students to be able to divide the big
picture into three small parts, each related to a meaningful quantity.

Level 6, which connects the pictures to numbers, is also worth noting. First, we ask
students to connect story piece pictures to numbers. Since each small picture refers
to one quantity, connecting one meaningful quantity to one number is not a difficult
task. However, later, the application requests users to connect one big picture to three
numbers. Since no other help is given to the user, they have no choice but to visualize the
three numbers related to the big picture. This is like writing the arithmetic expression
of a given problem while being given only the picture of the problem. Students that can
perform this task well should be able to meaningfully connect contextual problems to
their arithmetic expressions. These levels will be explained further below.

4.1.2.1 Image and sound design in connection with the Triplet Structure
Model

Figure 4.2: Increase overall story and story pieces. The two representations of an
increase story

The two picture representations of a Triplet Structure Model story can be seen in Figure
4.2. Each picture also has an accompanying sound. On the left, the overall story is
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shown, where one picture contains all the information to describe a story. On the right,
story pieces are shown, in which three pictures are put together to describe a story.

While in the model we would have, “There are three apples”, in the picture’s ac-
companying sound we would have “there are three apples on the shelf”. We describe
the place that the objects are in to strengthen the connection between what the sound
is saying and what the picture is showing. Story piece pictures come in two types, inde-
pendent and relative pictures. They correspond to independent and relative quantities
in the Triplet Structure Model. Independent pictures are usually composed of stationary
objects. Relative pictures will usually describe an action, like a boy inserting objects
somewhere or an animal entering a place. By describing an action or movement, we
can convey the same idea as the relative quantities of the Triplet Structure Model. We
can be confident in the children’s interpretations of the pictures because very similar
designs are used in the textbooks used in Japanese schools.

Overall story pictures represent the entire problem in a single picture. In the overall
story picture in Figure 4.2, the three numbers of the problem can be seen, as:

1. The number of watering cans on the shelf;

2. The number of cans the boy puts on the shelf;

3. The total number of cans after the boy places them on the shelf.

The three numbers are mapped to the three-story piece pictures, creating the relationship
between the overall picture and the story pictures. The sound related to the overall
picture is a simple combination of the sounds of the three-story pieces put together.
While connecting the overall story to the three pictures may seem like a trivial task, it
is not so simple. While the first two numbers are quite clear in the overall story picture,
the third number, which represents how many cans there will be on the shelf, requires
more thinking. Students have to understand the described story and then recognize that
there will be two watering cans on the shelf after the boy has finished. This number
could be calculated by counting or by mental addition, either is valid. What matters is if
the student can interpret the story or not. Since not all quantities are explicitly shown,
connecting the overall story picture to the three-story piece pictures requires more than
simply looking at the photo and trying to match the objects or scenery.

4.1.2.2 Level 1

At Level 1, participants listen to audio describing a picture and then choose, from three
pictures, which picture corresponds to the audio. At this level, the pictures are story
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pieces and not the overall story pictures. This is an introductory stage to introduce the
pictures that can make up a story and their corresponding description.

Figure 4.3: Example of a problem in Level 1. Screenshot of a level 1 problem

Figure 4.3 shows an example. In this case, the student would hear one of these three
phrases spoken out loud:

1. There are two watering cans on the shelf;

2. There is one watering can on the shelf;

3. John puts a watering can on the shelf.

Then the student would have to touch the picture that corresponds to the phrase that
they heard. The student can also repeat the sound by pressing the sound button.
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4.1.2.3 Level 2

Level 2 focuses on connecting the overall story pictures to their spoken narration, to
ease students into understanding the content of the pictures. Unlike story piece pic-
tures, the pictures in this level have a description comprised of three phrases, each one
corresponding to one of the quantities described in the story.

Level 2 is made up of two parts, Level 2-1 and Level 2-2.

Level 2-1 This level is based on true or false problems. Participants hear the spoken
narration and are shown one overall story picture. They must decide if the picture
described in the narration is the picture being shown or not by pressing true or false.

Level 2-2 Part two is like Level 1, where participants are shown three pictures and
audio, having to decide which picture corresponds to the audio.

4.1.2.4 Level 3

Level 3 focuses on connecting overall stories to their story piece pictures and it is made
up of two parts.

Level 3-1 In this part, we have true or false problems, with participants being shown
one overall story big picture and three-story piece pictures. They then must decide if the
three-story piece pictures correspond to the same story being shown in the big picture
or not by choosing from true or false buttons.

Level 3-2 Participants are shown an overall story picture and given multiple story
piece pictures in this part. They are asked to use three of the story piece pictures to
make up a single story. The made-up story must correspond to the same story being
shown in the overall story picture. Figure 4.4 illustrates this setup. Participants are
given five pictures. Since only three pictures make up a story, the remaining two pictures
are dummy pictures. Dummy pictures are added to give students more to think about.
Problems in Level 3-2 do not all have the same difficulty, the number of blank spaces
varies as described below:

1. One blank: Problem 1 to 5. There is only one blank space. The other two spaces
are automatically filled. The player can move three of five cards.
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Figure 4.4: Screenshot of a level 3-2 problem

2. Two blanks: Problem 6 and 7. Two blank spaces. One space is automatically
filled. The player can move four of five cards.

3. Three blanks: Problem 8 to 11. No blank space is filled. The player can move all
five cards. This difficulty progression is used to ease the participants into working
with Level 3 and constructing a story from three pieces. We stress once again that
this is a key skill in the context of the Triplet Structure Model.

4.1.2.5 Level 4

Level 4 requires participants to listen to a narration of a story and then they are tasked
with forming the story by using story pieces. This is similar to the second part of Level
3. The difference is that in Level 3 the correspondence was with the overall story picture,
while in Level 4 it is with the spoken narration. This level is composed of eight problems,
with the first three being easier, only allowing users to move three pictures out of five.
The rest of the problems allow the user to move all five pictures.
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4.1.2.6 Level 5

Level 5 shows participants an overall story picture and asks if that story belongs to a
certain story type (the types being “increase”, “decrease”and “combine”), with
the participant having to choose“true”or“false”. This level relates to how well the
participant understands the concepts of increasing, decreasing and combining. It also
relates to how the participants comprehend the story of each picture.

4.1.2.7 Level 6

Figure 4.5: Screenshot of a level 6 problem

In this level, participants connect numbers to pictures. It is divided into two parts. In
part one, students are tasked with connecting numbers to story piece pictures. In part
two, students are asked to connect three numbers to a single overall story picture.

The setup that can be seen in Figure 4.5. As stated before, this is a problem that
requires a deep understanding of the three quantities that can be interpreted from a
single picture. Users that can do this should be able to construct mental models that
allow them to be successful problem solvers.
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This section introduced the application’s design, sound design, picture design and
explained each level of the application. Which levels are critical to the conceptual
understanding of contextual problems and why they are critical has also been discussed.

4.2 The Experiment

4.2.1 Methods

100 Japanese kindergarten students participated in the experiment. They were around
five years old and they were divided into three classes. All students belonged to the same
kindergarten. The application was introduced in around 10 minutes. During this time,
four to five problems of the first two levels were shown by using a projector connected to
a tablet. The participants were encouraged to give their opinion on the answer while the
teacher advanced through the problems. Afterward, students had around 20 minutes to
interact with the application by themselves, by using an android tablet that contained
the application and headphones. There was one tablet available per student, so no
sharing was necessary. The use of the application by the students and the explanations
were recorded on video.

Afterward, user log data was extracted from the tablets for analysis. Because of privacy
issues, it was not possible to associate student information recorded on video to their
respective log data. The data includes various events that can happen during application
use. Examples of these events are a list of problems being started or a button being
pressed. A snippet of data can be seen below.

config choice, LevelConfig, 2016−12−31−12:26:26, 11.6,
level choice, 0, 2016−12−31−12:26:30, 15.16,
problem list start, ProblemList − Level 1, 2016−12−31−12:26:30, 15.16,
problem in list start, 0, unitCardVsSound, 2016−12−31−12:26:30, 15.18,
problem in list start, 1, unitCardVsSound, 2016−12−31−12:26:32, 16.84,
problem solved, 2016−12−31−12:26:32, 16.84,
problem mistake, jouro1boyadd, 2016−12−31−12:26:32, 17.66,

This raw data was then processed into an intermediary comma separated value (CSV)
format for easier analysis. The main interest of this intermediary data was the number
of mistakes that each user made while trying to solve the problems. An example of this
data can be seen in Table 4.1.

The measured performance of participants was compared to a calculated “gaming the
system”performance metric. Gaming the system (GTS, will also be used as ”to game
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Table 4.1: Example of intermediary CSV generated from raw data

session list problem mistakes operation difficulty probability
5 ProblemList Level 1 0 2 exist 1 0.3333333
5 ProblemList Level 1 1 0 add 1 0.3333333
5 ProblemList Level 1 2 1 exist 1 0.3333333
5 ProblemList Level 1 3 1 exist 1 0.3333333

the system”), refers to the behavior displayed when students attempt to systematically
take advantage of the way the system is made. One way users can GTS is by randomly
picking options. This definition and further discussion can be found in the work of [69].
We used the probability that students will solve a level on their first try as a performance
metric. This probability depends on both the level and the difficulty of the problem.

For example, on Level 4, the probability, by random chance, of solving the first three
easy problems in one try is 1/3 (only one option with three choices). The probability
of solving the last five problems is 1/60 (five choices on the first card, four choices on
the second card, and three choices on the third card). The calculation (3 * 1/3 + 5 *
1/60) / 8 gives us the probability of solving a problem in Level 4 in one try, by random
chance. We can use a similar logic to calculate the average number of attempts.

However, the calculated values are based on which problems the students have attempted
on each level. While uncommon, students could have stopped midway through a level,
restarted and completed the level. This means that the calculated values are based on
which problems the participants have completed for this study.

To analyze the data collected from the students we used two metrics. The first was the
average number of attempts per problem. That is, the average number of times they try
to get to the correct answer. The second metric was the ratio of problems solved in one
try to the total number of problems attempted (RPOT). The metrics are calculated for
every student/level pair. The first metric showed how much difficulty a participant had
with the problem. The second one revealed signs of problem mastery, since solving the
problem in one try implies that the student obtained the required knowledge related to
the problem. We also analyzed peaks of difficulties. That is, we analyzed when students
are first introduced to harder problems and how they coped with the problem when they
saw it again, by comparing their performances.

For example, looking at the data in Table 4.1, the student related to session five took
three attempts to solve problem one, one attempt to solve problem two, and two attempts
to solve problem three and four. If these four problems were the only problems in Level
1, the average for this student for Level 1 would be two tries per problem. Since he only
solved one problem in one try, his RPOT would be 0.25.
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Table 4.2: Number of participants who cleared each level of the application

Level N
1 100
2-1 90
2-2 89
3-1 20
3-2 14
4 13
5 9
6 2

Table 4.3: One sample t-test results comparing measured number of attempts per
problem to the equivalent ”gaming the system” calculated value. sd stands for standard

deviation.

Level Avg. N. Attempts Avg. N. Attempts (GTS) t df p
1 1.16 (0.24) 2.00 -34.79 99.00 <0.001
2-1 1.17 (0.23) 1.50 -13.61 89.00 <0.001
2-2 1.24 (0.25) 2.00 -29.31 88.00 <0.001
3-1 1.30 (0.32) 1.50 -2.77 19.00 0.01
3-2 4.77 (3.80) 13.18 -8.28 13.00 <0.001
4 1.44 (0.66) 18.44 -93.11 12.00 <0.001
5 1.19 (0.18) 1.50 -5.38 8.00 <0.001
6 1.31 (0.27) 8.25 -37.00 1.00 0.02

Statistical analyses were run in the group of students as a whole using the metrics
defined above. Furthermore, the interactions of students that performed similarly to the
calculated GTS metrics were individually analyzed as use cases.

A pre-test and a post-test were not included in our pilot study due to constraints on
time in the schedule of the school. Log data was only collected when the user completed
a level. This means that our analysis did not include some data from levels that were
stopped midway through.

4.2.2 Results and Discussion

4665 lines of raw data were collected. To prepare for the analysis, the data was converted
into 2578 lines of intermediary CSV. No data was eliminated.

4.2.2.1 Overall Analysis

Students were quick to progress through Levels 1 and 2 and found difficulty with Level
3. During application use, students were deeply focused on the application. Other than
using the software they commented on the progress of each other and asked for help
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Table 4.4: One sample t-test results comparing measured ratio of problems solved in
1 try to the equivalent ”gaming the system” calculated value. Data was constant for

level 6 so the test was not performed

Level Ratio of solved in 1 try Ratio of solved in 1 try (GTS) T df P
1 0.87 (sd=0.16) 0.33 33.13 99.00 <0.001
2-1 0.84 (sd=0.18) 0.50 18.55 89.00 <0.001
2-2 0.82 (sd=0.18) 0.33 26.11 88.00 <0.001
3-1 0.75 (sd=0.27) 0.50 3.99 18.00 0.001
3-2 0.56 (sd=0.27) 0.21 4.82 13.00 <0.001
4 0.81 (sd=0.24) 0.17 9.43 12.00 <0.001
5 0.81 (sd=0.18) 0.50 5.38 8.00 0.001
6 0.88 (sd=0.00) 0.10 - - -

from the teachers and helpers. This has been interpreted as a positive affective response
to the software. The number of users who completed each level can be seen in Table 4.2.

The average number of attempts per problem and the RPOT calculated for all levels were
calculated by using the collected data. Likewise, gaming the system (GTS) versions of
the same metrics were calculated. Tables 4.3 and 4.4 show that the difference between
student’s performance and the calculated GTS performance is statically significant
for both measures. This result shows that the strategies students employed to solve
each level were more effective than GTS. This suggests that students were not blindly
progressing through the application without thinking. Furthermore, it is indicative
that students displayed the necessary skills to solve each level. This addresses our first
research question, that kindergarten students are able to meaningfully interact with the
triplet structure model.

It also shows signs that our pictures, and their audio descriptions, fit with the par-
ticipants’interpretations of the pictures, otherwise, they would not have been able to
perform well on the first two levels. Results suggest that students were able to use the
software and their observed affective response was also positive.

Between Level 2-2 and 3-1 there was a large drop from 89 students to 20 students. This
drop has been accounted to time constraints. Given how Level 3-1 contained only truth-
and-false exercises, there is little reason to believe that students would not be able to
complete it given more time.

Level 3-2 Figure 4.6 shows the average number of attempts of each problem during
GTS for Level 3-2. Students had little trouble with Difficulty 1. The same cannot be
said for Difficulty 2 and 3. There are two spikes in the graph which correspond to the
difficulty changes. This shows that Difficulty 1 was not so demanding, and as a result,
the students were not pushed to understand the meaning of what they were doing. As
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Figure 4.6: Average number of tries on Level 3-2 problems

soon as the difficulty went up, students struggled to solve the problem. However, after
this first peak, their performance quickly increased. This means that students were
quick to understand what was being asked of them after solving it for the first time.

Figure 4.7 shows a similar trend. The figure shows the value of RPOT for level 3-2.

Students had little trouble with difficulty 1 and they had difficulties with the same
problems shown in the previous analysis. However, it is worth noting that around 20%
of the participants managed to solve Problem 8 in one try. Level 8 is the point at
which Difficulty 3 is first introduced. This means that a good portion of the students
had a good understanding before the difficulty increased. The effects of the peaks are
summarized in Figure 4.8. The only peak that shows a statistical significance (t (13.83)
= 2.21, p <.05) is the difference between the average number of attempts between the
first problem (M = 18.07, SD = 22.35) and the other problems (M = 4.67, SD = 6.89).
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Figure 4.7: Ratio of problems solved in 1 try to total number of times attempted on
Level 3-2

Although the other peaks that were analyzed di not show statistical significance, they
all show the same trend.

These results show that students had trouble when the difficulty goes up in Level 3-2
but, after initially struggling, they could understand what was being asked of them, and
showed patterns of growth.

While this trend has been verified for the group in general, it remained unknown if the
students who had most trouble also showed similar patterns. Some of these students
have shown performance similar to the predicted GTS metrics. To investigate whether
these students also took advantage of using the system, we perform case studies for every
student whose average number of tries went above 50% of the predicted values.
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Figure 4.8: Comparison between performance on the first problem and on remaining
problems for Level 3-2 and Difficulty 2 and 3

4.2.2.2 Case studies

The performance of four participants on Level 3-2 is analyzed in this section. This means
that their performance was close to trying to game the system. This could be a sign
that they may not have engaged well with the system.

1. User 1: Performance of 1.0 * GTS value. This participant had a lot of trouble in
both peaks of difficulty (problems 6 and 8) and in problem 11. The participant
quickly solved the other problems in Difficulty 2 and 3;

2. User 2: Performance of 0.52 * GTS value. This participant had trouble from
problems 6 to 9. They quickly managed to solve problems 10 and 11;
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3. User 3: Performance of 0.54 * GTS value. This participant had similar results to
User 1;

4. User 4: Performance of 0.84 * GTS value. This participant had similar results to
User 1.

All four students had good performance in previous levels. None of the students com-
pleted Level 4. Since these students took time to get through Level 3, the reason they
did not complete Level 4 is likely because of lack of time.

Three of the four users had trouble with problems 6, 8 and 11. They had more trouble
than the other participants in the pilot study and this pushed their average performance
closer to GTS. That does not mean that they were not trying to actively solve and
understand the problems since after going through this initial trouble, they managed to
solve the other problems fast.

User 2 had a different scenario. The student had moderate trouble with problems 6 to
9, four problems in a row, and then the student’s performance went up in problems 10
and 11. The student did not have as much trouble with problems 6 and 8 as the other
participants, having more trouble with problems 7 and 9. Either the student finally
understood the activity while trying to solve problem 9 or they received help from
another student. We cannot be certain because although it was observed that some of
the students were asking for help, it is not possible to know if the student corresponding
to the examined log data asked for help or not.

Users had trouble with problem 11. Of the four problems of difficulty 3 in Level 3-2,
two of them are“decrease story”type, one is a“combination story”type and the last
one is an“increase story”type problem. Problems 8 and 11 are“decrease story”type
problems and participants had trouble with both. It could be the case that “decrease
story”type problems are more difficult for students.

These results suggest that, even when students struggled at first, they could meaningfully
take advantage of the application.

Results suggest that the interaction of students with the system was meaningful and
that they showed growth patterns. This remains true even when we isolate the students
that struggled at first. The overall analysis combined with the case studies answer our
second research question, that the interactions with the triplet structure model improve
as the students use the application.
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4.2.3 Limitations

The pilot study lacked a control group, a pre-test, and a post-test. This makes it hard
to evaluate the learning effects of the application. Time constraints also limited the
amount of data collected on the harder levels of the application.

Lastly, the interactions between students, and between teachers and students, may have
influenced application use. In the future, one solution to this problem would be to
isolate the children, so that data would be unaffected. Another approach would be to
collect data on these interactions so that it could be compared to the collected software
data. This would allow for a more complete view of application use and of the social
implications of the application.



Chapter 5

Case Study 2: Kit-build

5.1 Airmap & The Relation to Kit-build

5.1.1 System Design

This study uses two interfaces for the construction of concept maps. The first one is the
interface of the previously mentioned Kit-build. The second one, the Airmap interface
that was developed in the course of this study, will be detailed in this section. Both
interfaces approach map building by providing pieces to the user. This means that in
both interfaces users are not required to write the nodes and links of the concept map.
There are three major differences in the two interfaces:

1. Kit-build users have to manage the position of the pieces. In Airmap, the pieces
automatically position themselves.

2. In Kit-build, the user is shown all links and nodes in the same area from the very
beginning. In Airmap, the user is shown only the concepts in the beginning. Links
are added to the same area as the concepts according to the actions of the user.

3. To connect nodes, Kit-build users use connector gizmos. Airmap users use a link
selection menu.

These three differences will be further explained below. The study used two variants
of the Airmap interface. The difference is that one of the variants only shows the link
selection menu when the user connects two nodes. The other variant always keeps the
link selection menu visible. Differences in cognitive load between all three interfaces are
further explored below.

33
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Figure 5.1: The Kit-build interface

Figure 5.2: The Airmap interface

5.1.1.1 Kit-build

A screenshot of the interface of Kit-build can be seen in Fig. 5.1. In this figure, Concept
1, 2 and 3 are the nodes of the map. Link 1-2, Link 1-3 and Link 2-3 are the links. When
the activity starts, all nodes and links are displayed in a column. Links and nodes are
in separate columns.

In order to connect nodes, users have to drag-and-drop the connector gizmos of each
link. The connector gizmos are two circles connect to each link by a line. When the circle
comes into contact with a node by drag-and-drop, the circle disappears and the node
and link are connected. In Kit-build, a link can be connected to a single node during the
building process. By connecting a link to two different nodes we have a node:link:node
connection. This is called a proposition.

In order to disconnect nodes from links, the users have to click on a link. By clicking
on a link, the circles that disappeared during the connection process reappear. By
drag-and-dropping the circles away from the connected node, the link and node become
disconnected. The link can then be connected to other nodes.

In order to manage the layout, users are required to drag-and-drop the nodes and links.
In no moment do the links or nodes move by themselves.

5.1.1.2 Airmap

The interface of Airmap can be seen in Fig. 5.2. On the right, Concept 1, 2 and 3 are
the nodes. Users can click on a node to select it. In the figure, Concept 1 and Concept
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3 are selected. When two nodes are selected, a thick line connects them. Link 1-2 is the
link. Link 1-2 is connecting Concept 2 and Concept 1. Thin lines connect the link to
the two concepts. On the left, there are two buttons on a menu. They show the links
available alongside their available quantities.

Two variations of the interface have been built. In the first variation, the button menu
on the left only becomes visible when two nodes are selected. In the second variation,
the button menu is always visible.

In order to connect nodes, users have to select two nodes. Afterward, they have to click
on one of the link buttons in the left menu. Then, the link will appear, connecting the
two nodes. Unlike Kit-build, a link always connects two nodes. It is not possible to
associate a link with a single node in this interface.

In order to disconnect nodes, users have to click on the links. Clicking on a link destroys
it, breaking the connection. That link then becomes available on the left menu.

Users don’t have to manage the layout. Both links and nodes move automatically. The
user is unable to directly control the positions of the nodes and links. The algorithm
used to handle the layout is a type of force-directed graph drawing algorithm[70]. The
implementation used can be found in [71].

5.1.1.3 Cognitive load considerations between the interfaces

In this subsection, we analyze possible differences in cognitive load between the Kit-build
interface (Kit), Airmap with hideable links (AirA) and Airmap without hideable links
(AirB). All interfaces provide users with pre-labeled concepts and links, thus both are
CMA activities. They all involve cued recalls, that is, the labeled pieces provided help
users recall information. A summary of the analysis can be seen in Table 5.1.

Table 5.1: Cognitive load differences between the interfaces

Use case Kit AirA AirB
Concept search >Kit, >AirB >Kit
Link search >Kit >Kit
CCL >Kit >Kit, >AirB >Kit
CLC ?AirA, ?AirB ?Kit >AirA, ?Kit
LCC ?AirA, ?AirB ?Kit >AirA

To reason about cognitive load, we define possible interface use cases and try to model
what kind of information the user has to keep in working memory during the use cases.
We will first define the use cases and explain how they work generally. Afterward, we
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will explain how the use cases differ between each interface. All use cases define the
construction of a proposition formed by concept A, concept B, and link L.

The first use case we consider is the situation where the user picks concept A, searches
for a concept B that might be connected to concept A, then searches for the link L which
best describes a possible relationship between concept A and B. We will call this use
case CCL (concept-concept-link). During the search for concept B, information about
concept A is being constantly accessed because the user must find a concept which is
likely to be connected to A. When searching for link L, it is assumed that information
about both concept A and concept B are kept in working memory. Information about
both A and B is constantly accessed to make a decision if the current link being visualized
can connect A and B.

The second use case we consider is the situation where the user picks a concept A,
searches for a link L believed to involve concept A, then searches for a concept B which
is related to concept A through L. We will call this use case CLC (concept-link-concept).
Similar to CCL, the user has to record the initial information in his working mem-
ory(concept A), then he has to perform two searches, with the second search (concept
B) requiring the result from the first search (link L).

The third use case is LCC(link-concept-concept). The only difference to CLC is that
the user will first pick a link and then search for the concepts.

The three use cases we have defined all involve searching for the same three pieces
of information and only differ in the order of search. However, when analyzing the
differences between the interfaces, this order of search becomes important. First, we
compare AirA and AirB, the two interfaces which are most similar. In both AirA and
AirB concepts get selected after clicking. However, a user cannot select a link. By
selecting a concept, the user might decrease the cognitive load associated with keeping
the information of a concept in his working memory since it is marked in the interface.
Thus, this should facilitate both searches in CCL, the first search of CLC and the second
search of LCC. Now, remember that only in AirB the user has constant access to all link
labels. In AirA, the user can only see the links after selecting two concepts. Because of
this, LCC and CLC are unlikely to happen in AirA. If the user does engage in LCC or
CLC while using AirA, he will have further difficulty because if he forgets information
regarding the link, he will have to select two nodes in order to recheck link information.
However, since link information is hidden, users are less distracted when searching for
concepts. Thus, the first search of CCL should be easier in AirA compared to AirB.
To summarize, both AirA and AirB have mechanisms to facilitate CCL, with AirA
facilitating CCL further. However, AirA has mechanisms that make CLC and LCC
harder.
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Figure 5.3: Flow diagram for building the map and changing it into the expert map

Finally, we compare Kit to both AirA and AirB. In Kit, links and concepts share the
same space. In AirA and AirB, they exist in clearly separated spaces. Furthermore,
the user may have to engage in organizing the layout during a search, putting more
strain in the working memory. Thus, it is assumed that searching, in general, is more
difficult in Kit, for both concepts and links. Also, Kit does not allow for the graphical
selection of concepts. To compensate for this, users might develop spatial strategies,
such as moving a concept or a link to a specific position in order to simulate selection.
Such spatial strategies are not possible in AirA and AirB because these interfaces do not
allow users to move the pieces. However, these strategies are user-enforced and there is
no guarantee that users will use them. One advantage that Kit has over the other two
interfaces is that users can connect a concept directly to a link, without specifying the
second concept. This connection is visible. As such, during CLC and LCC, the user
can connect the first concept to the link, thus reducing the load on the working memory
while searching for the final concept to complete the proposition. Since during CCL
the link is only identified last, this mechanism is of no help. Thus we can say that Kit
has mechanisms that facilitate CLC and LCC. However, it cannot be said that Kit is
better than AirA and AirB for CLC and LCC since there are other factors involved, such
as differences in visual spaces and layout organization. Finally, AirA and AirB group
links with the same name as one element. This is not possible for Kit. This is another
element that speeds up the search for links when compared to Kit, in the case of maps
with multiple links that have the same label.

5.1.2 Support for Recreating the Expert Map

The general workflow for how the student builds their map and changes it into the expert
map can be seen in Fig. 5.3. At first, students build their map using Kit-build. When
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Figure 5.4: Timeline for Experiment 1

they are satisfied with their maps, they press the ’DONE’ button. At this point, the
built map is compared to the expert map by the system. If they are a perfect match,
the activity is over. If they are not a perfect match, the student is shown the differences
between their map and the expert map. The difference between the maps is made up
of two components. The first component is the parts of the expert map which are not
present in the student map. The second component is the parts of the student map
which are not contained in the expert map. This support system was only used in the
first experiment.

5.2 Kit-build Experiment 1

This study used a between-subjects design with three conditions: AirA, AirB, and Kit.
The experiment had a main phase and an optional delayed phase. In the main phase,
participants were required to:

• Read tool instructions.

• Build the training map using the tool.

• Read a narrative.

• Take the comprehension pre-test.

• Build the text map using the tool.

• Take a cognitive load survey.

• Take a flow measurement test.

• Take the comprehension post-test.

• Take a demographics survey.
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The only difference between the conditions was the interface used. AirA used Airmap
with hideable links. AirB used Airmap without hideable links, and Kit used Kit-build.
The interfaces did not have automatic feedback enabled and users could submit incorrect
maps. Participants who completed the main phase were invited to participate in the
delayed phase. The delayed phase consisted of the same comprehension post-test used
in the main phase, but with a delay of one week. A timeline for this experiment can be
seen in Fig. 5.12.

5.2.1 Participants

Participants were recruited through Amazon Mechanical Turk (AMT) between Decem-
ber of 2017 and January of 2018. Participants were required to be residents of the U.S.
and were also required to have completed more than 5000 tasks on AMT with an ap-
proval rate above 97%. This was done to ensure quality and avoid automated programs
from participating in the experiment. Participants were also required to use a computer
while participating since the experiment was not optimized for mobile devices. Partic-
ipants were paid $2 upon completion of the activities. Participants who agreed to take
the delayed post-test received an additional $0.15.

5.2.2 Materials

A narrative text involving sled dog racing was used[72]. The comprehension pre-test
and post-test both used the same questions. The questions used were the reading com-
prehension exercises found in [72], but only the multiple choice questions were included.
A 7-point Likert scale was used for measuring perceived difficulty and perceived effort.
Previous research shows that subjective rating scales like these can be valid measure-
ments of cognitive load[73]. We also collect time-stamped log data of software use. This
data is used to calculate time-on-task and the number of actions participants take to
build the map. Both are indirect objective measurements of cognitive load[74] and have
been used before[75, 76]. The flow-short-scale[77] was used for measuring flow. An ad-
ditional question was included in the flow short scale to measure the perceived fun of
the activity. The map participants were requested to build was based on the text and
on the reading comprehension exercises.

5.2.3 Procedure

The experiment was delivered through a website. Participants completed informed con-
sent and then proceeded to read instructions on the map building tool they would use.
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Afterward, they would build the training map to get used to the tool. The training map
consisted of three concepts and three links. The content of this training map had no
relation to the rest of the experiment. The tool instructions and the tool used to build
the map was specific to each condition. After building the training map, participants
read the narrative and answered the pre-test. After the pre-test, participants had to
build the map using the tool respective to their condition. Then, all participants had to
answer the cognitive load questions related to the map buildinfg task. This was followed
by the flow measurement questions also related to the map building task. Participants
then answered the post-test and completed the demographics survey, ending the main
phase of the experiment.

All activities in the main phase had a 5-minute limit, with the exception of building the
map, which had a 10-minute limit.

One week later, participants were contacted by email to take part in the optional delayed
phase. The delayed phase consisted of the same comprehension test taken in the pre-test
and post-test. Participants did nothing else other than answer the comprehension test.

5.2.4 Results

66 participants attempted the experiment. 6 users were excluded because of a data
collection bug (N = 60). None of the demographics collected (gender, age and edu-
cational attainment) were related to the assigned condition under a chi-square test of
independence. 28 users participated in the optional delayed phase.

To analyze the cognitive load metrics, we used a non-parametric MANOVA with Wilks’s
lambda because not all metrics passed a test of normality. The procedure used is de-
scribed in [78]. A multiple testing procedure using Wilk’s lambda was performed for the
post hoc comparisons. The procedure controls for type I error and it is also described
in [78]. Statistical tests were performed at α = 0.05 to address our research questions.

To address our first research question, whether changes in layout management burden
and visual load affect the cognitive load during concept map construction, we performed
a non-parametric MANOVA on the four dependent variables related to cognitive load,
including the number of actions, time-on-task, perceived difficulty and perceived effort
when building the map. The predictor used was condition. Table 5.2 shows the sample
size, the mean and standard deviation for all four dependent variables tested among the
3 conditions.

The non-parametric MANOVA revealed a significant main effect of condition on cog-
nitive load, F(8, 108) = 2.942, p = 0.005. Post hoc comparisons between subsets of
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condition using a closed multiple testing procedure revealed that the cognitive load for
the Kit condition was significantly higher than the cognitive load for the AirB condition
(p = 0.003). No other subsets of condition showed significant differences. Post hoc
comparisons on subsets of the dependent variables revealed a significant difference for
the number of actions (p = 0.014) between conditions and for every subset that con-
tained the number of actions. No other subsets of dependent variables were significantly
different.

To address our second research question, whether changes in layout management burden
and visual load affect flow during concept map construction, we performed a Kruskal-
Wallis H test on flow scores as the dependent variable. The predictor used was condition.
Mean and standard deviation for the flow scores can be seen in Table 5.3. The test did
not reveal a significant effect for condition on flow scores. All interfaces scored below
flow measures during learning in an obligatory statistics course (M = 4.60, SD = 1.16)
and during playing a computer game on moderate difficulty(M = 4.68, SD = 1.18)[77].
Although not statistically significant, both Airmap interfaces had similar flow scores and
they both outperformed flow scores reported during Kit-build use.

We could not address questions 3 and 4 because significant gains in reading comprehen-
sion could not be seen in the data for all conditions. There were six questions and pre-test
scores had an average higher than five questions answered correctly. It is believed this
was caused by the low difficulty of the reading comprehension test.

Our main finding for experiment 1 is that changes in layout management burden and
visual load reduced the cognitive load during the map building activity. Although only
the Airmap interface without hideable links showed statistically lower cognitive load
when compared to the Kit-build interface, the Airmap interface with hideable links
outperformed the Kit-build interface in all four cognitive load metrics. Also, there were
no significant differences between the two Airmap interfaces. This means that whether
the links are hideable or not should not have a large impact on cognitive load.

Given the low flow scores, we can assume that there is no reduction of the perceived
cognitive load because of the flow state. As such, objective metrics of cognitive and
self-reported subjective metrics should follow the same trends, which does happen for
perceived difficulty. Flow scores follow an opposite trend to perceived difficulty scores,
which could be interpreted as the Kit-build task being perceived as too difficult by users,
thus resulting in a lower flow score by deviating from the ideal flow conditions.
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Table 5.2: Cognitive Load metrics

Group N N. of actions Time-on-task Perceived difficulty Perceived effort
M (SD) M (SD) M (SD) M (SD)

AirA 18 57.78 (20.50) 276.17 (132.14) 3.28 (1.13) 4.22 (1.22)
AirB 23 54.91 (16.39) 328.22 (144.12) 3.13 (1.32) 4.78 (1.28)
Kit 19 91.53 (44.98) 361.00 (163.26) 3.79 (1.51) 4.74 (1.05)

Table 5.3: Comprehension and flow measurements

Group Flow Pre-test Post-test Map score
M (SD) M (SD) M (SD) M (SD)

AirA 4.19 (0.79) 0.92 (0.16) 0.91 (0.13) 9.44 (4.97)
AirB 4.25 (0.80) 0.85 (0.19) 0.89 (0.16) 8.96 (3.46)
Kit 3.62 (1.14) 0.89 (0.10) 0.89 (0.17) 6.42 (5.06)

5.3 Kit-build Experiment 2

This experiment is similar to the previous experiment, but with a higher focus on reading
comprehension gains. The main difference from the previous experiment is that users
received automated feedback while using the tool and are required to construct the
correct map to proceed. Furthermore, there was an increase in difficulty in the text read
and in the content of the pre-test and post-test. These changes made it easier to answer
research questions three and four, which are the main concerns of this experiment.

Table 5.4: Collected metrics for all participants in Experiment 2

Group N Pre-test Post-test Normalized N. of actions Time-
Change on-task

Air 26 0.60 (0.19) 0.78 (0.21) 0.47 (0.40) 146.52 (69.38) 771.00 (270.41)
Kit 24 0.58 (0.22) 0.82 (0.11) 0.53 (0.30) 280.58 (268.52) 944.50 (259.82)

Table 5.5: Metrics for participants who completed the delayed test

Group N Pre-test Post-test Delayed test Delayed Normalized change
Air 20 0.59 (0.19) 0.78 (0.21) 0.59 (0.15) 0.03 (0.26)
Kit 16 0.59 (0.22) 0.82 (0.10) 0.70 (0.17) 0.25 (0.37)

5.3.1 Design

This study used a between-subjects design with two conditions: Air and Kit. The exper-
iment had a main phase and an optional delayed phase. In the main phase, participants
were required to:
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• Read tool instructions.

• Build the correct training map using the tool.

• Read a text.

• Take the comprehension pre-test.

• Build the correct text map using the tool.

• Take the comprehension post-test.

The only difference between the conditions was the interface used. Air used the Airmap
interface without hideable links and Kit used the Kit-build interface. The interfaces
had feedback enabled and required participants to redo their maps until they built the
correct map. Participants who completed the main phase were invited to participate in
the delayed phase. The delayed phase consisted of the same comprehension post-test
used in the main phase, but with a delay of two weeks.

5.3.2 Participants

Participants were recruited in the same way as described in subsection 5.2.1 of experi-
ment 1, differing only in monetary compensation and recruitment period. Participants
of experiment 1 were not allowed to participate in experiment 2. The monetary differ-
ences were due to longer experiment times and to increase the number of participants
of the delayed phase. Participants of this experiment were recruited during February of
2018. They were paid $3.10 upon completion of the activities. Participants who agreed
to take the delayed post-test received an additional $0.80.

5.3.3 Materials

The text used described various characteristics of the Komodo dragon. It is a modified,
shorter version of a text found in Wikipedia1. The comprehension pre-test and post-tests
contained the same questions. The questions consisted of ten multiple choice questions
created to test the content of the text. The map participants were requested to build
was based on the text and on the reading comprehension exercises.

1https://en.wikipedia.org/wiki/Komodo_dragon

https://en.wikipedia.org/wiki/Komodo_dragon
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Figure 5.5: Pre-test, post-test and delayed-test score averages for participants who
completed the delayed test

5.3.4 Procedure

The procedure was similar to the procedure of experiment 1, described in subsection
5.2.3. This section will list the differences between the procedure of the two experiments.
Neither flow tests nor cognitive load tests, present in experiment 1, were present in
experiment 2. Regarding the construction of the concept map, there was a change of
time limit from ten minutes in experiment 1 to twenty minutes in experiment 2. Also,
unlike experiment 1, users were given automated feedback by the system and could only
proceed to the next task after submitting the correct map. The delay between phases
was increased from one week in experiment 1 to two weeks in experiment 2.

5.3.5 Results

50 participants attempted the experiment. Of these, 36 users participated in the optional
delayed phase.

To compare gains in reading comprehension, we calculated the normalized change as
described in [79]. Pre-test, post-test and normalized change scores for all participants
can be seen in Table 5.4. To compare retention, we also calculated a normalized change
metric. However, we used the delayed test scores as the post-test instead. We call
this metric the delayed normalized change. Pre-test, post-test, delayed test and delayed
normalized change scores can be seen in Table 5.5. The data in Table 5.5 is only related
to the students who participated in the delayed test. Statistical tests were conducted at
α = 0.05 to address research questions three and four.

To address our third research question, whether changes in layout management burden
and visual load during the concept map building activity affect immediate reading com-
prehension gains, we analyze the data seen in Table 5.4. There is very little difference
in pre-test scores, post-test scores, and normalized change. The same trends can be
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seen in pre-test scores and post-test scores seen in Table 5.5. We can conclude that
changes in layout management burden and visual load do not have a large effect on
reading comprehension gains. That being said, participants in the Air condition display
a higher variation in scores. Although this difference is small, it could be interpreted as
the Airmap interface having a larger sensitivity to differences between the users. In the
Kit condition, which requires users to manage their own layout, users are more likely to
engage in the same way with the map, thus being less sensitive to user individualities.

To address our fourth research question, whether changes in layout management burden
and visual load during the concept map building activity affect the retention of read-
ing comprehension gains, we performed a Mann-Whitney test with delayed normalized
change as the dependent variable and condition as the predictor. The test revealed that
normalized change for the Kit condition (Mdn = 0.27) was significantly higher than
normalized change for the Air condition (Mdn = 0), U = 94, p = 0.03. Looking at the
scores on Table 5.5, both conditions answered six questions correctly on average during
the pre-test. This goes up to around eight questions on average during the post-test, for
both conditions. Then, after two weeks, users in the Air condition went back to answer-
ing six questions on average, while users in the Kit condition answer seven questions on
average. This can be visualized in Fig. 5.5. Thus, even after two weeks, users from the
Kit condition have a greater performance than before building the map. It is important
to stress that although users from the Air condition have delayed post-test scores similar
to the pre-test scores, the pre-test has been performed after reading a text. Since after
two weeks it is expected that they would forget about the content, delayed test scores
would be lower than pre-test scores. As such, both conditions are believed to have had
gains in retention.

Moving beyond normalized change, Fig. 5.6 gives us better insight on how test scores
improved after building the map for each condition. We have examples of users going
from answering only one question before building the map to answering seven questions
afterward. The score of only one user went down after building the map. Most of the
users answered between eight and ten questions in the post-test. Fig. 5.7 gives us insight
on how users fared two weeks later when compared to their performance before building
the map. A lot of the users did not change in this comparison. Some users in the Kit
condition have improved their scores by four questions, while only one user of the Air
condition got an improvement of three questions. In the Air condition, we have a drop
in performance of as much as four questions. For the Kit condition, performance only
drops as much as two questions. Finally, Fig. 5.8 gives us insight on how users fared two
weeks later when compared to their scores after building the map. We have abnormal
improvements in both conditions. That is, after the two-week retention period, we have
users who perform better in the test scores. It cannot be said if this is due to luck
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or if some participants ended up studying the subject by themselves between phases.
Once again, users from the Air condition have bigger losses, going up to as much as a
five-question difference. Users from the Kit condition, however, have at most a drop of
three questions.

Although not a main concern of this experiment, time-on-task, and the number of actions
differences between Air and Kit conditions show the same trends as in experiment 1.
This indicates that cognitive load is also being reduced in this experiment.

Our main findings for experiment 2 is that a reduction in layout management burden
and visual load did not affect immediate reading comprehension but did negatively affect
retention of those gains. It is assumed that this occurs because users commit information
deeper in memory while trying to organize the layout of the map. We can assume that
the cognitive load associated with layout management and the display of information
has a germane load component.

5.3.6 General Discussion

Experiment 1 showed that overall cognitive load related to building the map is reduced
by using the Airmap interface. This can be associated with a reduction of cognitive load.
This indicates that the proposed approach can reduce cognitive load. This suggests that
adding layout automation and spatial separation to educational software can provide
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benefits linked to reduced cognitive load, such as reducing stress and dissatisfaction[80,
81].

Experiment 2 showed that there was little difference in reading comprehension gains.
As such, we can assume that the portion of load reduced is not associated with compre-
hending the information. Thus, as far as comprehension goes, Airmap shows superior
performance when compared to Kit-build, since there is a reduction of cognitive load
without reducing comprehension.

This, however, did not hold true for retention. The Kit-build interface outperforms the
Air interface after a two week period. As such, we have a trade-off between cognitive
load and retention. Thus, the cognitive load differences between the two applications
are related to information retention. Past research has shown other cases of association
between cognitive load and retention[82]. Literature has also shown other cases where
cognitive load reduction diminishes learning effects in general[83]. While it is believed
this is mostly caused by the layout management burden factor, there is also the visual
load reduction factor. Isolating the factors to see how they affect retention is a matter
for future research.

Results further inform teachers who use Kit-build in class, allowing them to choose
between the Air interface and the traditional Kit-build interface, depending on the
necessity of content retention. The possibility to reduce time-on-task also makes it
easier to incorporate computer-based concept mapping on busy classes. Furthermore,
developers of other closed concept map building tools can now make a more informed
decision about the worth of adding automated layouts and spatial separation to their
tools.

The results also suggest that learning applications, in general, could be made easier to use
without sacrificing immediate comprehension by using the described approaches when
they are applicable and when retention is not of concern. This reduces the mental effort
used by learners, allowing them to focus their energies on other activities. It also suggests
that a reversed approach can increase retention gains of learning activities. Mixing areas
of the interface to eliminate spatial separation and forcing the user to manage the layout
would be examples of reversed approaches. Activities in which retention play a strong
role, such as vocabulary learning[84] and science classes[85], could benefit from these
reversed approaches.

Results also have implications in the comparison between CMA and TMC. The trends
shown by the results are similar to those seen in comparisons between CMA and TMC.
Kit-build, without automated feedback, performs similarly to traditional creation in
reading comprehension but outperforms it in retention[33]. The experiments performed
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shed some light on why this happens. Differences in retention are not only because of
having to search for the appropriate links and nodes but also because users have to
manage the layout of those provided pieces. Having to keep information in the working
memory while organizing the layout does little for improving comprehension but does
help in committing the comprehended information into long-term memory. That being
said, verifying how Airmap fares against traditional map building would give further
information into the factors that affect retention in concept map building.

5.4 Kit-build Experiment 2 New and Previous Knowledge
Analysis

5.4.1 Method

5.4.1.1 Data Analysis Methods

Each research question needs a quantifiable metric. The metrics can be modeled after
answer transitions between a test done before the concept map is built (pre-test), after
the concept map is built (post-test), and after a delayed period (delayed post-test).
Table 5.6 shows how each question can be classified. Each classification is related to one
of the research questions.

”Review” is related to reviewed knowledge. ”New” is related to new knowledge. ”On-
Delay” metrics are related to the two week retention period after building the map.
Metrics which don’t have the word ”OnDelay” on them are related to the immediate
measurements. Those immediate measurements are the pre-test and post-test performed
minutes before and after building the map.

The questions are classified and then counted for each metric. This gives raw metrics
for each user. Based on the raw metrics, normalized metrics are then calculated. The
normalized metrics take into account individual ceilings into the calculation of each
metric and are more representative of each research question. The normalized metrics
and their formulas can be seen in Table 5.7.

5.4.1.2 Results

Normalized values for Review, New, Retained Review, and Retained New were calculated
for each participant using their answers for the pre-test, post-test and delayed post-
test from the data set. Table 5.9 shows the number of participants of each condition,
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Table 5.6: Question classification table

Answer Correctness

Classification Pre-test Post-test Delayed Post-test

Review Correct Correct NA
New Incorrect Correct NA
ReviewOnDelay Correct Correct Correct
NewOnDelay Incorrect Correct Correct

Table 5.7: Calculated user metrics and their formula. Pre refers to pre-test scores.
Review, New, ReviewOnDelay, and NewOnDelay refer to the number of questions be-

longing to each classification for that particular user.

Metric Formula

Normalized Review Review
Pre

Normalized New New
1−Pre

Normalized Review Retention ReviewOnDelay
Review

Normalized New Retention NewOnDelay
New

Table 5.8: The format of the log data for test answers in the experiment

User ID Test Question Number Answer Correctness
12345 Pre-test 2 4 True
12345 Post-test 3 2 False

Table 5.9: Average and standard deviation for the four relevant normalized metrics.
Review and Retained Review are related to reviewed knowledge. New and Retained
New are related to new knowledge. Kit is the condition which takes influence from the

positioning task.

Group N Review New Retained Review Retained New
Air 19 0.92 (0.13) 0.66 (0.29) 0.60 (0.27) 0.57 (0.38)
Kit 16 0.89 (0.12) 0.72 (0.21) 0.87 (0.17) 0.60 (0.34)

alongside the average and standard deviation of the relevant normalized metrics. Figure
5.9 shows box plot comparisons of the two conditions.

To address how the positioning task affects immediate retained knowledge, we compare
the values of Normalized Review shown in the boxplots of Figure 5.9 and the average
values seen in Table 5.9. There is very little difference in Normalized Review between
the two interfaces, with users remembering around 90% of their pre-test answers in the
post-test.

To address how the positioning task affects immediate new knowledge, we compare
the values of Normalized New shown in the boxplots of Figure 5.9 and the average
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values seen in Table 5.9. There is very little difference in Normalized New between the
two interfaces, with users from both interfaces correctly answering around 70% of the
questions in the post-test that they could not answer correctly in the pre-test.

To address how the positioning task affects delayed reviewed knowledge, we performed
a Mann-Whitney test with Retained Review as the dependent variable and condition as
the predictor. The test revealed that Retained Review for the Kit condition (Mdn = 1)
was significantly higher than Retained Review for the Air condition (Mdn = 0.62), U
= 58, p = 0.002. Looking at Table 5.9, Airmap users remember around 60% of revised
information. In contrast, Kit-build users remember 87% of the revised information. Not
only that, but the standard deviation is lower for Kit-build, suggesting results are more
stable. Both Air and Kit maintain similar transitions during Map building, but Air
drops steeply after the two-week delay, as far as reviewing is concerned. In contrast, Kit
shows little loss in reviewed knowledge after the two-week delay.

Looking at the scatter plot in Figure 5.10, multiple Kit-build users forgot none of the
test answers related to reviewed information after two weeks. In the worst case scenario,
Kit-build users would forget two answers, while Airmap users could forget up to four
answers.

To address how the positioning task affects delayed new knowledge, we compare the
values of Retained New in the boxplots of Figure 5.9 and the average values seen in
Table 5.9. There is very little difference in Normalized Retained New between the two
interfaces. This suggests that the two interfaces do not differ in retention as an acqui-
sition tool. Users of both interfaces remember around 60% of the acquired information.
This value is similar to the Normalized Retained Review users have during Airmap use.
This suggests that users process reviewed information and new information at around
the same level while using Airmap.

5.4.2 Discussion

Results show that there was little difference in immediate new knowledge, in the retention
of new knowledge, and in immediate reviewed knowledge. As such, we can assume that
the differences between the interfaces are not associated with processing new knowledge.
Thus, Airmap outperforms Kit-build when new knowledge is of concern since users can
make maps using less effort without decreasing immediate and delayed understanding of
new knowledge. The reduction in effort, believed to also cause a reduction in cognitive
load, is desirable because it has been associated with various benefits, such as reduced
stress and higher satisfaction[80, 81]. Results are in line with past research that stated
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the positioning task does not affect immediate learning gains[86], but it goes further to
also state that it does not affect the retention of new information.

This, however, did not hold true for delayed reviewed knowledge. Kit-build outperforms
Airmap in retention of reviewed content after a two week period. As such, we have a
trade-off between effort and reviewing retention. Cognitive load reduction leading to a
reduction in general retention has been shown in other research as well[82, 83], which is in
line with the theory that Airmap has lower cognitive load than Kit-build[86]. Unlike past
results, results suggest that this influence on retention is limited to reviewing activities.
The reduction is believed to be mostly caused by the layout management burden, but
there is also the visual load reduction factor. Isolating these two factors to see how they
affect reviewing retention is a matter for future studies.

Results also inform further educators who use closed concept map building tools. Pre-
viously it was stated that Kit-build should be used whenever retention is of concern[86].
However, current results suggest that Kit-build should be used as a tool for reviewing. If
the user does not have a good grasp of the content, Airmap is better suited since a good
portion of information will be new. Furthermore, developers of other closed concept
map building tools now have more information when deciding whether or not to add
automatic layout management and spatial separation to their tools.

Past research has also pointed out that learning applications, in general, could be made
easier to use by applying automatic layout management and spatial separation when
retention is not of concern[86]. The same work also pointed out that using a reversed
approach could benefit retention gains in learning activities. Adding the positioning
task to the activity would be the reversed approach. Current results go further, stating
that retention is only prejudiced during reviewing activities, so the amount of activ-
ities that could benefit from removing the positioning task is higher than previously
thought. However, the reversed approach that was thought to benefit overall reten-
tion, is suggested to only influence retention during reviewing. As such, only learning
activities which focus on reviewing knowledge should consider this reversed approach.
Fields in which retention play a strong role, such as vocabulary learning[84] and science
classes[85], could benefit from review activities focused on these reversed approaches.
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5.5 Kit-build Experiment 2 Node Oriented Analysis

5.5.1 Coupling Nodes and Questions

In order to carry out the analyses in this study, it is necessary to couple portions of
the map with external questions. While it would be simpler to couple concept map
propositions with propositions, since propositions represent meaningful information in
the concept maps, nodes were chosen instead. This is because, when discussing propo-
sitions, it is only possible to discuss if the proposition is present or not. When using
nodes, it is possible to take into account if the nodes are used in correct propositions,
incorrect propositions or in no propositions. This allows us to argue by using proposition
information while also being able to take into account whether the nodes are not used
at all. Fig. 5.11 shows examples of the three possible proposition states.

One thing to note is that central nodes which are used in a wide variety of propositions
are not included in this analysis. This is because that would add a lot of noise into the
analysis. In the material used in this study, a concept map between Komodo dragons
is used. In this case, the node ”Komodo dragon” is related to every question, so it is
omitted.

Table 5.10 has some examples of questions used in this study alongside the nodes they
are coupled with.

5.5.2 Method

Table 5.10 shows two examples of questions included in the test used. Table 5.11 shows
some proposition examples from the map. Each proposition is composed of two concepts
connected by a link.

5.5.3 Results

The dataset contains entries from 51 users, but only the data related to the 34 users
who completed the delayed post-test was used. Out of the 34 users, 18 are Airmap users
and 16 are Kit-build users.

612 entries generated by the pairing of nodes and questions were identified in the col-
lected data. The amount of entries divided by proposition classification, interface and
delayed test answer can be seen in Table 5.12. The entries distribution can be more
easily visualized in Fig. 5.13. Proposition non-existence shows the worse performance
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in delayed post-test answers. Surprisingly, proposition correctness and proposition ex-
istence does not show much difference in delayed post-test performance. These matters
will be further investigated below as the research questions are addressed.

To address our first research question, whether learning performance related to the con-
tent represented by closed concept map nodes can be predicted by whether the propo-
sitions using the nodes are correct, we performed a Mann-Whitney test with question
correctness as the dependent variable and node proposition correctness as the predic-
tor. The test revealed that question correctness for nodes that have correct propositions
(Mdn = 1) was significantly higher than question correctness for nodes that did not have
correct propositions (Mdn = 1), U = 17.81, p <0.001.

The delayed post-test correctness rate is 0.72 for nodes with correct propositions. In
contrast, the delayed post-test correctness rate for nodes with incorrect propositions is
0.56. These ratios have been calculated by adding and dividing the appropriate values
in Table 5.12. Given that the users are receiving automated feedback and that the data
used is from before the feedback, it makes sense for the difference to not be so high.

To address our second research question, whether learning performance related to the
content represented by closed concept map nodes can be predicted by whether proposi-
tions using the node exist, we performed a Mann-Whitney test with question correctness
as the dependent variable and node proposition existence as the predictor. The test re-
vealed that question correctness for when propositions exist (Mdn = 1) was significantly
higher than question correctness for when propositions do not exist (Mdn = 0), U =
15.28, p <0.001.

Delayed post test correctness is 0.67 for nodes that are involved in any proposition. 0.47
is the post test correctness for nodes that were not used in any proposition. Interest
to note is comparing proposition existence with proposition correctness, there is not
much gap between propositions existing (0.67 correctness) and propositions being correct
(0.72 correctness). However, the gap is bigger between propositions not existing (0.47)
and not having correct propositions (0.56). This means that not using the node on
any propositions has a bigger impact than not making correct propositions. While
proposition existence is a stronger predictor, it is rare for users to leave nodes unused
in Airmap. So correctness and existence can be used together.

While both research questions have been answered, the interface used and differences
between users was not taken into account in the analyses. For that reason, additional
exploratory analyses using the interface and the user as covariates were performed. Since
the Mann-whitney test cannot take into account covariates, two logistic regressions were
performed. The first one took into account proposition correctness using the node, the
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Table 5.10: Examples of questions in the tests and the nodes they are related to in
the concept map.

Question Choices Related Nodes
3) Komodo’s large size has Island gigantism and Large Size
been attributed to: being an excelent predator

Being an excelent predator and Island Gigantism
being a representative of (...)varanid lizards
extinct large varanid lizards
Island gigantism and
of extinct large varanid lizards

being a representative
Being an excelent predator and
their venomous bite
Island gigantism and being and
their venomous bite

7) About their They mate in September Between May
(Komodo Dragons) They mate in October and August
reproduction They mate between September

and December
They mate between May
and August
They mate in December

interface used and the users. The second one took into account proposition existence
using the node, the interface used and the users.

Information on the first regression can be seen in Table 5.13. Correct propositions using
the node is a significant predictor. Interface is not a significant predictor. Some of the
users, mainly those who performed well, have been identified as significant predictors.
This means that some users perform well regardless of proposition correctness.

Information on the second regression can be seen in Table 5.14. Proposition existence
using the node is a significant predictor. Like the previous analysis, interface is not a
significant predictor but some of the users are identified as significant predictors.

The two analyses suggest that the effect of proposition correctness and proposition
existence remains even after controlling for the interface and the users.

Results show that analytics using closed concept maps can be used to understand how
much students learn specific parts of the content. This goes beyond previous results
which focused only on the correlation between test scores and map scores[45].
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Correct

Incorrect

Not-existent

Figure 5.11: Examples of the three possible proposition states for node ”Between
May and August”

Figure 5.12: Timeline for the Experiment.
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Table 5.11: E

Concept 1 Link Concept 2
komodo dragon has large size
large size attributed to Island gigantism
large size attributed to representative of extinct large varanid lizards
komodo dragon mates between May and August

Table 5.12: Amount of data entries for each node classification based on the propo-
sitions that use the node. Entries are further divided based on the interface used and
based on whether or not they answered the corresponding question correctly on the

delayed post test.

Node Interface Test Amount
Incorrect Airmap Incorrect 58

Correct 63
Kit-build Incorrect 61

Correct 85
Correct Airmap Incorrect 64

Correct 139
Kit-build Incorrect 33

Correct 109
Not exist Airmap Incorrect 17

Correct 11
Kit-build Incorrect 32

Correct 32
Exist Airmap Incorrect 105

Correct 191
Kit-build Incorrect 62

Correct 162
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Figure 5.13: Bar graph showing the relationship between proposition correctness and
the answer to the related questions on the delayed post test. Proposition correctness is

associated with correct answers on the delayed test.
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Table 5.13: P values and odds ratio for the logistic regression related to proposition
correctness using the nodes. HV signifies high values that were omitted, for one user

that had perfect scores.

OR 2.5 % 97.5 % p
Correctness 1.86 1.25 2.78 <0.001

Interface 1.62 0.42 6.38 0.49
user2 0.70 0.18 2.65 0.60
user3 1.02 0.26 3.87 0.98
user4 1.15 0.29 4.70 0.84
user5 1.15 0.29 4.70 0.84
user7 0.88 0.23 3.34 0.86
user9 3.60 0.82 19.77 0.11

user11 0.78 0.20 2.96 0.72
user18 0.90 0.23 3.44 0.88
user19 0.95 0.25 3.59 0.94
user20 5.74 1.12 44.09 0.05
user22 4.54 0.88 34.86 0.09
user23 2.52 0.55 14.02 0.25
user24 7.33 1.46 56.12 0.03
user25 3.60 0.82 19.77 0.11
user26 0.36 0.09 1.36 0.14
user27 1.67 0.41 7.22 0.48
user29 0.93 0.24 3.67 0.92
user30 HV HV HV 0.98
user31 0.85 0.22 3.26 0.81
user32 0.54 0.13 2.08 0.38
user34 2.03 0.50 8.78 0.33
user37 1.45 0.38 5.70 0.58
user39 0.64 0.16 2.43 0.52
user40 0.76 0.20 2.94 0.69
user41 1.40 0.34 6.06 0.64
user42 2.07 0.53 8.47 0.30
user43 4.39 0.99 24.25 0.06
user44 0.72 0.18 2.75 0.64
user45 5.25 1.17 29.21 0.04
user47 3.53 0.84 16.74 0.96
user48 1.04 0.27 3.94 0.49
user49 1.61 0.42 6.50 0.56

Constant term 0.75 0.28 2.07 0.56
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Table 5.14: P values and odds ratio for the logistic regression related to proposition
existence using the nodes. HV signifies high values that were omitted, for one user that

had perfect scores.

OR 2.5 % 97.5 % p
Existence 2.11 1.11 4.09 0.02
Interface 1.26 0.33 4.85 0.74

user2 0.64 0.17 2.37 0.51
user3 0.80 0.21 2.98 0.74
user4 1.27 0.32 5.12 0.73
user5 1.27 0.32 5.12 0.73
user7 0.80 0.21 2.98 0.74
user9 4.00 0.91 21.86 0.08
user11 0.78 0.20 2.96 0.72
user18 0.78 0.20 2.96 0.72
user19 0.83 0.22 3.11 0.78
user20 6.56 1.26 51.05 0.04
user22 5.37 1.06 41.03 0.06
user23 3.18 0.71 17.47 0.15
user24 6.40 1.29 48.50 0.04
user25 4.00 0.91 21.86 0.08
user26 0.44 0.11 1.64 0.23
user27 1.65 0.41 7.05 0.48
user29 1.00 0.26 3.88 1.00
user30 HV HV HV 0.98
user31 1.32 0.32 5.48 0.70
user32 0.54 0.13 2.13 0.39
user34 2.59 0.60 11.83 0.21
user37 1.26 0.33 4.85 0.74
user39 0.99 0.23 4.20 0.99
user40 0.98 0.25 3.81 0.98
user41 1.65 0.41 7.05 0.48
user42 1.60 0.42 6.41 0.50
user43 4.00 0.91 21.86 0.08
user44 1.10 0.26 4.52 0.90
user45 4.65 1.05 25.78 0.05
user47 2.80 0.68 13.03 0.80
user48 1.18 0.31 4.54 0.42
user49 1.75 0.45 7.07 0.36

Constant Term 0.59 0.19 1.87 0.36
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Figure 5.14: Bar graph showing the relationship between proposition existence and
the answer to the related questions on the delayed post test. Proposition existence is

associated with correct answers on the delayed test.



Chapter 6

Conclusion

6.1 Monsakun

In this study, the design of an application for teaching the conceptual understanding
of contextual problems for Kindergarten students was presented. Furthermore, the vi-
ability of the application was verified through use in a Kindergarten classroom. The
interaction of users with the application was successful in many respects. Students
showed good affective responses and satisfactory performance, outperforming the GTS
calculated measures. The results suggest the following:

1. The application is successful in allowing for meaningful interaction with the Triplet
Structure Model without the use of text and arithmetic expressions;

2. Students interactions with the Triplet Structure Model improve while using the
application, quickly clearing problems which had given them trouble in the past.

Their growth patterns and the distance to gaming the system patterns suggest that the
interactions of the students with the software are meaningful. This indicates that the
Triplet Structure Model is effective for younger children too. The results strengthen
the software position as a tool to help kindergarten students to understand contextual
problems conceptually.

The design and viability verification of the application, alongside the data analysis sug-
gesting meaningful use and growth inside the application are the main contributions of
this study.

The interactions of the students get better as they clear problems. As such, improvement
inside the application has been verified. The lack of evaluations from outside the system,
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such as using a control group, pre-test, and post-test makes it hard to verify how well
this transfer to other contexts. This is one issue to be tackled in future studies.

The case-by-case results suggest that students who struggled during some critical levels
are also engaging and improving their understanding, they just took longer than other
students to overcome hard challenges for the first time.

Looking at the average values, students perform well in the early levels. However, some
of the students may be leaving Level 1 and Level 2 without a clear interpretation of the
pictures. Adding user modeling and procedural question generation to the application
is one approach to make sure that students are leaving the earlier levels with the desired
interpretation of the pictures. Furthermore, increasing the number of easier problems
in Level 3 problems might make it easier for students to clear the harder levels.

The next step in this research is to allow students to create the story pieces themselves.
The objective would be to make children think deeply about each quantity separately.

6.2 Kit-build

Software-based concept map assembling from provided pieces is an effective learning
method. Yet, no cognitive load studies of this approach have been found in the literature,
despite the benefits of cognitive load optimization. This study attempted to lower the
cognitive load associated with the activity by developing an interface with automatic
layout management and spatial separation of elements. Results show that the developed
interface was successful in reducing cognitive load. Furthermore, no significant reduction
of gains in immediate comprehension was found. However, there was a significant drop
in performance after a two week retention period. Thus, having to search around for the
pieces in a complex space and having to manage the layout during concept map creation
help students commit the information deeper into memory.

One limitation of the present study is that there was no measure of gains in comprehen-
sion and retention without the automatic feedback feature. Another limitation is that
the two factors related to cognitive load, layout management and spatial separation,
were not isolated.

In future work, new interfaces that isolate layout management and spatial separation
will be developed. The challenge of developing these interfaces lies in introducing these
elements without changing other aspects of the interface. Another matter for future
study is analyzing differences in learning gains without the use of feedback mechanisms.
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Finally, whether or not the time saved by reducing the cognitive load could be bet-
ter spent in other activities, such as having students make associations between the
text and the map, will also be investigated. This could provide further gains in both
comprehension and retention.

6.3 Overall Conclusion

The open information structure approach has shown promising results in the design of
learning applications. However, the use of these applications in different contexts is a
problem that is not only limited to the open information structure. However, there is
the potential for applications built with the open information structure to be adapted to
new contexts without changing the information structure. This simplifies the redesigning
process since the information structure can be reused. To the best of our knowledge, this
has not been studied before. This study examines two use cases where applications built
with the open information structure approach have been redesigned while maintaining
the information structure. It uses these two use cases and multiple experiments to
address the three research questions.

The first research question, ”Can applications built using the open information structure
approach be redesigned while keeping the information structure imtact?”, is answered
in both use cases. Both applications were redesigned and are usable while keeping the
information structure intact.

The second research question, ”Do the redesigned applications fit their new context
appropriately?”, has also been answered in both case studies. In case of the first use
case, the redesigned Monsakun was successfully used by the Kindergarten students,
which showed growing patterns and were not gaming the system. In the second use
case, Kit-build, the redesigned version of Airmap managed to reduce the overall effort
related to building the map.

The third research question, ”How does the redesign process affect learning gains in
the new context?”, could not be answered in the first study case but was answered in
the second one. The reason why it could not be answered is because the Kindergarten
students cannot use the original Monsakun, so it is not possible to compare the learning
gains. In the case of Kit-build, the redesigned version was compared to the original
version and immediate learning comprehension was not affected. However, since long
term results were affected, this shows that both versions of Kit-build are useful in the
classroom and should be used based on the context.
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This study shows new advantages of the open information structure approach. It informs
designers that they can keep the underlying information approach when redesigning the
applications. It gave an example of adapting an application from text to images. It also
gives information on which closed concept map tools are better used for each context.
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