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## Abstract

We consider a model with one down-type $\mathrm{SU}(2)_{L}$ singlet vector-like quark (VLQ). The VLQ is defined as a new quark whose left- and right-handed components belong to the same representation of the gauge symmetry. In other words, both the leftand right-handed components of VLQ feel the same interactions unlike the standard model (SM) quarks. The VLQs are introduced in many new physics models, such as the universal see-saw model which explains hierarchical structure of the SM quark mass spectrum.

The recent lower limits for the VLQ mass from ATLAS and CMS experiments are about 1 TeV , ten times larger than the electroweak scale $\sim 100 \mathrm{GeV}$. The standard model effective field theory (SMEFT) is a powerful tool for to investigation of such a heavy particle. We investigate the model with VLQ on the basis of the SMEFT.

If we add the VLQs to the SM particle content, flavor-changing-neutral currents (FCNCs) among the SM quarks are induced at the tree level. The tree level FCNCs lead to new contributions to the observables of FCNC processes in the neutral $B$ meson systems. In order to clarify constraints on the parameters of VLQ, we evaluate the FCNC processes with respect to $b \rightarrow s$ transition in the neutral $B_{d, s}$ meson system; $B_{s}^{0} \overline{B_{s}^{0}}$ mixing, $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$and $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$. We construct SMEFT from the model with VLQ up to the one-loop level in order to analyze these processes.

We find that the constraint on the model parameters from the branching ratio of $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$is more stringent than that from the branching ratio of $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$. Although we focused on the FCNC processes related to the $b \rightarrow s$ transition, the SMEFT constructed in this thesis can be applied to both $b \rightarrow d$ and $s \rightarrow d$ transitions. In addition, the Wilson coefficient for the radiative transition $b \rightarrow s \gamma$ also contributes to the CP asymmetry in the radiative decays, the inclusive and the exclusive $b \rightarrow$ $s l^{+} l^{-}$processes.
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## Chapter 1

## Introduction

It is known that there are six quarks and six leptons in the standard model (SM) of particle physics. The SM describes three fundamental interactions, strong, weak and electromagnetic interactions. These interactions are introduced through a gauge symmetry, $\mathrm{SU}(3)_{c} \times \mathrm{SU}(2)_{L} \times U(1)_{Y}$. The SM particles are representations of the gauge group $\mathrm{SU}(3)_{c} \times \mathrm{SU}(2)_{L} \times U(1)_{Y}$. Left-handed quarks are triplet $\mathbf{3}$ of $\mathrm{SU}(3)_{c}$, doublet $\mathbf{2}$ of $\mathrm{SU}(2)_{L}$ and have $U(1)_{Y}$ charge $\frac{1}{3}$. Right-handed quarks are triplet $\mathbf{3}$ of $\mathrm{SU}(3)_{c}$, singlet 1 of $\mathrm{SU}(2)_{L}$ and have $U(1)_{Y}$ charge $\frac{4}{3}$ for up-type quarks or $-\frac{2}{3}$ for down-type quarks. The assignment of $\mathrm{SU}(2)_{L}$ for the SM quarks is determined so that the weak interaction acts only the left-handed quarks.

In the SM, interactions among the different flavors are controlled by two unitary matrices, Cabibbo-Kobayashi-Maskawa (CKM) matrix [1, 2, 3] for the quarks and Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [4, 5] for the leptons. In other words, the flavor mixing of quarks and leptons are governed by the CKM and PMNS matrices in the SM, respectively. Characteristics of the quark sector in the SM are,

- Flavor-changing neutral currents (FCNCs) are suppressed by Glashow-Ili-opoulos-Maiani (GIM) mechanism [6].
- CP violation is induced by one Dirac CP phase in the CKM matrix.

The FCNCs mean interactions which change species of quarks but do not change the electromagnetic charge of the quarks. For example, a transition from $b$-quark to $s$-quark $(b \rightarrow s)$ is the FCNC process. Such interactions do not exist in the SM, and thus FCNCs are induced at the one-loop level through the charged current in the SM. This is one of the aspects of the GIM mechanism and leads to the suppression of the FCNC processes in the SM. For example, we show a FCNC process $b \rightarrow s Z$ in the case of the SM in the left figure of Fig.1.1. The characteristics such as the GIM mechanism are verified by precise measurements in $B$ and $K$ meson systems and consistent with current experimental data. Especially the verification of the unitarity of the CKM matrix is one of the most successful aspects of the SM $[7,8]$.


Figure 1.1. Left figure : Flavor changing neutral current (FCNC) induced at the oneloop level through the charged current. Right figure : FCNC among the SM quarks at the tree level.

Although predictions of the SM are consistent with almost all experimental results, there are several phenomena which the SM cannot explain. For example, the SM cannot predict measured angles of the flavor mixing. These angles are free parameters in the SM. The measured angles of the flavor mixing indicate a small mixing in the quark sector while a large mixing in the lepton sector $[7,8,9]$. This implies that there is some mechanism which leads to the characteristic pattern of the flavor mixing behind the SM.

There are various models beyond the SM in order to explain the problems in the SM. For instance, we proposed the models which clarify the flavor structures of the quarks and leptons by using simplified mass matrices [10], or the models with flavor symmetries which lead to the pattern of the flavor mixing [11].

Many new physics (NP) models predict existence of new particles which are not included in the SM particle content. We focus on so-called "vector-like quarks" (VLQs), as such the new particles. The VLQs are introduced in many NP models. One of the NP models with VLQs is the universal see-saw model [12, 13, 14, 15, 16, $17,18]$ which explain the hierarchical structure of the SM quark mass spectrum. It is important to confirm the existence of the VLQs in order to verify the NP models.

The VLQs are defined as new quarks whose left- and right-handed components belong to the same representation of the gauge symmetry. Therefore, both the left- and right-handed components of VLQs feel the same interactions unlike the SM quarks. As we will see in Sec.2.2, this feature leads to mass terms of the VLQs without Yukawa interactions of the SM Higgs doublets and hence the masses of the VLQs are independent of the energy scale of electroweak (EW) symmetry breaking.

The direct search of the VLQs are performed by the ATLAS [19]-[34] and CMS [35]-[52] experiments at the Large Hadron Collider (LHC). Assuming VLQs are coupled with only third generation quarks, recent lower limits for a mass of downtype $\mathrm{SU}(2)_{L}$ singlet VLQ are obtained as 1.22 TeV by ATLAS collaboration [34] and
1.17 TeV by CMS collaboration [49] at $95 \%$ confidence level. One finds that these limits for the VLQ mass are about one order larger than the EW scale $(\sim 100 \mathrm{GeV})$.

If we add the VLQs to the SM particle content, new features arise in the model:

- FCNCs among the SM quarks are induced at the tree level (right figure in Fig.1.1).
- The CKM matrix is not a unitary matrix.

These features mean that the GIM mechanism does not work in the model with VLQs. Since the SM contributions to the FCNC processes are suppressed by the GIM mechanism, it is expected that FCNC processes in the $B$ and $K$ meson systems give stringent constraints on model with VLQs. We investigate the constraints on the parameters of the VLQ from the FCNC processes in the neutral $B_{d, s}$ meson systems; $B_{s}^{0}-\overline{B_{s}^{0}}$ mixing, $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$and $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$. The $\overline{B_{d}^{0}}$ meson consists of the $b$-quark and anti- $d$-quark while $\overline{B_{s}^{0}}$ meson consists of the $b$-quark and anti- $s$-quark. Those processes correspond to the $b \rightarrow s$ transition at the quark level. One of the observables related to the $B_{s}^{0}-\overline{B_{s}^{0}}$ mixing is the mass difference of the neutral $B_{s}$ meson, $\Delta m_{B_{s}}$. The $\Delta m_{B_{s}}$ is used in order to determine elements of the CKM matrix. The $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$process is induced by the FCNC with the $Z$ boson as shown in Fig.1.1. The branching ratio is measured by the LHCb and CMS experiments [53, $54,55,56]$ at the LHC and its recent value is $\left(3.0 \pm 0.6_{-0.2}^{+0.3}\right) \times 10^{-9}$ reported by the LHCb experiment [56]. The inclusive radiative decay $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ process corresponds to the $b \rightarrow s \gamma$ transition at the quark level. The branching ratio is measured at BaBar [57, 58, 59], Belle [60, 61, 62] and CLEO [63] experiments, and the averaged value of these experimental results are $(3.32 \pm 0.15) \times 10^{-4}[64]$. We note that these branching ratios are actually much smaller than the charged current procrss, $\operatorname{Br}\left[B_{d}^{0} \rightarrow X_{c} e^{+} \nu_{e}\right]=$ $(10.1 \pm 0.4) \times 10^{-2}[65]$.

If a new heavy particle exists, contributions from the new particle to the observables are measured as deviations from values predicted by the SM. The searches for the deviations from the SM predictions are referred to as indirect searches. Since we do not need to know kinematical information of the new heavy particle in the analysis of the indirect searches, it is useful to describe the models without dynamical degrees of freedom of the new heavy particle. This description is called standard model effective field theory (SMEFT). The SMEFT is an effective field theory (EFT) which consists of only the SM particles. There are higher-dimensional operators which are invariant under the gauge symmetry of the $\mathrm{SM} ; \mathrm{SU}(3)_{c} \times$ $\mathrm{SU}(2)_{L} \times U(1)_{Y}$. Effects from the new heavy particles are embedded in the higher-


Figure 1.2. Integrating out a heavy particle $\Phi$. The symbol $\psi$ represents a SM particle. The set of disk marks means insertion of an effective operator.
dimensional operators. The whole Lagrangian for the SMEFT can be written as [66, 67],

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SMEFT}}=\mathcal{L}_{\mathrm{SM}}+\sum_{i}\left[\frac{c_{i}^{(5)}}{\Lambda_{\mathrm{NP}}} \mathcal{O}_{i}^{(5)}+\frac{c_{i}^{(6)}}{\Lambda_{\mathrm{NP}}^{2}} \mathcal{O}_{i}^{(6)}+O\left(\frac{1}{\Lambda_{\mathrm{NP}}^{3}}\right)\right], \tag{1.1}
\end{equation*}
$$

where $\mathcal{O}_{i}^{(n)}$ with $n>4$ denotes dimension $n$ operators and $\Lambda_{\mathrm{NP}}$ corresponds to a NP scale, such as the mass of new heavy particles. The term $\mathcal{L}_{\text {SM }}$ is the SM Lagrangian including only dimension 4 operators. The coefficients $c_{i}^{(n)}$ are coupling constants for dimension $n$ operators and called Wilson coefficients. The effects from the higherdimensional operators become small as the dimension of the operators increases because of the suppression factor $\Lambda^{4-n}$. If we impose the lepton number conservation, the lowest dimension of the higher dimensional operators is six. A first attempt to construct a complete set of dim. 6 operators was given in Ref.[66]. In the following, we use so-called "Warsaw basis" [67] which contains 59 baryon number conserving operators. The SMEFT allows us to analyze phenomena independently of NP models. For instance, some constraints on the Wilson coefficients of the SMEFT from precise measurements with respect to phenomena at the EW scale, namely electroweak precision tests (EWPT) [68, 69, 70, 71, 72, 73, 74].

Once we fix a specific NP model with new heavy particles, the Wilson coefficents can be expressed in terms of parameters of the NP model by integrating out the new heavy particles. Figure.1.2 shows the procedure "integrating out". The symbol $\Phi$ represents a heavy particle which is integrated out while the symbol $\psi$ represents a SM particle. The set of disk marks means insertion of an effective operator. The procedure "integrating out" is performed around the mass scale of the new heavy particle. The mass scale of the new heavy particle is generally much higher than the EW scale. The difference between the NP scale $\Lambda_{\text {NP }}$ and the EW scale $\Lambda_{\text {EW }}$ gives rise to corrections which are proportional to $\ln \left(\Lambda_{\mathrm{NP}} / \Lambda_{\mathrm{EW}}\right)$. Such corrections will be large in the case of $\Lambda_{\mathrm{NP}} \gg \Lambda_{\mathrm{EW}}$. We can take account of the logarithmic corrections by solving renormalization group (RG) equations for the Wilson coefficients with an anomalous dimension matrix of the SMEFT [75, 76, 77]. The SMEFT allows us to
connect observables at different energy scales, such as observables of the $B$ meson system and the EWPT.

In this thesis, we consider a model with one down-type $\operatorname{SU}(2)_{L}$ singlet VLQ as a simple model to clarify constraints on parameters of the VLQ. We expect that the VLQ is much heavier than the EW scale because of the constraints from the direct search at the LHC, and thus we investigate the model on the basis of the SMEFT. There are rich phenomenology in the model with VLQ, for instance [78, 79, 80, 81]. The analyses of the model with VLQs in terms of the SMEFT were performed in Refs.[82, 83, 84]. One of the new points of our work [84] is an analysis of the inclusive radiative $B_{d}^{0}$ meson decay $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ on the basis of the SMEFT. We have to construct SMEFT from the model with VLQ up to the one-loop level in order to analyze the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ process. We clarify constraints on the parameters of the VLQ from the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ process in addition to the $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$process. The SMEFT constructed in this thesis can be applied to other FCNC processes, namely $b \rightarrow d$ and $s \rightarrow d$ transitions. In addition, the Wilson coefficient for the radiative transition $b \rightarrow s \gamma$ also contributes to the CP asymmetry in the radiative decays [85, 86, 87], the inclusive $[88,89]$ and the exclusive $[90,91,92] b \rightarrow s l^{+} l^{-}$processes.

This thesis is organized as follows. In Chap. 2 and Chap.3, we give some reviews as introduction. We briefly summarize the SM and the model with VLQ in Chap.2. We show the features of the model with VLQ, such as the tree level FCNC and violation of the CKM matrix. In Chap.3, we give the basic idea of EFT. As a simple example, we construct an EFT by integrating out heavy SM particles, like $W$ boson. We refer that EFT as weak EFT in this thesis.

After these chapters, we present our results based on Ref.[84]. In Chap.4, we construct the SMEFT by integrating out the down-type $\mathrm{SU}(2)_{L}$ singlet VLQ. Inserting a vacuum expectation value into the Higgs field in the derived effective operators of the SMEFT, we obtain the Lagrangian below the EW scale. The FCNCs and the violation of the CKM unitarity are expressed in terms of the Wilson coefficients of the SMEFT. We investigate RG effects for the Wilson coefficients obtained at the tree level.

In the analysis of the neutral $B$ meson systems, we use the weak EFT. We present a procedure of matching the model with VLQ in terms of the SMEFT with the weak EFT in Chap.5. In order to determine Wilson coefficients which we need to compute the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ process, we calculate the amplitude of the $b \rightarrow s \gamma$ transition. We carefully investigate the cancellation of the divergence in the $b \rightarrow s \gamma$ amplitudes since the violation of the CKM unitarity leads new divergence which does not appear in the SM calculation.

We give numerical results in Chap.6. We show the dependence of the branching ratios of the $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$and the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ processes on the parameters of the VLQ. We also present parameter regions allowed by the experimental data of the branching ratios of the $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$and the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ processes. Then, the summary and discussion are given in Chap.7.

In Appendix.A, we give the derivation of formulae for the observables of the neutral $B$ meson systems, which are used in Chap.5. Appendix.B is devoted to the computation of the amplitude for the $b \rightarrow s \gamma$ process. Here we focus on the diagrams which also exist in the SM. We do not use the CKM unitarity in contrast to the SM calculations.

## Chapter 2

## Standard Model and Vector-like Quark

### 2.1 The Standard Model

In this section, we see the standard model (SM) of the particle physics. It is known that there are four interactions acting among the elementary particles, namely strong, weak, electromagnetic interactions and the gravity. The gauge symmetry $\mathrm{SU}(3)_{c} \times \mathrm{SU}(2)_{L} \times U(1)_{Y}$ induces these interactions except the gravity in the SM. The particle content with the quantum numbers under the SM gauge symmetry are shown in Table 2.1. There are three generations of the fermions in the SM. All the generations have the same quantum numbers. In Table 2.1, the symbols $G_{\mu}^{a}, W_{\mu}^{I}$ and $B_{\mu}$ with $a=1 \sim 8, I=1,2,3$ represent the $\mathrm{SU}(3)_{c}$ gauge boson (gluons), the $\mathrm{SU}(2)_{L}$ gauge bosons and the $U(1)_{Y}$ gauge boson, respectively. The symbol $\phi$ is the $\mathrm{SU}(2)_{L}$ Higgs doublet. The $U(1)_{Y}$ hypercharge $Y$ is written in the fourth row of the Table 2.1 and relates to the electromagnetic charge $Q$ as,

$$
\begin{equation*}
Q=I_{3}^{W}+\frac{Y}{2}, \tag{2.1}
\end{equation*}
$$

where $I_{3}^{W}$ denotes the third component of the weak isospin. The SM quark Lagrangian which is invariant under the SM gauge symmetry is given as,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SM}}^{q}=\mathcal{L}_{\mathrm{SM}, K}^{q}+\mathcal{L}_{\mathrm{SM}, Y}^{q}, \tag{2.2}
\end{equation*}
$$

with

$$
\begin{align*}
\mathcal{L}_{\mathrm{SM}, K}^{q} & =q_{L}^{i} i \gamma^{\mu} D_{L \mu}^{q} q_{L}^{i}+\overline{u_{R}^{i}} i \gamma^{\mu} D_{R \mu}^{u} u_{R}^{i}+\overline{d_{R}^{i}} i \gamma^{\mu} D_{R \mu}^{d} d_{R}^{i}  \tag{2.3}\\
\mathcal{L}_{\mathrm{SM}, Y}^{q} & =-\left[y_{d}^{i j} q_{L}^{i} \phi d_{R}^{j}+y_{u}^{i j} q_{L}^{\bar{L}} \tilde{\phi} u_{R}^{j}+h . c .\right] \tag{2.4}
\end{align*}
$$

| Particles | Fermions |  |  |  |  | Gauge Bosons |  |  |  |  | Scalar |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $q_{L}^{i}=\left(u_{L}^{i}, d_{L}^{i}\right)$ | $u_{R}^{i}$ | $d_{R}^{i}$ | $l_{L}^{i}=\left(\nu_{L}^{i}, e_{L}^{i}\right)$ | $e_{R}^{i}$ | $G_{\mu}^{a}$ | $W_{\mu}^{I}$ | $B_{\mu}$ | $\phi$ |  |  |
| $\mathrm{SU}(3)_{c}$ | $\mathbf{3}$ | $\mathbf{3}$ | $\mathbf{3}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{8}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ |  |  |
| $\mathrm{SU}(2)_{L}$ | $\mathbf{2}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{3}$ | $\mathbf{1}$ | $\mathbf{2}$ |  |  |
| $U(1)_{Y}$ | $+1 / 3$ | $+4 / 3$ | $-2 / 3$ | -1 | -2 | 0 | 0 | 0 | 1 |  |  |

Table 2.1. The particle content with quantum numbers in the SM. The index $i=1,2,3$ denotes generation of the fermions. The symbols $G_{\mu}^{a}, W_{\mu}^{I}$ and $B_{\mu}$ with $a=1 \sim 8, I=1,2$, 3 represent $\mathrm{SU}(3)_{c}$ gauge boson (gluons), $\mathrm{SU}(2)_{L}$ gauge bosons and $U(1)_{Y}$ gauge boson, respectively. The symbol $\phi$ is $\mathrm{SU}(2)_{L}$ Higgs doublet.

The gauge interactions come from the covariant derivatives $D_{L}^{q}$ and $D_{R}^{u, d}$ in the kinetic terms Eq.(2.3):

$$
\begin{align*}
D_{L \mu}^{q} & =\partial_{\mu}+i g^{\prime} \frac{Y_{q L}}{2} B_{\mu}+i g \frac{\tau^{I}}{2} W_{\mu}^{I}+i g_{s} \frac{\lambda^{a}}{2} G_{\mu}^{a},  \tag{2.5}\\
D_{R \mu}^{u} & =\partial_{\mu}+i g^{\prime} \frac{Y_{u R}}{2} B_{\mu}+i g_{s} \frac{\lambda^{a}}{2} G_{\mu}^{a},  \tag{2.6}\\
D_{R \mu}^{d} & =\partial_{\mu}+i g^{\prime} \frac{Y_{u R}}{2} B_{\mu}+i g_{s} \frac{\lambda^{a}}{2} G_{\mu}^{a}, \tag{2.7}
\end{align*}
$$

where $Y_{q L}, Y_{u R}$ and $Y_{d R}$ denote the $U(1)_{Y}$ hypercharge of the $q_{L}, u_{R}$ and $d_{R}$ respectively. The $2 \times 2$ matrices $\tau^{I}$ with $I=1,2,3$ are called Pauli matrices and the $3 \times 3$ matrices $\lambda^{a}$ with $a=1 \sim 8$ are called Gell-mann matrices. The coupling constants $g_{s}, g$ and $g^{\prime}$ correspond to the gauge couplings for the $\mathrm{SU}(3)_{c}, \mathrm{SU}(2)_{L}$ and $U(1)_{Y}$, respectively. The field $\tilde{\phi}$ in Eq.(2.4) is defined by $\tilde{\phi}=i \tau^{2} \phi^{*}$.

The subscript $i$ in Eqs.(2.3) and (2.4) represents the generations of the quarks; $i=1,2,3$. We can see from the Eqs.(2.3) and (2.4) that the different generations are mixed by the Yukawa interactions in Eq.(2.4) but not mixed by the gauge interactions in Eq.(2.3). This basis is referred to as interaction basis or weak basis.

In Eq.(2.4), the both Yukawa coupling matrix $y_{d}$ and $y_{u}$ are general complex matrix. One can take a basis where one of the Yukawa coupling matrices is real diagonal without loss of generality. Here we adopt a real diagonal basis of the uptype Yukawa coupling $y_{u}$. This can be done by introducing the following unitary transformtaions,

$$
\left\{\begin{array}{l}
q_{L}^{i}=U_{q L}^{i j} q_{L}^{0 j}  \tag{2.8}\\
u_{R}^{i}=U_{u R}^{i j} u_{R}^{0 j}
\end{array}\right.
$$

where the $3 \times 3$ unitary matrices $U_{q L}$ and $U_{u R}$ diagonalize the Yukawa coupling $y_{u}$ :

$$
\begin{equation*}
\left[U_{q L}^{\dagger} y_{u} U_{u R}\right]^{k l} \overline{q_{L}^{k}} \tilde{\phi} u_{R}^{0 l} \equiv Y_{u}^{k} \overline{q_{L}^{0 k}} \tilde{\phi} u_{R}^{0 k} \tag{2.9}
\end{equation*}
$$

with $Y_{u}^{k} \equiv \operatorname{diag}\left[Y_{u}, Y_{c}, Y_{t}\right]$. The unitary transformtaions Eq.(2.8) affect the down-type Yukawa interaction $y_{d}^{i j} q_{L}^{\bar{i}} \phi d_{R}^{j}$, but the modification can be absorbed into the Yukawa coupling $y_{d}$ as,

$$
\begin{equation*}
y_{d}^{i j} q_{L}^{\bar{i}} \phi d_{R}^{j}=\left[U_{q L}^{\dagger} y_{d}\right]^{k j} q_{L}^{\overline{0 k}} \phi d_{R}^{j} \equiv y_{d}^{\prime k j} q_{L}^{\overline{0 k}} \phi d_{R}^{j} . \tag{2.10}
\end{equation*}
$$

Therefore, we can take the basis where the Yukawa coupling of the up-type quarks is real diagonal while that of the down-type quarks is general complex matrix without loss of generality. We note that the kinetic terms in Eq.(2.3) do not change under the transformations Eq.(2.8). The unitary transformation which do not change the gauge interactions, such as the transformation Eq.(2.8), is called weak basis transformation. In the following, we simply take the Yukawa coupling $y_{u}$ in Eq.(2.4) as a real diagonal matrix, that is $y_{u}^{i j} \rightarrow y_{u}^{i} \delta^{i j}$.

### 2.1.1 Quark masses

We can see from the Table 2.1 that the left-handed fermions have different quantum numbers from the right-handed fermions. This assignment of the quantum numbers forbids mass terms of the SM fermions, like $m_{u} \bar{u}_{L} u_{R}$, because of the electroweak (EW) gauge symmetry $\mathrm{SU}(2)_{L} \times U(1)_{Y}$. In the SM , the Yukawa interactions in Eq.(2.4) lead to the mass of the SM fermions. The EW gauge symmetry $\mathrm{SU}(2)_{L} \times$ $U(1)_{Y}$ is broken down to the electromagnetic (EM) gauge symmetry $U(1)_{\text {EM }}$ by a vacuum expectation value (VEV) $v$ of the Higgs doublet $\phi$,

$$
\begin{equation*}
\phi \rightarrow \frac{1}{\sqrt{2}}\binom{0}{v} \tag{2.11}
\end{equation*}
$$

The Yukawa interactions become mass terms of the SM quarks by inserting the VEV into the Higgs doublet $\phi$ :

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SM}, Y}^{q} \rightarrow-\left[m_{d}^{i j} \overline{d_{L}^{i}} d_{R}^{j}+M_{u}^{i} u_{L}^{i} u_{R}^{i}+h . c .\right], \tag{2.12}
\end{equation*}
$$

where the $3 \times 3$ mass matrices $m_{d}$ and $M_{u}$ are defiend as,

$$
\begin{align*}
m_{d}^{i j} & \equiv \frac{v}{\sqrt{2}} y_{d}^{i j}  \tag{2.13}\\
M_{u}^{i} & \equiv \frac{v}{\sqrt{2}} y_{u}^{i} \tag{2.14}
\end{align*}
$$

These mass matrix $m_{d}$ is generally non-diagonal complex matrix. We can obtain the physical quark masses by diagonalizing $m_{d}$. We consider a bi-unitry transformation of the quark fileds with unitary matrices $K_{d L}$ and $K_{d R}$ :

$$
\left\{\begin{array}{l}
d_{L}^{i}=K_{d L}^{i m} d_{L}^{\prime m}  \tag{2.15}\\
d_{R}^{i}=K_{d R}^{i m} d_{R}^{\prime m}
\end{array}\right.
$$

The unitary matrices in Eq.(2.15) diagonalize the mass matrix $m_{d}$ as,

$$
\begin{equation*}
K_{d L}^{\dagger} m_{d} K_{d R}=\operatorname{diag}\left[m_{d}, m_{s}, m_{b}\right] \equiv M_{d} \tag{2.16}
\end{equation*}
$$

where $m_{d, s, b}$ are the physical quark masses. The quark mass terms Eq.(2.12) become,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SM}, Y}^{q} \rightarrow-\left[M_{d}^{i} \overline{d^{i}}{ }_{L}^{\prime} d_{R}^{\prime}{ }^{i}+M_{u}^{i} \overline{u_{L}^{i}} u_{R}^{i}+h . c .\right] . \tag{2.17}
\end{equation*}
$$

The basis where the quark mass matrices are diagonal is called mass basis.

### 2.1.2 Charged current and CKM matrix

In contrast to the weak basis transformation Eq.(2.8), the unitary transformations in Eq.(2.15) change the gauge interactions in the kinetic terms Eq.(2.3). This is because the left-handed down-type quarks in the quark doublet $q_{L}$ transform under the transformation in Eq.(2.15) while the left-handed up-type quarks remain as they are. Here we focus on the gauge interactions of the $\mathrm{SU}(2)_{L}$ gauge bosons $W_{\mu}^{1}$ and $W_{\mu}^{2}$ in the kinetic term of $\mathrm{SU}(2)_{L}$ doublet quarks $q_{L}$. After the transformations in Eq.(2.15), these gauge interactions become,

$$
\begin{align*}
& q_{L}^{\bar{i}} i \gamma^{\mu} D_{L \mu}^{q} q_{L}^{i} \supset-\frac{g}{2}\left(\overline{u_{L}^{i}}\right. \\
&\left.\overline{d_{L}^{i}}\right) \gamma^{\mu}\left(\begin{array}{cc}
0 & W_{\mu}^{1}-i W_{\mu}^{2} \\
W_{\mu}^{1}+i W_{\mu}^{2} & 0
\end{array}\right)\binom{u_{L}^{i}}{d_{L}^{i}}  \tag{2.18}\\
&=-\frac{g}{\sqrt{2}}\left[\overline{u_{L}^{i}} \gamma^{\mu} K_{d L}^{i m} d_{L}^{\prime m} W_{\mu}^{+}+\overline{d_{L}^{\prime m}} K_{d L}^{\dagger m i} \gamma^{\mu} u_{L}^{i} W_{\mu}^{-}\right]
\end{align*}
$$

where the charged gauge boson $W^{ \pm}$is defined as,

$$
\begin{equation*}
W_{\mu}^{ \pm} \equiv \frac{1}{\sqrt{2}}\left(W_{\mu}^{1} \mp i W_{\mu}^{2}\right) . \tag{2.19}
\end{equation*}
$$

In the mass basis of the quarks, the different generations of the quarks are mixed by the gauge interaction of the $W$ boson. The mixing matrix $K_{d L}$ in Eq.(2.18) is called Cabibbo-Kobayashi-Maskawa (CKM) matrix,

$$
\begin{equation*}
V_{\mathrm{CKM}} \equiv K_{d L} \tag{2.20}
\end{equation*}
$$

Since the CKM matrix is a unitary matrix, the CKM matrix satisfies the relations,

$$
\begin{align*}
& \sum_{i=u, c, t} V_{\mathrm{CKM}}^{i m *} V_{\mathrm{CKM}}^{i n}=\delta^{m n},  \tag{2.21}\\
& \sum_{m=d, s, b} V_{\mathrm{CKM}}^{i m} V_{\mathrm{CKM}}^{j m *}=\delta^{i j} . \tag{2.22}
\end{align*}
$$

The quark mass terms Eq.(2.17) is invariant under rephasing of the quark fields,

$$
\left\{\begin{array} { l } 
{ d _ { L } ^ { \prime m } \rightarrow e ^ { i \phi _ { d L } ^ { m } } d _ { L } ^ { \prime m } }  \tag{2.23}\\
{ d _ { R } ^ { \prime m } \rightarrow e ^ { i \phi _ { d R } ^ { m } } d _ { R } ^ { \prime m } }
\end{array} , \text { and } \left\{\begin{array}{l}
u_{L}^{i} \rightarrow e^{i \phi_{u L}^{i}} u_{L}^{i} \\
u_{R}^{i} \rightarrow e^{i \phi_{u R}^{i}} u_{R}^{i}
\end{array},\right.\right.
$$

and hence some phases of the CKM matrix are absorbed into the quark fields. Taking account of the rephasing and the unitarity relations Eqs.(2.21) and (2.22), the number of degree of freedom in the CKM matrix is,

$$
\begin{align*}
\text { Mixing angle } & : \frac{n_{g}\left(n_{g}-1\right)}{2}  \tag{2.24}\\
\text { Physical phase } & : \frac{\left(n_{g}-2\right)\left(n_{g}-1\right)}{2}, \tag{2.25}
\end{align*}
$$

where $n_{g}$ is the number of generations of quarks, that is $n_{g}=3$ in the SM. Thus the CKM matrix in the SM has three mixing angles and one physical phase.

### 2.1.3 Neutral currents

Next we focus on the gauge interactions of the $\mathrm{SU}(2)_{L}$ gauge bosons $W_{\mu}^{3}$ and the $U(1)_{Y}$ gauge boson $B_{\mu}$. Taking account of the transformations in Eq.(2.15), these gauge interactions become,

$$
\begin{align*}
\mathcal{L}_{\mathrm{SM}, K}^{q} \supset & -\frac{1}{2}\left(\overline{u_{L}^{i}} \overline{d_{L}^{i}}\right) \gamma^{\mu}\left(\begin{array}{cc}
g W_{\mu}^{3}+g^{\prime} Y_{q L} B_{\mu} & 0 \\
0 & -g W_{\mu}^{3}+g^{\prime} Y_{q L} B_{\mu}
\end{array}\right)\binom{u_{L}^{i}}{d_{L}^{i}} \\
& -\frac{g^{\prime}}{2}\left[Y_{u R} \overline{u_{R}^{i}} \gamma^{\mu} u_{R}^{i}+Y_{d R} \overline{d_{R}^{i}} \gamma^{\mu} d_{R}^{i}\right] B_{\mu} \\
= & -\frac{g}{c_{w}}\left[\overline{u^{i}} \gamma^{\mu}\left(\frac{1}{2} L-Q_{u} s_{w}^{2}\right) u^{i}+\overline{d^{\prime m}} \gamma^{\mu}\left(-\frac{1}{2} L-Q_{d} s_{w}^{2}\right) d^{\prime m}\right] Z_{\mu} \\
& -e\left[Q_{u} \overline{\left.u^{i} \gamma^{\mu} u^{i}+Q_{d} \overline{d^{m}} \gamma^{\mu} d^{\prime m}\right] A_{\mu},}\right. \tag{2.26}
\end{align*}
$$

where $c_{w}=\cos \theta_{w}$ and $s_{w}=\sin \theta_{w}$ with the Weinberg angle $\theta_{w}$. The symbol $Z_{\mu}$ is the $Z$ boson while $A_{\mu}$ denotes the photon field, which are defined as

$$
\binom{W_{\mu}^{3}}{B_{\mu}} \equiv\left(\begin{array}{cc}
c_{w} & s_{w}  \tag{2.27}\\
-s_{w} & c_{w}
\end{array}\right)\binom{Z_{\mu}}{A_{\mu}}
$$

The electromagnetic charge $e$ is related to the gauge couplings $g$ and $g^{\prime}$ :

$$
\begin{equation*}
e \equiv \frac{g g^{\prime}}{\sqrt{g^{2}+g^{\prime 2}}}=g s_{w}=g^{\prime} c_{w} \tag{2.28}
\end{equation*}
$$

One of the features in the SM is that the different generations (flavors) of the quarks are not mixed by the $Z$ and photon interactions Eq.(2.26). In other words, there is no flavor changing neutral current (FCNC) at the tree level and the FCNCs are induced by loop diagrams in the SM. This is one of the aspects of the Glashow-Ili-opoulos-Maiani (GIM) mechanism [6].

### 2.2 Model with Vector-like Quark

We are going to investigate the model with VLQ in terms of the full theory. We consider a model which contains one $\mathrm{SU}(2)_{L}$ singlet down-type VLQ denoted as $d^{4}$. The representation of the VLQ under $\mathrm{SU}(3)_{c} \times \mathrm{SU}(2)_{L} \times U(1)_{Y}$ is,

$$
\begin{equation*}
d_{L, R}^{4}:\left(\mathbf{3}, \mathbf{1},-\frac{2}{3}\right) \tag{2.29}
\end{equation*}
$$

The most general Lagrangian for the VLQ is

$$
\begin{align*}
\mathcal{L}_{\mathrm{VLQ}}= & \bar{d}_{L}^{4} i \gamma_{\mu} D_{d R}^{\mu} d_{L}^{4}+\bar{d}_{R}^{4} i \gamma_{\mu} D_{d R}^{\mu} d_{R}^{4} \\
& -\left[y_{d}^{i 4} q_{L}^{i} \phi d_{R}^{4}+M_{\mathrm{VLQ}}^{44} \overline{d_{L}^{4}} d_{R}^{4}+M_{\mathrm{VLQ}}^{4 j} \bar{d}_{L}^{4} d_{R}^{j}+h . c .\right] \tag{2.30}
\end{align*}
$$

where the covariant derivative is the same as that of the SM right-handed down-type quarks. The VLQ $d^{4}$ has the mass term without the Yukawa interaction through the $\mathrm{SU}(2)_{L}$ Higgs doublet since the representation of the left- and right-handed VLQ is the same. In the present section, the indices $i, j$ and $k$ denote the generation of SM quarks $(i, j, k=1 \sim 3)$ and indices $\alpha, \beta$ and $\gamma$ represent all the quarks including $\operatorname{VLQ}(\alpha, \beta, \gamma=1 \sim 4)$.

### 2.2.1 Diagonalization of Mass Matrix

We consider the steps of the diagonalization of the down-type quark mass matrix. Here we take the up-type quark mass matrix diagonal. A $4 \times 4$ mass matrix which includes both the SM down-type quarks and the VLQ $d^{4}$ is given as,

$$
M_{D}^{(0)}=\left(\begin{array}{cccc}
\frac{v y_{d}^{11}}{\sqrt{2}} & \frac{v y_{d}^{12}}{\sqrt{2}} & \frac{v y_{d}^{13}}{\sqrt{2}} & \frac{v y_{d}^{14}}{\sqrt{2}}  \tag{2.31}\\
\frac{v y_{d}^{21}}{\sqrt{2}} & \frac{v y_{d}^{22}}{\sqrt{2}} & \frac{v y_{d}^{23}}{\sqrt{2}} & \frac{v y_{d}^{24}}{\sqrt{2}} \\
\frac{v y_{d}^{31}}{\sqrt{2}} & \frac{v y_{d}^{32}}{\sqrt{2}} & \frac{v y_{d}^{33}}{\sqrt{2}} & \frac{v y_{d}^{34}}{\sqrt{2}} \\
M_{\mathrm{VLQ}}^{41} & M_{\mathrm{VLQ}}^{42} & M_{\mathrm{VLQ}}^{43} & M_{\mathrm{VLQ}}^{44}
\end{array}\right) .
$$

We can choose a basis where the elements ( $\left.M_{\mathrm{VLQ}}^{4 \mathrm{~L}} M_{\mathrm{VLQ}}^{42} M_{\mathrm{VLQ}}^{43}\right)$ are zero by using a weak basis transformation without loss of generality:

$$
M_{D}=\left(\begin{array}{cccc}
\frac{v y_{d}^{11}}{\sqrt{2}} & \frac{v y_{d}^{12}}{\sqrt{2}} & \frac{v y_{d}^{13}}{\sqrt{2}} & \frac{v y_{d}^{14}}{\sqrt{2}}  \tag{2.32}\\
\frac{v y_{d}^{21}}{\sqrt{2}} & \frac{v y_{d}^{22}}{\sqrt{2}} & \frac{v y_{d}^{23}}{\sqrt{2}} & \frac{v y_{d}^{24}}{\sqrt{2}} \\
\frac{v y_{d}^{31}}{\sqrt{2}} & \frac{v y_{d}^{32}}{\sqrt{2}} & \frac{v y_{d}^{33}}{\sqrt{2}} & \frac{v y_{d}^{34}}{\sqrt{2}} \\
0 & 0 & 0 & M_{4}
\end{array}\right) \equiv\left(\begin{array}{cc}
m_{D} & J_{D} \\
0 & M_{4}
\end{array}\right)
$$

where $m_{D}$ is a $3 \times 3$ matrix corresponding to the mass matrix of SM down-type quarks and $J_{D}$ is a $3 \times 1$ vector. We then diagonalize the mass matrix $M_{D}$. First we consider the diagonalization of the $3 \times 3$ matrix part $m_{D}$ by using a bi-unitary transformation:

$$
\begin{align*}
d_{L}^{i} & =K_{L}^{i j} d_{L}^{0 j},  \tag{2.33}\\
d_{R}^{i} & =K_{R}^{i j} d_{R}^{0 j}, \tag{2.34}
\end{align*}
$$

where $K_{L}$ and $K_{R}$ are $3 \times 3$ unitary matrices which diagonalize the matrix $m_{D}$ and the mass matrix becomes,

$$
\begin{align*}
M_{D}^{\prime} & \equiv\left(\begin{array}{cc}
K_{L}^{\dagger} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
m_{D} & J_{D} \\
0 & M_{4}
\end{array}\right)\left(\begin{array}{cc}
K_{R} & 0 \\
0 & 1
\end{array}\right) \\
& =\left(\begin{array}{cc}
K_{L}^{\dagger} m_{D} K_{R} & K_{L}^{\dagger} J_{D} \\
0 & M_{4}
\end{array}\right)=\left(\begin{array}{cc}
m_{D}^{\text {diag }} & J_{D}^{\prime} \\
0 & M_{4}
\end{array}\right), \tag{2.35}
\end{align*}
$$

Here we define,

$$
\begin{align*}
J_{D}^{\prime} & =K_{L}^{\dagger} J_{D},  \tag{2.36}\\
Y_{d}^{i 4} & =K_{L}^{\dagger i j} y_{d}^{j 4}, \tag{2.37}
\end{align*}
$$

We then define unitary matrices $U_{L, R}$ which diagonalize $4 \times 4$ mass matrix $M_{D}$,

$$
\begin{align*}
U_{L} & \equiv\left(\begin{array}{cc}
K_{L} & 0 \\
0 & 1
\end{array}\right) V_{L}  \tag{2.38}\\
U_{R} & \equiv\left(\begin{array}{cc}
K_{R} & 0 \\
0 & 1
\end{array}\right) V_{R} \tag{2.39}
\end{align*}
$$

with

$$
\begin{align*}
d_{L}^{\alpha} & =U_{L}^{\alpha \beta} d_{L}^{\prime} \beta  \tag{2.40}\\
d_{R}^{\alpha} & =U_{R}^{\alpha \beta} d_{R}^{\prime}{ }^{\prime}, \tag{2.41}
\end{align*}
$$

where $V_{L, R}$ in Eqs.(2.38) and (2.39) are $4 \times 4$ unitary matrices. The symbol $d^{\prime}$ represents the down-type quarks in the mass basis, $d^{\prime}=\left(\begin{array}{lll}d s & b & B\end{array}\right)^{T}$ where $B$ denotes the VLQ in the mass basis. We can diagonalize $M_{D} M_{D}^{\dagger}$ as follows:

$$
\begin{align*}
U_{L}^{\dagger} M_{D} M_{D}^{\dagger} U_{L} & =U_{L}^{\dagger} M_{D} U_{R} U_{R}^{\dagger} M_{D}^{\dagger} U_{L} \\
& =V_{L}^{\dagger}\left(\begin{array}{ccc}
\left(m_{D}^{\text {diag }}\right)^{2}+J_{D}^{\prime} J_{D}^{\prime} & M_{4} J_{D}^{\prime} \\
& M_{4} J_{D}^{\dagger} & M_{4}^{2}
\end{array}\right) V_{L} \\
& =\left(\begin{array}{cccc}
m_{d}^{2} & 0 & 0 & 0 \\
0 & m_{s}^{2} & 0 & 0 \\
0 & 0 & m_{b}^{2} & 0 \\
0 & 0 & 0 & M_{\mathrm{VLQ}}^{2}
\end{array}\right) . \tag{2.42}
\end{align*}
$$

### 2.2.2 CKM unitarity and $Z$ FCNC

The kinetic terms of the down-type VLQ $d^{4}$ and the SM quarks are given as follows:

$$
\begin{equation*}
\mathcal{L}_{K}^{q}=\overline{q_{L}^{i}} i \gamma_{\mu} D_{L}^{\mu} q_{L}^{i}+\overline{d_{R}^{i}} i \gamma_{\mu} D_{d R}^{\mu} d_{R}^{i}+\overline{u_{R}^{i}} i \gamma_{\mu} D_{u R}^{\mu} u_{R}^{i}+\overline{d_{L}^{4}} i \gamma_{\mu} D_{d R}^{\mu} d_{L}^{4}+\overline{d_{R}^{4}} i \gamma_{\mu} D_{d R}^{\mu} d_{R}^{4} \tag{2.43}
\end{equation*}
$$

After the EW symmetry breaking and the diagonalization of the quark mass matrices, the gauge interactions for the quarks including the VLQ are derived as,

$$
\begin{equation*}
\mathcal{L}_{K}^{q} \supset \mathcal{L}_{W}+\mathcal{L}_{Z}+\mathcal{L}_{A}+\mathcal{L}_{G} \tag{2.44}
\end{equation*}
$$

with

$$
\begin{align*}
\mathcal{L}_{W}= & -\frac{g}{\sqrt{2}}\left[\overline{u_{L}^{i}} \gamma^{\mu} K_{L}^{i j} V_{L}^{j \beta} d_{L}^{\beta} W_{\mu}^{+}+h . c .\right],  \tag{2.45}\\
\mathcal{L}_{Z}= & -\frac{g}{c_{w}} \overline{u^{i}} \gamma^{\mu}\left[\frac{1}{2} L-s_{w}^{2} Q_{u}\right] u^{i} Z_{\mu} \\
& -\frac{g}{c_{w}} \overline{d^{\alpha}} \gamma^{\mu}\left[-\frac{1}{2}\left\{\delta^{\alpha \beta}-V_{L}^{4 \alpha *} V_{L}^{4 \beta}\right\} L-s_{w}^{2} Q_{d}\right] d^{\beta} Z_{\mu},  \tag{2.46}\\
\mathcal{L}_{A}= & -e\left[Q_{u} \overline{u^{i}} \gamma^{\mu} u^{i}+Q_{d} \overline{d^{\alpha}} \gamma^{\mu} d^{\alpha}\right] A_{\mu},  \tag{2.47}\\
\mathcal{L}_{G}= & -g_{s}\left[\overline{\left.u^{i} \gamma^{\mu} \frac{\lambda^{a}}{2} u^{i}+\overline{d^{\alpha}} \gamma^{\mu} \frac{\lambda^{a}}{2} d^{\alpha}\right] G_{\mu}^{a},}\right. \tag{2.48}
\end{align*}
$$

where we omit the prime on the quark fields for simplicity. We can see that the gluon and the photon interactions in Eqs.(2.47) and (2.48) are the same as that in the SM. The matrix $K_{L}^{i j} V_{L}^{j \beta}$ in Eq.(2.45) corresponds to the $3 \times 4$ CKM matrix in the model with the down-type VLQ,

$$
\begin{equation*}
V_{\mathrm{CKM}} \equiv K_{L} V_{L} . \tag{2.49}
\end{equation*}
$$

It is important that FCNCs among the down-type quarks are induced by the $Z$ boson interaction. The existence of the FCNCs comes from the difference among the isospin charge $I_{3}^{W}$ of the SM quarks and that of the VLQ (Since the VLQ is $\operatorname{SU}(2)_{L}$ singlet, it does not have the isospin charge). Actually, the FCNCs in Eq.(2.46) is given as follows:

$$
\begin{align*}
& \mathcal{L}_{Z} \supset\left(\begin{array}{llll}
\overline{d_{L}^{1}} & \overline{d_{L}^{2}} & \overline{d_{L}^{3}} & \overline{d_{L}^{4}}
\end{array}\right) \gamma^{\mu} I_{3}^{W}(d)\left(\begin{array}{llll}
1 & & & \\
& 1 & & \\
& & 1 & \\
& & & 0
\end{array}\right)\left(\begin{array}{c}
d_{L}^{1} \\
d_{L}^{2} \\
d_{L}^{3} \\
d_{L}^{4}
\end{array}\right) Z_{\mu} \\
&=\left(\begin{array}{llll}
\overline{d_{L}} & \overline{s_{L}} & \overline{b_{L}} & \overline{B_{L}}
\end{array}\right) \gamma^{\mu} I_{3}^{W}(d) V_{L}^{\dagger}\left(\begin{array}{llll}
1 & & & \\
& & 1 & \\
& & 1 & \\
& & & 0
\end{array}\right) V_{L}\left(\begin{array}{c}
d_{L} \\
s_{L} \\
b_{L} \\
B_{L}
\end{array}\right) Z_{\mu} \\
&=\overline{d^{\alpha}} \gamma^{\mu} I_{3}^{W}(d) V_{L}^{i \alpha *} V_{L}^{i \beta} d_{L}^{\beta} Z_{\mu} \\
&=\bar{d}^{\alpha} \gamma^{\mu} I_{3}^{W}(d)\left(\delta^{\alpha \beta}-V_{L}^{4 \alpha *} V_{L}^{4 \beta}\right) d_{L}^{\beta} Z_{\mu},  \tag{2.50}\\
& \\
&
\end{align*}
$$

where $I_{3}^{W}(d)=-\frac{1}{2}$ is the isospin charge of the SM down-type quarks. We use the unitarity of $V_{L}$ in the last line of Eq.(2.50). This fact is that the GIM mechanism does not work in the model with VLQ.

We define a matrix which represents the FCNC interaction as,

$$
\begin{equation*}
Z_{d \mathrm{NC}}^{\alpha \beta} \equiv \delta^{\alpha \beta}-V_{L}^{4 \alpha *} V_{L}^{4 \beta} \tag{2.51}
\end{equation*}
$$

The $3 \times 4$ CKM matrix is not a unitary matrix in the model with the VLQ:

$$
\begin{equation*}
\sum_{i=1}^{3} V_{\mathrm{CKM}}^{i \alpha *} V_{\mathrm{CKM}}^{i \beta}=\sum_{i=1}^{3} V_{L}^{\dagger \alpha i} V_{L}^{i \beta}=\delta^{\alpha \beta}-V_{L}^{4 \alpha *} V_{L}^{4 \beta}=Z_{d \mathrm{NC}}^{\alpha \beta}, \tag{2.52}
\end{equation*}
$$

since $\sum_{\gamma=1}^{4} V_{L}^{\dagger \alpha \gamma} V_{L}^{\gamma \beta}=\delta^{\alpha \beta}$. The relation in Eq.(2.52) shows that the unitarity of the $3 \times 4$ CKM matrix does not hold due to the factor $V_{L}^{4 \alpha *} V_{L}^{4 \beta}$ which is related to the matrix $Z_{d \mathrm{NC}}$ in the FCNC interactions. In contrast to the Eq. (2.52), the CKM unitarity with respect to the up-type sector holds in the full theory description:

$$
\begin{equation*}
\sum_{\alpha=1}^{4} V_{\mathrm{CKM}}^{i \alpha} V_{\mathrm{CKM}}^{j \alpha *}=\delta^{i j} . \tag{2.53}
\end{equation*}
$$

## Chapter 3

## Effective Field Theory

An effective field theory (EFT) is a useful tool to investigate a physical system. In order to describe a physical system at an energy scale $\mu$, we do not need to know dynamics at a higher energy scale $\mu_{0} \gg \mu$. An EFT at the scale $\mu$ is built by removing some dynamical degree of freedom related to the higher energy scale $\mu_{0}$. The EFT allows us to simplify computations of the physical system at the energy scale $\mu$ since we can focus on the relevant degree of freedom at the energy scale $\mu$.

In the present chapter, we derive an EFT by removing the heavy particles in the SM. In other words, we integrate out the heavy particles in the SM, such as top quark, $W^{ \pm}, Z$ and Higgs boson. Here we refer to the EFT as weak EFT. The weak EFT is used to describe physical systems below the EW scale, such as $B$ meson system. The typical energy scale of the $B$ meson system is the bottom quark mass scale, $\mu_{b} \sim m_{b} \sim 5 \mathrm{GeV}$ while the EW scale is around $W^{ \pm}$boson mass scale, $\mu_{\text {EW }} \sim M_{W} \sim 80 \mathrm{GeV}$. Since the SM particles whose masses are around the EW scale are heavy degrees of freedom in the $B$ meson system, the weak EFT is suitable to describe it. In this chapter, we give the basic idea of EFTs through simple examples of the weak EFT.

### 3.1 Example of weak EFT: $\boldsymbol{\beta}$ decay

First we consider the weak EFT for the $\beta$ decay as a simple example. The $\beta$ decay $n \rightarrow p+e^{-}+\bar{\nu}_{e}$ corresponds to $d \rightarrow u+e^{-}+\bar{\nu}_{e}$ process at the quark level. This process is induced by the weak interaction of $W^{ \pm}$boson. The diagrams of the $\beta$ decay in the SM and the weak EFT are shown in Fig.3.1. The left-hand side figure of Fig.3.1 is the diagram in the SM while the right-hand side figure of Fig.3.1 is the diagram in the weak EFT. In the right-hand side figure of Fig.3.1, the $W^{ \pm}$boson is integrated out. The amplitude of the $\beta$ decay in the SM is obtained as,

$$
\begin{align*}
i \mathcal{A}_{\mathrm{SM}} & =\left[\overline{u_{u}}\left(-i \frac{g}{\sqrt{2}} V_{u d} \gamma^{\mu} L\right) u_{d}\right] \frac{-i g_{\mu \nu}}{p^{2}-M_{W}^{2}}\left[\overline{u_{e}}\left(-i \frac{g}{\sqrt{2}} \gamma^{\nu} L\right) u_{\nu_{e}}\right] \\
& =i \frac{g^{2}}{2} V_{u d} \frac{1}{p^{2}-M_{W}^{2}}\left[\overline{u_{u}} \gamma^{\mu} L u_{d}\right]\left[\overline{u_{e}} \gamma_{\mu} L u_{\nu_{e}}\right], \tag{3.1}
\end{align*}
$$



Figure 3.1. The $\beta$ decay in the quark level. The left-hand side figure is the diagram in the SM while the right-hand side figure is the diagram in the weak EFT.
where $u_{i}$ with $i=u, d, e, \nu_{e}$ denote Dirac spinors and $V_{u d}$ is the element of the CKM matrix, $V_{i j} \equiv V_{\mathrm{CKM}}^{i j}$. The symbol $p$ is the momentum of the internal $W^{ \pm}$boson. Since the typical scale of the momentum $p$ is a mass scale of the initial state, that is mass of the neutron; $p^{2} \sim m_{N}^{2} \sim 1 \mathrm{GeV}^{2}$. It allows us to expand the denominator of the $W^{ \pm}$boson propagator:

$$
\begin{equation*}
\mathcal{A}_{\mathrm{SM}} \simeq-\frac{g^{2}}{2 M_{W}^{2}} V_{u d}\left[\overline{u_{u}} \gamma^{\mu} L u_{d}\right]\left[\overline{u_{e}} \gamma_{\mu} L u_{\nu_{e}}\right]+\mathcal{O}\left(\frac{p^{2}}{M_{W}^{2}}\right) . \tag{3.2}
\end{equation*}
$$

On the other hand, the amplutide in the weak EFT can be computed by introducing an effective operator $O^{(\beta)}(\mu)$,

$$
\begin{equation*}
\mathcal{H}_{e f f}\left(d \rightarrow u+e^{-}+\bar{\nu}_{e}\right)=C^{(\beta)}(\mu) O^{(\beta)} \equiv C^{(\beta)}(\mu)\left[\bar{u} \gamma^{\mu} L d\right]\left[\bar{e} \gamma_{\mu} L \nu_{e}\right] \tag{3.3}
\end{equation*}
$$

where $C^{(\beta)}(\mu)$ is a coupling constant of the operator $O^{(\beta)}$ at energy scale $\mu$. The coupling constant $C^{(\beta)}(\mu)$ is called Wilson coefficient. The effective operator $O^{(\beta)}$ has mass dimension 6 , and thus it is called higher dimensional operator. Since $O^{(\beta)}$ has dim. 6 and the mass dimension of Hamiltonian is four, the mass dimension of the Wilson coefficient $C^{(\beta)}(\mu)$ is -2 . Using the Hamiltonian Eq.(3.3), we can calculate the amplitude of $\beta$ decay:

$$
\begin{equation*}
\mathcal{A}_{\mathrm{EFT}}=-C^{(\beta)}(\mu)\left[\overline{u_{u}} \gamma^{\mu} L u_{d}\right]\left[\overline{u_{e}} \gamma_{\mu} L u_{\nu_{e}}\right] . \tag{3.4}
\end{equation*}
$$

The Wilson coefficient $C^{(\beta)}$ in Eq.(3.3) is determined so that the amplitude in the weak EFT Eq.(3.4) is equal to that in the SM Eq.(3.2). The Wilson coefficient $C^{(\beta)}$ is given as,

$$
\begin{equation*}
C^{(\beta)}\left(\mu_{\mathrm{EW}}\right)=\frac{g^{2}}{2 M_{W}^{2}} V_{u d}=\frac{4 G_{F}}{\sqrt{2}} V_{u d} \tag{3.5}
\end{equation*}
$$

where $G_{F}=\frac{g^{2}}{4 \sqrt{2} M_{W}^{2}}=\frac{1}{\sqrt{2} v^{2}}$ is Fermi constant. The matching condition $\mathcal{A}_{\mathrm{SM}}=\mathcal{A}_{\mathrm{EFT}}$ holds at the scale of integrating out $W^{ \pm}$boson field, $\mu_{\text {EW }} \simeq M_{W}$. Therefore, the Wilson coefficient in Eq.(3.5) is defined at the scale $\mu_{\mathrm{EW}} \simeq M_{W}$. In the following, we call the scale of integrating out heavy particles as the matching scale. The Wilson coefficient at an arbitrary scale $\mu$ can be obtained by solving renormalization group (RG) equations as we will see in section 3.2. Here we neglect RG effects for simplicity.

We can see from Eq.(3.3) that the Hamiltonian contains only the light degrees of freedom which appear in the initial and final state of $\beta$ decay. The Hamiltonian does not contain the $W^{ \pm}$boson as a dynamical degree of freedom but contains the information of the $W^{ \pm}$boson, the mass $M_{W}$ and coupling $g$, in the Wilson coefficient. Measurements of the $\beta$ decay give constraints on the Wilson coefficient. Taking account of the relation in Eq.(3.5), we can determine a value of $V_{u d} G_{F}$ from the constraints on the Wilson coefficient.

### 3.2 Renormalization Group Effect

### 3.2.1 One-loop level matching

As we see in the previous section, we can determine concrete expression of Wilson coefficients at the matching scale. However, the energy scale of a physical system is generally different from that of the EW scale. In the present section, we see how to compute the scale dependence of Wilson coefficients. In order to clarify the scale dependence on the Wilson coefficients, we need RG equations of the Wilson coefficients. Here we investigate the different example from the previous section to derive the RG equation. We follow Ref.[93]. We consider the following Hamiltonian:

$$
\begin{equation*}
\mathcal{H}_{e f f}=\frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[C_{1}(\mu) O_{1}+C_{2}(\mu) O_{2}\right] \tag{3.6}
\end{equation*}
$$

where the effective operators are defiend as,

$$
\begin{align*}
& O_{1}=\left[\overline{b_{\alpha}^{-}} \gamma^{\mu} L c_{\beta}\right]\left[\overline{c_{\beta}} \gamma^{\mu} L s_{\alpha}\right],  \tag{3.7}\\
& O_{2}=\left[\overline{b_{\beta}} \gamma^{\mu} L c_{\beta}\right]\left[\overline{c_{\beta}} \gamma^{\mu} L s_{\beta}\right] . \tag{3.8}
\end{align*}
$$

The subscripts $\alpha, \beta$ in $O_{1}$ and $O_{2}$ denote color indices, $\alpha, \beta=r, g, b$. For example, we can compute the $\bar{b} \rightarrow \bar{s} c \bar{c}$ process by using the effective operators $O_{1}$ and $O_{2}$. In order to clarify the scale dependence of the Wilson coefficients, we are going to calculate amplitudes of the $\bar{b} \rightarrow \bar{s} c \bar{c}$ process up to the one-loop level.

The Wilson coefficient $C_{2}$ can be determined by a similar diagram to the lefthand side of Fig.3.1 at the tree level. The tree level amplitude of the $\bar{b} \rightarrow \bar{s} c \bar{c}$ process is,

$$
\begin{equation*}
\mathcal{A}_{\mathrm{SM}}^{(0)} \simeq-\frac{g^{2}}{2 M_{W}^{2}} V_{c b}^{*} V_{c s}\left[v_{b}^{\bar{\alpha}} \gamma^{\mu} L v_{c}^{\alpha}\right]\left[\overline{u_{c}^{\beta}} \gamma^{\mu} L v_{s}^{\beta}\right], \tag{3.9}
\end{equation*}
$$


(a)

(b)

(c)

Figure 3.2. Diagrams in the SM which contribute to $C_{1}$ and $C_{2}$ [93].


Figure 3.3. Diagrams in the weak EFT which contain to $C_{1}$ and $C_{2}$ [93]. The set of disc marks represent the effective operators $O_{1}$ or $O_{2}$.
which leads to the Wilson coefficient,

$$
\begin{equation*}
C_{2}\left(\mu_{\mathrm{EW}}\right)=+1 \tag{3.10}
\end{equation*}
$$

The Wilson coefficient $C_{1}$ at the matching scale $\mu_{\text {EW }}$ is zero at the tree level since the weak interaction do not change the color indices.

Next we consider matching at the one-loop level. Diagrams are induced by quantum chromodynamics (QCD) corrections. The relevant diagrams are shown in Figs.3.2 and 3.3. The diagrams shown in Fig.3.2 are one-loop diagrams in the SM while diagrams in Fig.3.3 are one-loop diagrams in the weak EFT. These diagrams corresponds to one-loop QCD corrections to the tree level diagram which is used to determine the Wilson coefficient $C_{2}$ at the tree level Eq.(3.10). The set of disk marks in Fig.3.3 represents insertions of the effective operators $O_{1}$ or $O_{2}$.

We show amplitudes of the $\bar{b} \rightarrow \bar{s} c \bar{c}$ process with the diagrams $(a)-(c)$ in Fig.3.2:

$$
\begin{align*}
\mathcal{A}_{\mathrm{SM}}^{(a)} & =-\frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} C_{F} \frac{\alpha_{s}}{4 \pi}\left[C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right]\left[\overline{v_{b}^{\alpha}} \gamma^{\mu} L v_{c}^{\alpha}\right]\left[\overline{u_{c}^{\beta}} \gamma^{\mu} L v_{s}^{\beta}\right],  \tag{3.11}\\
\mathcal{A}_{\mathrm{SM}}^{(b)} & =-\frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} \frac{\alpha_{s}}{4 \pi} \ln \left[\frac{M_{W}^{2}}{\lambda^{2}}\right]\left[\overline{v_{b}^{\alpha}} \gamma^{\mu} T_{\alpha \beta}^{a} L v_{c}^{\beta}\right]\left[\overline{u_{c}^{\gamma}} \gamma^{\mu} T_{\gamma \delta}^{a} L v_{s}^{\delta}\right],  \tag{3.12}\\
\mathcal{A}_{\mathrm{SM}}^{(c)} & =\frac{16 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} \frac{\alpha_{s}}{4 \pi} \ln \left[\frac{M_{W}^{2}}{\lambda^{2}}\right]\left[\overline{v_{b}^{\alpha}} \gamma^{\mu} T_{\alpha \beta}^{a} L v_{c}^{\beta}\right]\left[\overline{u_{c}^{\gamma}} \gamma^{\mu} T_{\gamma \delta}^{a} L v_{s}^{\delta}\right], \tag{3.1}
\end{align*}
$$

where $\alpha_{s} \equiv g_{s}^{2} /(4 \pi)$ and $T^{a} \equiv \lambda^{a} / 2$. The subscripts $\alpha, \beta, \gamma$ and $\delta$ denote the color indices. The symbol $C_{F}=4 / 3$ defined by,

$$
\begin{equation*}
\left(T^{a} T^{a}\right)_{a \beta}=C_{F} \delta_{\alpha \beta} \tag{3.14}
\end{equation*}
$$

The symbol $\mu$ in Eq.(3.11) is the matching scale while $\lambda$ is IR cut-off scale which have to be set to zero at the end of computations. The term $C_{\mathrm{UV}}$ in Eq.(3.11) is divergent term in the $\overline{\mathrm{MS}}$ scheme,

$$
\begin{equation*}
C_{\mathrm{UV}}=\frac{2}{\eta}-\gamma+\ln 4 \pi \tag{3.15}
\end{equation*}
$$

where $\gamma$ is the Euler's constant. The parameter $\eta$ is introduced in dimensional regularization and defiend as $\eta=4-d$ with $d \rightarrow 4$.

The total amplitude of $\bar{b} \rightarrow \bar{s} c \bar{c}$ process from the one-loop diagrams is given by,

$$
\begin{equation*}
\mathcal{A}_{\mathrm{SM}}^{(1)}=2 \times \sum_{i=a, b, c} \mathcal{A}_{\mathrm{SM}}^{(i)}, \tag{3.16}
\end{equation*}
$$

where the factor 2 comes from the diagrams obtained by exchanging the external quarks in Fig.3.2. Adding the amplitude at the tree level $\mathcal{A}_{\mathrm{SM}}^{(0)}$ to the amplitude $\mathcal{A}_{\mathrm{SM}}^{(1)}$, we obtain the whole amplitude in the SM:

$$
\begin{align*}
\mathcal{A}_{\mathrm{SM}}= & \mathcal{A}_{\mathrm{SM}}^{(0)}+\mathcal{A}_{\mathrm{SM}}^{(1)} \\
= & -\frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right)+\frac{3}{N} \frac{\alpha_{s}}{4 \pi} \ln \frac{M_{W}^{2}}{\lambda^{2}}\right] Q_{2} \\
& -\frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[-3 \frac{\alpha_{s}}{4 \pi} \ln \frac{M_{W}^{2}}{\lambda^{2}}\right] Q_{1}, \tag{3.17}
\end{align*}
$$

where

$$
\begin{align*}
Q_{1} & \equiv\left[\overline{v_{b}^{\alpha}} \gamma^{\mu} L v_{c}^{\beta}\right]\left[\overline{u_{c}^{\beta}} \gamma^{\mu} L v_{s}^{\alpha}\right],  \tag{3.18}\\
Q_{2} & \equiv\left[\overline{v_{b}^{\alpha}} \gamma^{\mu} L v_{c}^{\alpha}\right]\left[\overline{u_{c}^{\beta}} \gamma^{\mu} L v_{s}^{\beta}\right], \tag{3.19}
\end{align*}
$$

and we used the Fierz identity,

$$
\begin{equation*}
\left(T^{a}\right)_{\alpha \beta}\left(T^{a}\right)_{\gamma \delta}=-\frac{1}{2 N} \delta_{\alpha \beta} \delta_{\gamma \delta}+\frac{1}{2} \delta_{\alpha \delta} \delta_{\delta \beta}, \tag{3.20}
\end{equation*}
$$

with $N=3$. We have to renormalize the amplitude $\mathcal{A}_{\text {SM }}$ in Eq.(3.17) since there is divergence $C_{\mathrm{UV}}$. This can be achieved by taking account of the wave function renormalization for the external quark fields,

$$
\begin{equation*}
q \rightarrow q^{(0)}=\sqrt{Z_{q}} q, \tag{3.21}
\end{equation*}
$$

where $q^{(0)}$ is bare quark fields and the renormalization constant $\sqrt{Z_{q}}$ can be determined by a self-energy diagram in the QCD:

$$
\begin{equation*}
Z_{q}=1-C_{F} \frac{\alpha_{s}}{4 \pi} C_{\mathrm{UV}} \tag{3.22}
\end{equation*}
$$

Then a renormalized amplitude $\mathcal{A}_{\mathrm{SM}}^{r}$ in the SM is given as,

$$
\begin{align*}
\mathcal{A}_{\mathrm{SM}}^{r}= & -\frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right)+\frac{3}{N} \frac{\alpha_{s}}{4 \pi} \ln \frac{M_{W}^{2}}{\lambda^{2}}\right] Q_{2} \\
& -\frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[-3 \frac{\alpha_{s}}{4 \pi} \ln \frac{M_{W}^{2}}{\lambda^{2}}\right] Q_{1} \tag{3.23}
\end{align*}
$$

Next we show amplitudes of $\bar{b} \rightarrow \bar{s} c \bar{c}$ process with the diagrams (a)-(c) in Fig.3.3 in addition to the tree level amplitude $\mathcal{A}_{\mathrm{EFT}}^{(1,0)}$, and $\mathcal{A}_{\mathrm{EFT}}^{(2,0)}$. In the case of the insertion of $O_{1}$,

$$
\begin{align*}
\mathcal{A}_{\mathrm{EFT}}^{(1,0)} & =-C_{1}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} Q_{1},  \tag{3.24}\\
\mathcal{A}_{\mathrm{EFT}}^{(1 a)} & =-C_{1}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} \frac{\alpha_{s}}{4 \pi}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right)\left[-\frac{1}{2 N} Q_{1}+\frac{1}{2} Q_{2}\right],  \tag{3.25}\\
\mathcal{A}_{\mathrm{EFT}}^{(1 b)} & =-C_{1}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} C_{F} \frac{\alpha_{s}}{4 \pi}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right) Q_{1},  \tag{3.26}\\
\mathcal{A}_{\mathrm{EFT}}^{(1 c)} & =C_{1}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} \frac{\alpha_{s}}{4 \pi}\left(4 C_{\mathrm{UV}}+4 \ln \frac{\mu^{2}}{\lambda^{2}}+5\right)\left[-\frac{1}{2 N} Q_{1}+\frac{1}{2} Q_{2}\right] . \tag{3.27}
\end{align*}
$$

For the insertion of $O_{2}$,

$$
\begin{align*}
& \mathcal{A}_{\mathrm{EFT}}^{(2,0)}=-C_{2}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} Q_{2},  \tag{3.28}\\
& \mathcal{A}_{\mathrm{EFT}}^{(2 a)}=-C_{2}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} C_{F} \frac{\alpha_{s}}{4 \pi}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right) Q_{2},  \tag{3.29}\\
& \mathcal{A}_{\mathrm{EFT}}^{(2 b)}=-C_{2}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} \frac{\alpha_{s}}{4 \pi}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right)\left[\frac{1}{2} Q_{1}-\frac{1}{2 N} Q_{2}\right],  \tag{3.30}\\
& \mathcal{A}_{\mathrm{EFT}}^{(2 c)}=C_{2}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} \frac{\alpha_{s}}{4 \pi}\left(4 C_{\mathrm{UV}}+4 \ln \frac{\mu^{2}}{\lambda^{2}}+5\right)\left[\frac{1}{2} Q_{1}-\frac{1}{2 N} Q_{2}\right] . \tag{3.31}
\end{align*}
$$

The whole amplitudes are,

$$
\begin{align*}
\mathcal{A}_{\mathrm{EFT}}^{(C 1)}= & \mathcal{A}_{\mathrm{EFT}}^{(1,0)}+2 \times \sum_{i=a, b, c} \mathcal{A}_{\mathrm{EFT}}^{(11)} \\
= & -C_{1}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right)+\frac{\alpha_{s}}{4 \pi} \frac{3}{N}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}+\frac{11}{6}\right)\right] Q_{1} \\
& -C_{1}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[-3 \frac{\alpha_{s}}{4 \pi}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}+\frac{11}{6}\right)\right] Q_{2},  \tag{3.32}\\
\mathcal{A}_{\mathrm{EFT}}^{(C 2)}= & \mathcal{A}_{\mathrm{EFT}}^{(2,0)}+2 \times \sum_{i=a, b, c} \mathcal{A}_{\mathrm{EFT}}^{(2 i)} \\
= & -C_{2}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right)+\frac{\alpha_{s}}{4 \pi} \frac{3}{N}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}+\frac{11}{6}\right)\right] Q_{2} \\
& -C_{2}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[-3 \frac{\alpha_{s}}{4 \pi}\left(C_{\mathrm{UV}}+\ln \frac{\mu^{2}}{\lambda^{2}}+\frac{11}{6}\right)\right] Q_{1} . \tag{3.33}
\end{align*}
$$

There are the divergent terms $C_{\mathrm{UV}}$ in $\mathcal{A}_{\mathrm{EFT}}^{(C 1)}$ and $\mathcal{A}_{\mathrm{EFT}}^{(C 2)}$. We regard the Wilson coefficient and the quark fields in the effective operators in Eq.(3.6) as bare quantities,

$$
\begin{align*}
\mathcal{H}_{e f f} \rightarrow & \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[C_{1}^{(0)} O_{1}\left(q^{(0)}\right)+C_{2}^{(0)} O_{2}\left(q^{(0)}\right)\right] \\
= & \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[C_{1}(\mu) O_{1}+C_{2}(\mu) O_{2}\right] \\
& +\frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s} \sum_{i, j=1,2}\left[\left(Z_{q}^{2} Z_{i j}^{(C)}-\delta_{i j}\right) C_{j}(\mu) O_{i}\right] \tag{3.34}
\end{align*}
$$

where $C_{1,2}^{(0)}(\mu)$ denote bare Wilson coefficients and $O_{1,2}\left(q^{(0)}\right)$ are effective operators written by the bare quark fields. The symbol $Z_{i j}^{(C)}$ represents renormalization constant of the Wilson coefficients defined as $C_{i}^{(0)}=Z_{i j}^{(C)} C_{j}$. The Hamiltonian Eq.(3.34) leads to counterterms,

$$
\begin{align*}
& \mathcal{A}_{\mathrm{EFT}}^{(C 1), c}=-C_{1}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left(Z_{q}^{2} Z_{i 1}^{(C)}-\delta_{i 1}\right) Q_{i}  \tag{3.35}\\
& \mathcal{A}_{\mathrm{EFT}}^{(C 2), c}=-C_{2}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left(Z_{q}^{2} Z_{i 2}^{(C)}-\delta_{i 2}\right) Q_{i} \tag{3.36}
\end{align*}
$$

The renormalization constant $Z_{q}$ is given in Eq.(3.22) while the renormalization constant $Z_{i j}^{(C)}$ is determined so that the counterterms remove these divergence:

$$
Z^{(C)}=1-\frac{\alpha_{s}}{4 \pi} C_{\mathrm{UV}}\left(\begin{array}{cc}
\frac{3}{N} & -3  \tag{3.37}\\
-3 & \frac{3}{N}
\end{array}\right)
$$

Then we obtain renormalized amplitudes in the weak EFT as,

$$
\begin{align*}
\mathcal{A}_{\mathrm{EFT}}^{(C 1), r} \equiv & \mathcal{A}_{\mathrm{EFT}}^{(C 1)}+\mathcal{A}_{\mathrm{EFT}}^{(C 1), c} \\
= & -C_{1}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right)+\frac{\alpha_{s}}{4 \pi} \frac{3}{N}\left(\ln \frac{\mu^{2}}{\lambda^{2}}+\frac{11}{6}\right)\right] Q_{1} \\
& -C_{1}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[-3 \frac{\alpha_{s}}{4 \pi}\left(\ln \frac{\mu^{2}}{\lambda^{2}}+\frac{11}{6}\right)\right] Q_{2},  \tag{3.38}\\
\mathcal{A}_{\mathrm{EFT}}^{(C 2), r} \equiv & \mathcal{A}_{\mathrm{EFT}}^{(C 2)}+\mathcal{A}_{\mathrm{EFT}}^{(C 2), c} \\
= & -C_{2}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(\ln \frac{\mu^{2}}{\lambda^{2}}-\frac{1}{2}\right)+\frac{\alpha_{s}}{4 \pi} \frac{3}{N}\left(\ln \frac{\mu^{2}}{\lambda^{2}}+\frac{11}{6}\right)\right] Q_{2} \\
& -C_{2}(\mu) \frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[-3 \frac{\alpha_{s}}{4 \pi}\left(\ln \frac{\mu^{2}}{\lambda^{2}}+\frac{11}{6}\right)\right] Q_{1} . \tag{3.39}
\end{align*}
$$

The Wilson coefficients $C_{1}$ and $C_{2}$ can be determined by matching the renormalized amplitude in the SM Eq.(3.23) with that in the weak EFT, Eqs.(3.38) and (3.39):

$$
\begin{align*}
& C_{1}\left(\mu_{\mathrm{EW}}\right)=-3 \frac{\alpha_{s}}{4 \pi}\left[\ln \frac{M_{W}^{2}}{\mu_{\mathrm{EW}}^{2}}-\frac{11}{6}\right]+\mathcal{O}\left(\alpha_{s}^{2}\right)  \tag{3.40}\\
& C_{2}\left(\mu_{\mathrm{EW}}\right)=1+\frac{\alpha_{s}}{4 \pi} \frac{3}{N}\left[\ln \frac{M_{W}^{2}}{\mu_{\mathrm{EW}}^{2}}-\frac{11}{6}\right]+\mathcal{O}\left(\alpha_{s}^{2}\right) \tag{3.41}
\end{align*}
$$

and the effective Hamiltonian becomes,

$$
\begin{equation*}
\mathcal{H}_{e f f}=\frac{4 G_{F}}{\sqrt{2}} V_{c b}^{*} V_{c s}\left[C_{1}(\mu) O_{1}^{\mathrm{ren}}+C_{2}(\mu) O_{2}^{\mathrm{ren}}\right] \tag{3.42}
\end{equation*}
$$

with the effective operators in terms of the renormalized quark fields:

$$
\begin{align*}
& O_{1}^{\text {ren }}=\left[b_{\alpha}^{-} \gamma^{\mu} L c_{\beta}\right]\left[\overline{c_{\beta}} \gamma^{\mu} L s_{\alpha}\right],  \tag{3.43}\\
& O_{2}^{\text {ren }}=\left[b_{\beta}^{-} \gamma^{\mu} L c_{\beta}\right]\left[\overline{c_{\beta}} \gamma^{\mu} L s_{\beta}\right] . \tag{3.44}
\end{align*}
$$

We can see that the Wilson coefficients in Eqs.(3.40) and (3.41) do not depend on the IR cut off $\lambda$.

### 3.2.2 RG equations and anomalous dimension matrix

The combination $C_{i}^{(0)} O_{i}=C_{i} O_{i}^{\text {ren }}$ is independent of the energy scale $\mu$. Since $C_{i}^{(0)}=$ $Z_{i j}^{(C)} C_{j}$, the effective operator can be written as $O_{i}=Z_{j i}^{(C)-1} O_{j}^{\text {ren }}$. This leads to [93],

$$
\begin{align*}
0 & =\mu \frac{\partial}{\partial \mu}\left\{C_{i}^{(0)} O_{i}\right\} \\
& =\left(\mu \frac{\partial}{\partial \mu} C_{i}\right) O_{i}^{\mathrm{ren}}+C_{i}\left(Z_{k j}^{(C)-1} \mu \frac{\partial}{\partial \mu} Z_{j i}^{(C)}\right) O_{k}^{\mathrm{ren}} \\
& =\left(\mu \frac{\partial}{\partial \mu} C_{i}\right) O_{i}^{\mathrm{ren}}-C_{i}\left(Z^{-1}\right)_{i j}\left(\mu \frac{\partial}{\partial \mu} Z_{j k}\right) O_{k}^{\mathrm{ren}}, \tag{3.45}
\end{align*}
$$

where we define $Z_{k j}^{(C)-1}=Z_{j k}$. The matrix $\left(Z^{-1}\right)_{i j}\left(\mu \frac{\partial}{\partial \mu} Z_{j k}\right)$ is called an anomalous dimension matrix denoted as $\gamma$,

$$
\begin{equation*}
\gamma_{i k} \equiv\left(Z^{-1}\right)_{i j}\left(\mu \frac{\partial}{\partial \mu} Z_{j k}\right) \tag{3.46}
\end{equation*}
$$

An explicit form of the anomalous dimension matrix can be obtained by Eq.(3.37):

$$
\gamma=\frac{\alpha_{s}}{4 \pi}\left(\begin{array}{cc}
-\frac{6}{N} & 6  \tag{3.47}\\
6 & -\frac{6}{N}
\end{array}\right) \equiv \frac{\alpha_{s}}{4 \pi} \gamma^{(0)} .
$$

We obtain a differential equation with respect to the energy scale $\mu$ from Eq.(3.45):

$$
\begin{equation*}
\mu \frac{\partial}{\partial \mu} C_{k}(\mu)=C_{i}(\mu) \gamma_{i k}=\gamma_{k i}^{T} C_{i}(\mu) . \tag{3.48}
\end{equation*}
$$

We refer to this differential equation as RG equation. A solution of the RG equation with an initial condition $\mu=\mu_{\mathrm{EW}}$ is given as,

$$
\begin{equation*}
C_{i}(\mu)=U_{i j}\left(\mu, \mu_{\mathrm{EW}}\right) C_{j}\left(\mu_{\mathrm{EW}}\right), \tag{3.49}
\end{equation*}
$$

with an evolution matrix $U$,

$$
\begin{equation*}
U\left(\mu, \mu_{\mathrm{EW}}\right)=\exp \left[\int_{g_{s}\left(\mu_{\mathrm{EW}}\right)}^{g_{s}(\mu)} d g_{s}^{\prime} \frac{\gamma^{T}\left(g_{s}^{\prime}\right)}{\beta\left(g_{s}^{\prime}\right)}\right], \tag{3.50}
\end{equation*}
$$

where the function $\beta\left(g_{s}\right)$ is defined by,

$$
\begin{equation*}
\beta\left(g_{s}\right) \equiv \mu \frac{\partial g_{s}}{\partial \mu}=-\beta_{0} \frac{g_{s}^{3}}{16 \pi^{2}}+\mathcal{O}\left(g_{s}^{5}\right), \tag{3.51}
\end{equation*}
$$

with $\beta_{0}=11-2 f / 3$ and $f$ is number of flavors. The evolution matrix at leading order is obtained from Eq.(3.50),

$$
\begin{equation*}
U^{(0)}\left(\mu, \mu_{\mathrm{EW}}\right)=V \operatorname{diag}\left(\left[\frac{\alpha_{s}\left(\mu_{\mathrm{EW}}\right)}{\alpha_{s}(\mu)}\right]^{\frac{\hat{\gamma}^{(0)}}{2 \beta_{0}}}\right) V^{-1} \tag{3.52}
\end{equation*}
$$

where the matrix $V$ diagonalizes the matrix $\gamma^{(0)}$,

$$
\begin{equation*}
\gamma_{D}^{(0)}=V^{-1} \gamma^{(0) T} V, \tag{3.53}
\end{equation*}
$$

with a diagonal matrix $\gamma_{D}^{(0)}$. The vector $\vec{\gamma}^{(0)}$ is defined as,

$$
\begin{equation*}
\vec{\gamma}^{(0)}=\left(\left(\gamma_{D}^{(0)}\right)_{11}\left(\gamma_{D}^{(0)}\right)_{22}\right) . \tag{3.54}
\end{equation*}
$$

Inserting Eq.(3.52) into Eq.(3.49), we obtain the Wilson coefficients at an arbitrary scale $\mu$. We can see from Eq.(3.49) that the Wilson coefficient $C_{1}$ are mixed with $C_{2}$ when we take account of the RG effect and vice versa.

## Chapter 4 <br> Matching with the SMEFT

### 4.1 Full Theory Lagrangian

In the following chapters, we present our results based on the Ref.[84]. We consider the model with one $\mathrm{SU}(2)_{L}$ singlet down-type VLQ whose representation is shown in Eq.(2.29). In the present chapter, we match the model with the SMEFT by integrating out VLQ field up to the one-loop level. The full theory Lagrangian for the quarks $\mathcal{L}_{\text {Full }}^{q}$ which is invariant under the SM gauge symmetry $\mathrm{SU}(3)_{c} \times \mathrm{SU}(2)_{L} \times$ $U(1)_{Y}$ is,

$$
\begin{align*}
\mathcal{L}_{\mathrm{Full}}^{q} & =\mathcal{L}_{\mathrm{SM}}^{q}+\bar{d}_{L}^{4} i \gamma^{\mu} D_{R \mu}^{d} d_{L}^{4}+\overline{d_{R}^{4}} i \gamma^{\mu} D_{R \mu}^{d} d_{R}^{4}-\left[y_{d}^{i 4} q_{L}^{i} \phi d_{R}^{4}+M_{4} \bar{d}_{L}^{4} d_{R}^{4}+h . c .\right],  \tag{4.1}\\
\mathcal{L}_{\mathrm{SM}}^{q} & =q_{L}^{i} i \gamma^{\mu} D_{L \mu}^{q} q_{L}^{i}+\overline{u_{R}^{i}} i \gamma^{\mu} D_{R \mu}^{u} u_{R}^{i}+\overline{d_{R}^{i}} i \gamma^{\mu} D_{R \mu}^{d} d_{R}^{i}-\left[y_{d}^{i j} q_{L}^{i} \phi d_{R}^{j}+y_{u}^{i} q_{L}^{i} \tilde{\phi} u_{R}^{i}+h . c .\right], \tag{4.2}
\end{align*}
$$

where $d_{L}^{4}$ and $d_{R}^{4}$ denote the left- and right-handed VLQ, respectively. The fields with subscript $i, j=1,2,3$ are the SM quarks. The symbol $\phi$ is the Higgs doublet in the SM and $\tilde{\phi}=i \tau^{2} \phi^{*}$ where $\tau^{2}$ is the Pauli matrix. The $3 \times 3$ Yukawa coupling for the up-type quarks $y_{u}$ is taken to be real diagonal. The $3 \times 4$ matrix $y_{d}$ denotes the Yukawa couplings among the down-type quarks including couplings among the SM quark and the VLQ. A mixing term $M^{4 j} \bar{d}_{L}^{4} d_{R}^{j}$ is also allowed by the SM gauge symmetry. However, we can remove the mixing term by rotating the down-type quark fields as mentioned in Sec.2.2. The covariant derivatives in Eq.(4.1) are shown in Eqs(2.5)-(2.7). In Eq.(4.1), both the kinetic terms of the left- and right-handed VLQ contain $D_{R \mu}^{d}$ since the left- and right-handed components belong the same representation in the case of the VLQ.

### 4.2 Integrating out VLQ field at Tree Level

We integrate the VLQ field in the full theory Lagrangian Eq.(4.1) to obtain the operators in the form of the SMEFT. We can also determine their Wilson coefficients by matching the amplitudes computed in the full theory with those in the SMEFT. We perform this procedure at the tree level. First we compute tree level amplitudes which contain the VLQ field as an internal line. The computed amplitudes are expanded up to $O\left(M_{4}^{-2}\right)$ while assuming that $M_{4}$ is much larger than momenta of the external fields. Then, we introduce higher-dimensional operators and Wilson


Figure 4.1. The figure in left-hand side is tree level diagram of $q^{i} \phi \rightarrow q^{j} \phi$ process induced by the VLQ field [84]. The figure in right-hand side is corresponding diagram after integrating out the VLQ field. The $C_{q \phi}^{j i}$ denotes Wilson coefficient.
coefficients, which can reproduce the amplitudes. For the present model, the tree level amplitude corresponds to the diagram in the left-hand side of Fig.4.1. The diagram corresponds to $q^{i} \phi \rightarrow q^{j} \phi$ process induced by the VLQ field. The amplitude of $q^{i} \phi \rightarrow q^{j} \phi$ process is obtained as,

$$
\begin{align*}
\mathcal{A} & =\frac{1}{i}\left(-i y_{d}^{j 4}\right)\left(-i y_{d}^{j 4 *}\right) u_{q}^{j}\left[R \frac{i\left(p+M_{4}\right)}{p^{2}-M_{4}^{2}} L\right] u_{q}^{i} \\
& \simeq \frac{y_{d}^{j 4} y_{d}^{i 4 *}-u_{q}^{j}(p L) u_{q}^{i}+O\left(M_{4}^{-4}\right),}{M_{4}^{2}}, \tag{4.3}
\end{align*}
$$

where $u_{q}^{i}$ denotes spinor of the external quark field $q^{i}$ and $p$ is momentum of the internal VLQ field. We assume $p^{2} \ll M_{4}^{2}$ in the last line of Eq.(4.3). We can introduce an effective operator which reproduce the amplitude Eq.(4.3) up to $O\left(M_{4}^{-4}\right)$ accuracy. Taking account of the invariance under the SM gauge symmetry, the effective operator is given as $[82,83,84,94,95,96]$,

$$
\begin{equation*}
\mathcal{L}_{e f f}^{(\text {tree })}=i C_{q \phi}^{j i}\left(q_{L}^{j} \phi\right) \gamma^{\mu} D_{R \mu}^{d}\left(\phi^{\dagger} q_{L}^{i}\right), \tag{4.4}
\end{equation*}
$$

where the Wilson coefficient $C_{q \phi}^{j i}$ is,

$$
\begin{equation*}
C_{q \phi}^{j i}=\frac{y_{d}^{j 4} y_{d}^{i 4 *}}{M_{4}^{2}} \tag{4.5}
\end{equation*}
$$

The diagram in the right-hand side of Fig.4.1 corresponds to the effective operator in Eq.(4.4). We can rewrite the effective operator in Eq.(4.4) by using equations of motion derived by SM Lagrangian:

$$
\begin{equation*}
\mathcal{L}_{\text {eff }}^{(\text {tree })}=-\frac{C_{q \phi}^{j i}}{4}\left[\mathcal{O}_{\phi q}^{(1) j i}+\mathcal{O}_{\phi q}^{(3) j i}\right]+\left[\frac{C_{q \phi}^{j k}}{2} y_{d}^{k i} \mathcal{O}_{d \phi}^{j i}+h . c .\right] \tag{4.6}
\end{equation*}
$$

where the effective operators are defined in the SMEFT operator basis [67] as,

$$
\begin{align*}
\mathcal{O}_{\phi q}^{(1) j i} & =\left[\bar{q}_{L}^{j} \mu^{\mu} q_{L}^{i}\right]\left[i^{\dagger}\left(D_{\mu} \phi\right)-i\left(D_{\mu} \phi\right)^{\dagger} \phi\right],  \tag{4.7}\\
\mathcal{O}_{\phi q}^{(3) j i} & =\left[\bar{q}_{L}^{j} \gamma^{\mu} \tau^{I} q_{L}^{i}\right]\left[i \phi^{\dagger} \tau^{I}\left(D_{\mu} \phi\right)-i\left(D_{\mu} \phi\right)^{\dagger} \tau^{I} \phi\right],  \tag{4.8}\\
\mathcal{O}_{d \phi}^{j i} & =\left(\phi^{\dagger} \phi\right)\left(\overline{q_{L}^{j}} \phi d_{R}^{i}\right) . \tag{4.9}
\end{align*}
$$



Figure 4.2. The one-loop diagrams for the decays $q_{L}^{i} \rightarrow q_{L}^{j} B_{\mu}, q_{L}^{i} \rightarrow q_{L}^{j} W_{\mu}^{I}$ and $q_{L}^{i} \rightarrow q_{L}^{j} G_{\mu}^{a}$ [84]. The top figures are diagrams in the full theory while bottom-left and bottom-right figures are diagrams in the effective field theory. The circular marks denotes the tree level effective operators in Eq.(4.4). The square mark denotes new effective operators.

Wilson coefficients for the effective operators $\mathcal{O}_{\phi q}^{(1) j i}, \mathcal{O}_{\phi q}^{(3) j i}$ and $\mathcal{O}_{d \phi}^{j i}$ are denoted as $\mathcal{C}_{\phi q}^{(1) j i}, \mathcal{C}_{\phi q}^{(3) j i}$ and $\mathcal{C}_{d \phi}^{j i}$, respectively. They can be obtained from Eq.(4.6) as follows [83]:

$$
\begin{align*}
\mathcal{C}_{\phi q}^{(1) j i}\left(\mu_{\mathrm{VLQ}}\right) & =\mathcal{C}_{\phi q}^{(3) j i}\left(\mu_{\mathrm{VLQ}}\right)=-\frac{C_{q \phi}^{j i}}{4}=-\frac{y_{d}^{j 4} y_{d}^{i 4 *}}{4 M_{4}^{2}}  \tag{4.10}\\
\mathcal{C}_{d \phi}^{j i}\left(\mu_{\mathrm{VLQ}}\right) & =\frac{C_{q \phi}^{j k}}{2} y_{d}^{k i}=\frac{y_{d}^{j 4} y_{d}^{k 4 *}}{2 M_{4}^{2}} y_{d}^{k i} \tag{4.11}
\end{align*}
$$

Since the expressions of the Wilson coefficients in Eqs(4.10) and (4.11) are defined at a matching scale $\mu_{\mathrm{VLQ}} \sim M_{4}$, we show the scale of the Wilson coefficients explicitly. Finally, we obtain the effective Lagrangian $\mathcal{L}_{e f f}^{\text {(tree) }}$ in terms of the SMEFT operator basis as,

$$
\begin{equation*}
\mathcal{L}_{e f f}^{(\text {tree })}=\mathcal{C}_{\phi q}^{(1) j i} \mathcal{O}_{\phi q}^{(1) j i}+\mathcal{C}_{\phi q}^{(3) j i} \mathcal{O}_{\phi q}^{(3) j i}+\left[\mathcal{C}_{d \phi}^{j i} \mathcal{O}_{d \phi}^{j i}+\text { h.c. }\right] . \tag{4.12}
\end{equation*}
$$

### 4.3 Integrating out VLQ field at One-loop Level

The interactions among the SM quarks and the VLQ lead to the one-loop level contributions to radiative decays of the SM quarks, such as $b \rightarrow s \gamma$ process. Therefore, we have to match the model with the SMEFT at the one-loop level. The procedure is ,
i. We compute the amplitudes of the one-loop diagrams for the decays $q_{L}^{i} \rightarrow$ $q_{L}^{j} B_{\mu}, q_{L}^{i} \rightarrow q_{L}^{j} W_{\mu}^{I}$ and $q_{L}^{i} \rightarrow q_{L}^{j} G_{\mu}^{a}$ in terms of the full theory (see the top figures in Fig.(4.2)). These diagrams contain the VLQ in internal lines. In order to
remove divergence in the amplitudes, we renormalize the amplitudes with the $\overline{\mathrm{MS}}$ scheme.
ii. We calculate the amplitudes for the same decays as the step (i) by using the effective operator Eq.(4.4) in addition to the SM Lagrangian (see the bottom-left and bottom-center figures in Fig.(4.2)). We also renormalize the computed amplitudes with the $\overline{\mathrm{MS}}$ scheme.
iii. We introduce new effective operators. Wilson coefficients of the new operators are determined so that the renormalized amplitudes computed in the step (ii) are equal to the renormalized amplitudes computed in the step (i).

### 4.3.1 Step (i): Renormalized amplitudes in the full theory

In the step (i), we derive renormalized amplitudes by using the full theory Lagrangian Eq.(4.1) in addition to the SM Lagrangian. We define momenta of the external fields $q_{L}^{i}, q_{L}^{j}$ and the gauge bosons as $p, p^{\prime}$ and $q$, respectively. In the computation of the step (i), we treat the SM particles as massless particles. The amplitude for the diagram in the top-left figure of Fig.(4.2) is given as,

$$
\begin{align*}
\Gamma_{\mu}^{B,(1) j i}= & g^{\prime} \frac{Y_{d R}}{2} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2}}\left[-\frac{\gamma_{\mu}}{2}\left(C_{\mathrm{UV}}+\ln \frac{\mu_{\mathrm{VLQ}}^{2}}{M_{4}^{2}}\right)-\frac{3 \gamma_{\mu}}{4}-\frac{5 q^{2} \gamma_{\mu}}{36 M_{4}^{2}}-\frac{\left(p^{2}+p^{\prime 2}\right) \gamma_{\mu}}{3 M_{4}^{2}}\right. \\
& \left.-\frac{1}{M_{4}^{2}}\left\{\frac{1}{3} \not p^{\prime} \gamma_{\mu} \not p+\frac{1}{12}\left(\not p^{\prime} \gamma_{\mu} \not q-\not q \gamma_{\mu} \not p\right)-\frac{1}{18} \not q \gamma_{\mu} q\right\}\right] L \tag{4.13}
\end{align*}
$$

for the case where external gauge boson is the $U(1)_{Y}$ gauge boson $B_{\mu}$. Here we do not write spinors of the external quarks explicitly. The symbol $C_{\mathrm{UV}}$ contain divergence:

$$
\begin{equation*}
C_{\mathrm{UV}}=\frac{2}{\eta}-\gamma+\ln 4 \pi, \tag{4.14}
\end{equation*}
$$

where $\eta=4-d$ with $d \rightarrow 4$ comes from the dimensional regularization and $\gamma$ is Euler's constant. We can obtain the amplutide for the case where the external gauge boson is the gluon $G_{\mu}^{a}$ by replacing $g^{\prime} \frac{Y_{d R}}{2}$ with $g_{s} \frac{\lambda^{a}}{2}$ in Eq.(4.13).

The amplitude for the diagram in the top-right figure of Fig.(4.2) is given as,

$$
\begin{align*}
\Gamma_{\mu}^{B,(2) j i}= & g^{\prime} \frac{Y_{\phi}}{2} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2}}\left[-\frac{\gamma_{\mu}}{2}\left(C_{\mathrm{UV}}+\ln \frac{\mu_{\mathrm{VLQ}}^{2}}{M_{4}^{2}}\right)-\frac{3 \gamma_{\mu}}{4}-\frac{\left(p^{2}+p^{\prime 2}\right) \gamma_{\mu}}{6 M_{4}^{2}}\right. \\
& \left.+\frac{\gamma^{\nu}}{6 M_{4}^{2}}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)\left(\ln \frac{-q^{2}}{M_{4}^{2}}-\frac{5}{6}\right)-\frac{\not p^{\prime} p_{\mu}+\not p p_{\mu}^{\prime}}{3 M_{4}^{2}}-\frac{\not q q_{\mu}}{6 M_{4}^{2}}\right] L, \tag{4.15}
\end{align*}
$$

for the case where external gauge boson is the $U(1)_{Y}$ gauge boson $B_{\mu}$. We can obtain the amplitude for the case where the external gauge boson is the $\mathrm{SU}(2)_{L}$ gauge boson $W_{\mu}^{I}$ by replacing $g^{\prime} \frac{Y_{\phi}}{2}$ with $g \frac{\tau^{I}}{2}$ in Eq.(4.15).

In order to remove the divergence in Eqs.(4.13) and (4.15), we perform a wave function renormalization. A renormalization constant can be determined by a selfenergy diagram of the SM quark doublet $q_{L}^{i}$, which include the VLQ as an internal line. The relevant diagram is shown in Fig.(4.3). The amplitude is given as,

$$
\begin{equation*}
\Sigma^{j i}(p)=\frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2}}\left[\frac{1}{2}\left(C_{\mathrm{UV}}+\ln \frac{\mu_{\mathrm{VLQ}}^{2}}{M_{4}^{2}}\right)+\frac{3}{4}+\frac{p^{2}}{3 M_{4}^{2}}\right] \not p L . \tag{4.16}
\end{equation*}
$$

The Lagrangian including counterterms for the SM quark doublet is,

$$
\begin{align*}
\mathcal{L}= & \overline{q_{L}^{i}} i \gamma^{\mu} D_{L \mu}^{q} q_{L}^{i}+\mathcal{L}_{c},  \tag{4.17}\\
\mathcal{L}_{c}= & \left\{\left(\sqrt{Z_{L}}{ }^{\dagger} \sqrt{Z_{L}}\right)^{j i}-\delta^{j i}\right\} q_{L}^{j} i \gamma^{\mu} \partial_{\mu} q_{L}^{i} \\
& -\left\{\left(\sqrt{Z_{L}}{ }^{\dagger} \sqrt{Z_{L}}\right)^{j i}-\delta^{j i}\right\} q_{L}^{j} \gamma^{\mu}\left[g_{s} \frac{\lambda^{a}}{2} G_{\mu}^{a}+g \frac{\tau^{I}}{2} W_{\mu}^{I}+g^{\prime} \frac{Y_{q L}}{2} B_{\mu}\right] q_{L}^{i}, \tag{4.18}
\end{align*}
$$

where $\sqrt{Z_{L}}$ is the renormalization constant defined by,

$$
\begin{equation*}
\left(q_{L}^{0}\right)^{j}={\sqrt{Z_{L}}}^{j i} q_{L}^{i}, \tag{4.19}
\end{equation*}
$$

with the bare SM quark doublet field $\left(q_{L}^{0}\right)^{i}$. The renormalization constant is determined so that the counterterms in Eq.(4.18) removes the divergence in Eq.(4.16):

$$
\begin{equation*}
\left({\sqrt{Z_{L}}}^{\dagger} \sqrt{Z_{L}}\right)^{j i}=\delta^{j i}-\frac{y_{d}^{j 4} y_{d}^{i 4 *}}{32 \pi^{2}} C_{\mathrm{UV}} \tag{4.20}
\end{equation*}
$$

and then we can obtain counterterms for $q_{L}^{i} q_{L}^{j} B_{\mu}, q_{L}^{i} q_{L}^{j} W_{\mu}^{I}$ and $q_{L}^{i} q_{L}^{j} G_{\mu}^{a}$ vertices. Adding the counterterms shown in Eq.(4.18) with Eq.(4.20) to the total amplitudes for the $q_{L}^{i} \rightarrow q_{L}^{j} B_{\mu}$ process $\Gamma_{\mu}^{B,(1)}+\Gamma_{\mu}^{B,(2)}$, we obtain the renormalized amplitude:

$$
\left.\begin{array}{rl}
\Gamma_{r \mu}^{B, j i}= & g^{\prime} \frac{Y_{q L}}{2} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2}}\left[-\frac{\gamma_{\mu}}{2}\left\{\ln \frac{\mu_{\mathrm{VLQ}}^{2}}{M_{4}^{2}}+\frac{3}{2}+\frac{p^{2}+p^{\prime 2}}{3 M_{4}^{2}}\right\}\right] L \\
& -g^{\prime} \frac{Y_{d R}}{2} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2} M_{4}^{2}}\left[\gamma_{\mu} \frac{p^{2}+p^{\prime 2}}{6}+\frac{\not p^{\prime} \gamma_{\mu} \not p}{3}+\frac{7 \gamma^{\nu}}{36}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)+\frac{\not{ }^{\prime}}{}\left[\gamma_{\mu}, q\right]-\left[\not \propto, \gamma_{\mu}\right] \not p\right] \\
24 \tag{4.21}
\end{array} L\right)
$$

where we used $\frac{Y_{d R}}{2}+\frac{Y_{\phi}}{2}=\frac{Y_{q L}}{2}$. In the same way as to the case of the $q_{L}^{i} \rightarrow q_{L}^{j} B_{\mu}$ process, we can derive the renormalized amplitudes for the $q_{L}^{i} \rightarrow q_{L}^{j} W_{\mu}^{I}$ and $q_{L}^{i} \rightarrow q_{L}^{j} G_{\mu}^{a}$.


Figure 4.3. Self-energy diagram of SM quark doublet $q_{L}^{i}$ with internal VLQ field $d_{R}^{4}$ [84].

### 4.3.2 Step (ii): Renormalized amplitudes in the effective field theory

Next we derive renormalized amplitudes by using the effective operator Eq.(4.4) in addition to the SM Lagrangian. Here we also treat the SM particles as massless particles. We can see that the amplitude of the bottom-left figure in Fig.(4.2) vanishes as long as the mass of $\phi$ is set to zero. The amplitude of the bottom-center figure in Fig.(4.2) is obtained as,

$$
\begin{equation*}
\Gamma_{\mu}^{B,(E) j i}=-g^{\prime} \frac{Y_{\phi}}{2} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2} M_{4}^{2}} \gamma^{\nu}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)\left[\frac{1}{6} C_{\mathrm{UV}}-\ln \frac{-q^{2}}{\mu_{\mathrm{VLQ}}^{2}}+\frac{4}{9}\right] L, \tag{4.22}
\end{equation*}
$$

for the case where the external gauge boson is the $U(1)_{Y}$ gauge boson $B_{\mu}$. We can obtain the amplitude for the $\mathrm{SU}(2)_{L}$ gauge boson $W_{\mu}^{I}$ by replacing $g^{\prime} \frac{Y_{\phi}}{2}$ with $g \frac{\tau^{I}}{2}$ in Eq.(4.22). A self-energy diagram of the quark doublet $q_{L}^{i}$ induced by the effective operator Eq.(4.4) vanishes as long as the mass of $\phi$ is set to zero. Therefore, there is no wave function renormalization of $q_{L}^{i}$ originating from the effective operator Eq.(4.4). In order to remove the divergence in Eq.(4.22), we introduce a counterterm by hand:

$$
\begin{align*}
\mathcal{L}_{c}^{\mathrm{EFT}}= & \left(Z_{\mathrm{EFT}}^{B, j i}-\delta^{j i}\right) q_{L}^{-} \gamma^{\nu} q_{L}^{i}\left(g_{\mu \nu} \square-\partial_{\mu} \partial_{\nu}\right) B^{\mu} \\
& +\left(Z_{\mathrm{EFT}}^{W, j i}-\delta^{j i}\right) q_{L}^{j} \gamma^{\nu} \tau^{I} q_{L}^{i}\left(g_{\mu \nu} \square-\partial_{\mu} \partial_{\nu}\right) W^{I \mu} . \tag{4.23}
\end{align*}
$$

Adding the counterterms shown in Eq.(4.23) to the amplitude Eq.(4.22), we obtain the renormalized amplitude as,

$$
\begin{equation*}
\Gamma_{r \mu}^{B,(E) j i}=-g^{\prime} \frac{Y_{\phi}}{2} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2} M_{4}^{2}} \gamma^{\nu}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)\left[-\ln \frac{-q^{2}}{\mu_{\mathrm{VLQ}}^{2}}+\frac{4}{9}\right] L, \tag{4.24}
\end{equation*}
$$

with the renormalization constaint:

$$
\begin{equation*}
Z_{\mathrm{EFT}}^{B, j i}=\delta^{j i}-g^{\prime} \frac{Y_{\phi}}{2} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 M_{4}^{2}} \cdot \frac{C_{\mathrm{UV}}}{6} . \tag{4.25}
\end{equation*}
$$

In the same way as to the case of the $q_{L}^{i} \rightarrow q_{L}^{j} B_{\mu}$ process, we can derive the renormalized amplitudes for the $q_{L}^{i} \rightarrow q_{L}^{j} W_{\mu}^{I}$ and $q_{L}^{i} \rightarrow q_{L}^{j} G_{\mu}^{a}$ processes.

### 4.3.3 Step (iii): Introducing effective operators

The renormalized amplitudes in the effective field theory Eq.(4.24) are not equal to that in the full theory Eq.(4.21). We introduce new effective operators with Wilson coefficients so as to match the amplitudes in the effective field theory with that in the full theory. The difference between the renormalized amplitude of $q_{L}^{i} \rightarrow q_{L}^{j} B_{\mu}$ process Eq.(4.21) and Eq.(4.24) is,

$$
\begin{align*}
\Delta \Gamma_{r \mu}^{B, j i} \equiv & \Gamma_{r \mu}^{B, j i}-\Gamma_{r \mu}^{B,(E) j i} \\
= & g^{\prime} \frac{Y_{q L}}{2} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2}}\left[-\frac{\gamma_{\mu}}{2}\left\{\ln \frac{\mu_{\mathrm{VLQ}}^{2}}{M_{4}^{2}}+\frac{3}{2}+\frac{p^{2}+p^{\prime 2}}{3 M_{4}^{2}}\right\}-\frac{\not p^{\prime} p_{\mu}+\not p p_{\mu}^{\prime}}{3 M_{4}^{2}}-\frac{\not q q_{\mu}}{6 M_{4}^{2}}\right] L \\
& -g^{\prime} \frac{Y_{d R}}{2} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2} M_{4}^{2}}\left[\frac{7 \gamma^{\nu}}{36}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)+\frac{\left.\left.\not p^{\prime}\left[\gamma_{\mu}, q\right]-[\not)^{\prime} \gamma_{\mu}\right] \not p\right]}{8}\right] L \\
& +g^{\prime} \frac{Y_{\phi}}{2} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2} M_{4}^{2}}\left[\frac{\gamma^{\nu}}{6}\left(g_{\mu \nu} q^{2}-q_{\mu} q_{\nu}\right)\left(\ln \frac{\mu_{\mathrm{VLQ}}^{2}}{M_{4}^{2}}+\frac{11}{6}\right)\right] L \tag{4.26}
\end{align*}
$$

In the same way as to the $q_{L}^{i} \rightarrow q_{L}^{j} B_{\mu}$ process, we can compute difference between the amplitudes in the full theory and that in the effective field theory with respect to the $q_{L}^{i} \rightarrow q_{L}^{j} W_{\mu}^{I}$ and $q_{L}^{i} \rightarrow q_{L}^{j} G_{\mu}^{a}$ processes. Then we can introduce new effective operators which correct the difference among the full theory and the effective theory. Taking account of the finite part in the self-energy diagram Eq.(4.16), the new effective operators with Wilson coefficients are given as follows:

$$
\begin{equation*}
\mathcal{L}_{\text {eff }}^{(1)}=\mathcal{L}_{\text {eff }}^{K}+\mathcal{L}_{\text {eff }}^{B}+\mathcal{L}_{e f f}^{W}+\mathcal{L}_{e f f}^{G} \tag{4.27}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{L}_{e f f}^{K}= & \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2}}\left(\frac{1}{2} \ln \frac{\mu_{\mathrm{VLQ}}^{2}}{M_{4}^{2}}+\frac{3}{4}\right) q_{L}^{j} i \gamma^{\mu} D_{L \mu}^{q} q_{L}^{i} \\
& +\frac{y_{d}^{j 4} y_{d}^{i 4 *}}{48 \pi^{2} M_{4}^{2}}\left(y_{d}^{j l *} d_{R}^{l} \phi^{\dagger}+y_{u}^{j l *} \overline{u_{R}^{l}} \tilde{\phi}^{\dagger}\right) i \gamma^{\mu} D_{L \mu}^{q}\left(y_{d}^{i k} \phi d_{R}^{k}+y_{u}^{i k} \tilde{\phi} u_{R}^{k}\right),  \tag{4.28}\\
\mathcal{L}_{e f f}^{B}= & g^{\prime 2} \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2} M_{4}^{2}}\left\{\frac{Y_{d R}}{2} \cdot \frac{7}{36}-\frac{Y_{\phi}}{2}\left(\frac{1}{6} \ln \frac{\mu_{\mathrm{VLQ}}^{2}}{M_{4}^{2}}+\frac{11}{36}\right)\right\} \\
& \times\left[\frac{Y_{l L}}{2} \mathcal{O}_{l q}^{(1) k k j i}+\frac{Y_{e R}}{2} \mathcal{O}_{q e}^{j i k k}+\frac{Y_{q L}}{2} \mathcal{O}_{q q}^{(1) j i k k}+\frac{Y_{u R}}{2} \mathcal{O}_{q u}^{(1) j i k k}+\frac{Y_{d R}}{2} \mathcal{O}_{q d}^{(1) j i k k}+\frac{Y_{\phi}}{2} \mathcal{O}_{\phi q}^{(1) j i}\right] \\
& +\frac{g^{\prime}}{16 \pi^{2} M_{4}^{2}}\left(\frac{Y_{q L}}{2} \cdot \frac{1}{12}-\frac{Y_{d R}}{2} \cdot \frac{1}{8}\right)\left[y_{d}^{j 4} y_{d}^{i 4 *}\left\{y_{d}^{i l} \mathcal{O}_{d B}^{j l}+y_{u}^{i} \mathcal{O}_{u B}^{j i}\right\}+h . c .\right], \tag{4.29}
\end{align*}
$$

| Effective Operators | Wilson Coefficients |  |
| :---: | :---: | :---: |
| $\overline{\mathcal{O}_{u G}^{j i}\left(\overline{q_{L}^{j}} \sigma^{\mu \nu} \frac{\lambda^{a}}{2} u_{R}^{i}\right) \tilde{\phi} G_{\mu \nu}^{a}}$ | $\mathcal{C}_{u G}^{j i}\left(\mu_{\mathrm{VLQ}}\right)$ | $-\frac{1}{24} \cdot \frac{g_{s}}{16 \pi^{2} M_{4}^{2}} y_{d}^{j 4} y_{d}^{i 4 *} y_{u}^{i}$ |
| $\overline{\mathcal{O}_{u W}^{j i}\left(\overline{q_{L}^{j}} \sigma^{\mu \nu} \tau^{I} u_{R}^{i}\right) \tilde{\phi} W_{\mu \nu}^{I}}$ | $\underline{\mathcal{C}_{u W}^{j i}\left(\mu_{\mathrm{VLQ}}\right)}$ | $\frac{1}{24} \cdot \frac{g}{16 \pi^{2} M_{4}^{2}} y_{d}^{j 4} y_{d}^{i 4 *} y_{u}^{i}$ |
| $\left.\begin{array}{c}\hline \mathcal{O}_{u B}^{j i} \\ \hline \mathcal{O}^{\text {a }} \\ \hline \bar{q}_{L}^{j} \\ \end{array} \sigma^{\mu \nu} u_{R}^{i}\right) \tilde{\phi} B_{\mu \nu}$ | $\mathcal{C}_{u B}^{j i}\left(\mu_{\mathrm{VLQ}}\right)$ | $\frac{g^{\prime}}{16 \pi^{2} M_{4}^{2}}\left(\frac{Y_{q L}}{2} \cdot \frac{1}{12}-\frac{Y_{d R}}{2} \cdot \frac{1}{8}\right) y_{d}^{j 4} y_{d}^{i 4 *} y_{u}^{i}$ |
| $\overline{\mathcal{O}_{d G}^{j i}\left(\overline{q_{L}^{j}} \sigma^{\mu \nu} \frac{\lambda^{a}}{2} d_{R}^{i}\right) \phi G_{\mu \nu}^{a}}$ | $\mathcal{C}_{d G}^{j i}\left(\mu_{\mathrm{VLQ}}\right)$ | $-\frac{1}{24} \cdot \frac{g_{s}}{16 \pi^{2} M_{4}^{2}} y_{d}^{j 4} y_{d}^{l 4 *} y_{d}^{l i}$ |
| $\underline{\mathcal{O}_{d W}^{j i}\left(\overline{q_{L}^{j}} \sigma^{\mu \nu} \tau^{I} d_{R}^{i}\right) \phi W_{\mu \nu}^{I}}$ | $\mathcal{C}_{\text {CW }}^{j i}\left(\mu_{\mathrm{VLQ}}\right)$ | $\frac{1}{24} \cdot \frac{g}{16 \pi^{2} M_{4}^{2}} y_{d}^{j 4} y_{d}^{l 4 *} y_{d}^{l i}$ |
| $\overline{\mathcal{O}_{d B}^{j i}} \quad\left(\overline{q_{L}^{j}} \sigma^{\mu \nu} d_{R}^{i}\right) \phi B_{\mu \nu}$ | $\mathcal{C}_{d B}^{j i}\left(\mu_{\mathrm{VLQ}}\right)$ | $\frac{g^{\prime}}{16 \pi^{2} M_{4}^{2}}\left(\frac{Y_{q L}}{2} \cdot \frac{1}{12}-\frac{Y_{d R}}{2} \cdot \frac{1}{8}\right) y_{d}^{j 4} y_{d}^{l 4 *} y_{d}^{l i}$ |

Table 4.1. The left-hand side table shows dipole type operators in the SMEFT [67]. The symbols $G_{\mu \nu}^{a}, W_{\mu \nu}^{I}$ and $B_{\mu \nu}$ denote the field strength of the $\mathrm{SU}(3)_{c}, \mathrm{SU}(2)_{L}$ and $U(1)_{Y}$ gauge bosons, respectively. The right-hand side table shows the corresponding Wilson coefficients at the matching scale $\mu_{\mathrm{VLQ}}$ [84].

| $\mathcal{O}_{l q}^{(1) k l j i}$ | $\left(\overline{l_{L}^{k}} \gamma_{\mu} l_{L}^{l}\right)\left(\overline{q_{L}^{j}} \gamma^{\mu} q_{L}^{i}\right)$ |
| :---: | :---: |
| $\mathcal{O}_{l q}^{(3) k l j i}$ | $\left(\overline{l_{L}^{k}} \gamma_{\mu} \tau^{I} l_{L}^{l}\right)\left(\overline{q_{L}^{j}} \gamma^{\mu} \tau^{I} q_{L}^{i}\right)$ |
| $\mathcal{O}_{q q}^{(1) j i k l}$ | $\left(\overline{\bar{q}_{L}^{j}} \gamma_{\mu} q_{L}^{i}\right)\left(\overline{q_{L}^{k}} \gamma^{\mu} q_{L}^{l}\right)$ |
| $\mathcal{O}_{q q}^{(3) j i k l}$ | $\left(\overline{q_{L}^{j}} \gamma_{\mu} \tau^{I} q_{L}^{i}\right)\left(\overline{q_{L}^{k}} \gamma^{\mu} \tau^{I} q_{L}^{l}\right)$ |
| $\mathcal{O}_{q q}^{(8)) j i k l}$ | $\left(\overline{q_{L}^{j}} \gamma_{\mu} \frac{\lambda^{a}}{2} q_{L}^{i}\right)\left(\overline{q_{L}^{k}} \gamma^{\mu} \frac{\lambda^{a}}{2} q_{L}^{l}\right)$ |


| $\mathcal{O}_{q e}^{j i k l}$ | $\left(\overline{q_{L}^{j}} \gamma_{\mu} q_{L}^{i}\right)\left(\overline{e_{R}^{k}} \gamma^{\mu} e_{R}^{l}\right)$ |
| :---: | :---: |
| $\mathcal{O}_{q u}^{(1) j i k l}$ | $\left(\overline{q_{L}^{j}} \gamma_{\mu} q_{L}^{i}\right)\left(\overline{u_{R}^{k}} \gamma^{\mu} u_{R}^{l}\right)$ |
| $\mathcal{O}_{q u}^{(8) j i k l}$ | $\left(\overline{q_{L}^{j}} \gamma_{\mu}{ }^{\lambda^{a}} q_{L}^{i}\right)\left(\overline{u_{R}^{k}} \gamma^{\mu \lambda^{a}} u_{2}^{l} u_{R}^{l}\right)$ |
| $\mathcal{O}_{q d}^{(1) j i k l}$ | $\left(\overline{q_{L}^{j}} \gamma_{\mu} q_{L}^{i}\right)\left(\overline{d_{R}^{k}} \gamma^{\mu} d_{R}^{l}\right)$ |
| $\mathcal{O}_{q d}^{(8) j i k l}$ | $\left(\overline{q_{L}^{j}} \gamma_{\mu}{ }^{\lambda^{a}} q_{L}^{i}\right)\left(\overline{d_{R}^{k}} \gamma^{\lambda^{a}} \frac{\lambda^{a}}{2} d_{R}^{l}\right)$ |

Table 4.2. The 4 -Fermi type effective operators in the SMEFT [67]. We note that the operator $\mathcal{O}_{q q}^{(8) ~ j i k l}$ can be written in terms of the other effective operators [67].

$$
\begin{align*}
\mathcal{L}_{e f f}^{W}= & -\frac{g^{2}}{4} \cdot \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2} M_{4}^{2}}\left(\frac{1}{6} \ln \frac{\mu_{\mathrm{VLQ}}^{2}}{M_{4}^{2}}+\frac{11}{36}\right)\left[\mathcal{O}_{l q}^{(3) k k j i}+\mathcal{O}_{q q}^{(3) j i k k}+\mathcal{O}_{\phi q}^{(3) j i}\right] \\
& +\frac{g}{16 \pi^{2} M_{4}^{2}} \cdot \frac{1}{24}\left[y_{d}^{j 4} y_{d}^{i 4 *}\left\{y_{d}^{i l} \mathcal{O}_{d W}^{j l}+y_{u}^{i} \mathcal{O}_{u W}^{j i}\right\}+h . c .\right],  \tag{4.30}\\
\mathcal{L}_{e f f}^{G}= & g_{s}^{2} \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{16 \pi^{2} M_{4}^{2}} \cdot \frac{7}{36}\left[\mathcal{O}_{q q}^{(8) j i k k}+\mathcal{O}_{q u}^{(8) j i k k}+\mathcal{O}_{q d}^{(8) j i k k}\right] \\
& +\frac{g_{s}}{16 \pi^{2} M_{4}^{2}}\left(-\frac{1}{24}\right)\left[y_{d}^{j 4} y_{d}^{i 4 *}\left\{y_{d}^{i l} \mathcal{O}_{d G}^{j l}+y_{u}^{i} \mathcal{O}_{u G}^{j i}\right\}+h . c .\right] . \tag{4.31}
\end{align*}
$$

The effective operators $\mathcal{O}$ in Eqs.(4.29)-(4.31) are listed in the Tables 4.1 and 4.2. The right-hand side of the Table 4.1 shows the Wilson coefficients of the dipole operators in Eqs.(4.29)-(4.31). The symbols $G_{\mu \nu}^{a}, W_{\mu \nu}^{I}$ and $B_{\mu \nu}$ denote the field strength of the $\mathrm{SU}(3)_{c}, \mathrm{SU}(2)_{L}$ and $U(1)_{Y}$ gauge bosons, respectively. Note that the effective operator $\mathcal{O}_{q q}^{(8) j i k k}$ can be written in terms of the other effective operators in the SMEFT by using the Fierz transformations [67],

$$
\begin{equation*}
\mathcal{O}_{q q}^{(8) j i k l}=\frac{1}{4} \mathcal{O}_{q q}^{(1) j l k i}+\frac{1}{4} \mathcal{O}_{q q}^{(3) j l k i}-\frac{1}{6} \mathcal{O}_{q q}^{(1) j i k l} . \tag{4.32}
\end{equation*}
$$

### 4.3.4 Redefinition of the Yukawa couplings

We can see that the kinetic term of the $\operatorname{SU}(2)_{L}$ doublet quark field $q_{L}^{i}$ is not a canonical form because of the first term in Eq.(4.28):

$$
\begin{align*}
\mathcal{L}_{K}^{(q)} & =\bar{q}_{L}^{-j}\left\{\delta^{j i}+Z^{j i}\left(\mu_{\mathrm{VLQ}}\right)\right\} i \gamma^{\mu} D_{L \mu}^{q} q_{L}^{i},  \tag{4.33}\\
Z^{j i}\left(\mu_{\mathrm{VLQ}}\right) & \equiv \frac{y_{d}^{j 4} y_{d}^{i d *}}{16 \pi^{2}}\left(\frac{1}{2} \ln \frac{\mu_{\mathrm{VLQ}}^{2}}{M_{4}^{2}}+\frac{3}{4}\right) . \tag{4.34}
\end{align*}
$$

The coefficient $Z^{j i}(\mu)$ is not suppressed by the VLQ mass $M_{4}$ but suppressed by the loop factor $\sim 1 /\left(16 \pi^{2}\right)$. We perform a rescaling of the field $q_{L}^{i}$ to rewrite the kinetic term Eq.(4.33) into a canonical form. We define a rescaled field $q_{L}^{\prime k}$ as,

$$
\begin{equation*}
q_{L}^{\prime k} \equiv\left\{\delta^{k i}+\frac{1}{2} Z^{k i}\left(\mu_{\mathrm{VLQ}}\right)\right\} q_{L}^{i} \tag{4.35}
\end{equation*}
$$

The kinetic term of the doublet quark field becomes,

$$
\begin{equation*}
\mathcal{L}_{K}^{(q)}=\overline{q_{L}^{k}} i \gamma^{\mu} D_{L \mu}^{q} q_{L}^{\prime k} \tag{4.36}
\end{equation*}
$$

The rescaling Eq.(4.35) modifies the Yukawa interactions among the SM quarks. The modification can be absorbed into the Yukawa coupling as follows:

$$
\begin{align*}
y_{d}^{j i} \overline{q_{L}^{j}} \phi d_{R}^{i} & =\left\{\delta^{k j}-\frac{1}{2} Z^{k j}\left(\mu_{\mathrm{VLQ}}\right)\right\} y_{d}^{j i} \overline{q_{L}^{\prime k}} \phi d_{R}^{i} \equiv Y_{d}^{k i} \overline{q_{L}^{\prime k}} \phi d_{R}^{i},  \tag{4.37}\\
y_{u}^{i} \overline{q_{L}^{i}} \tilde{\phi} u_{R}^{i} & =\left\{\delta^{k i}-\frac{1}{2} Z^{k i}\left(\mu_{\mathrm{VLQ}}\right)\right\} y_{u}^{i} \overline{q_{L}^{\prime k}} \tilde{\phi} u_{R}^{i} \equiv Y_{u}^{k i} \overline{q_{L}^{\prime k}} \tilde{\phi} u_{R}^{i}, \tag{4.38}
\end{align*}
$$

where we redefine the Yukawa coupling as,

$$
\begin{align*}
Y_{d}^{k i} & \equiv\left\{\delta^{k j}-\frac{1}{2} Z^{k j}(\mu \mathrm{VLQ})\right\} y_{d}^{j i}  \tag{4.39}\\
Y_{u}^{k i} & \equiv\left\{\delta^{k i}-\frac{1}{2} Z^{k i}\left(\mu_{\mathrm{VLQ}}\right)\right\} y_{u}^{i} \tag{4.40}
\end{align*}
$$

The tree level effective operator in Eq.(4.4) (or equivalently Eq.(4.12)) is also changed by the rescaling Eq.(4.35). The modification can be absorbed into the Yukawa coupling $y_{d}^{i 4}$ as,

$$
\begin{align*}
\mathcal{L}_{\text {eff }}^{(\text {tree })} & =i \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{M_{4}^{2}}\left(\overline{q_{L}^{j}} \phi\right) \gamma^{\mu} D_{R \mu}^{d}\left(\phi^{\dagger} q_{L}^{i}\right) \\
& =i\left\{\delta^{k j}-\frac{1}{2} Z^{k j}\left(\mu_{\mathrm{VLQ}}\right)\right\} \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{M_{4}^{2}}\left\{\delta^{i l}-\frac{1}{2} Z^{i l}\left(\mu_{\mathrm{VLQ}}\right)\right\}\left(\overline{q_{L}^{\prime k}} \phi\right) \gamma^{\mu} D_{R \mu}^{d}\left(\phi^{\dagger} q_{L}^{\prime l}\right) \\
& \equiv i \frac{Y_{d}^{k 4} Y_{d}^{l 4 *}}{M_{4}^{2}}\left(\overline{q_{L}^{\prime k}} \phi\right) \gamma^{\mu} D_{R \mu}^{d}\left(\phi^{\dagger} q_{L}^{\prime l}\right) \tag{4.41}
\end{align*}
$$

where we define,

$$
\begin{equation*}
Y_{d}^{k 4} \equiv\left\{\delta^{k j}-\frac{1}{2} Z^{k j}\left(\mu_{\mathrm{VLQ}}\right)\right\} y_{d}^{j 4} \tag{4.42}
\end{equation*}
$$

In the same way as to the tree level effective operator, the rescaling Eq.(4.35) affects the one-loop level effective operators in Eqs.(4.28)-(4.31) and leads to two-loop level corrections. We can simply take $q_{L} \simeq q_{L}^{\prime}$ and $y_{u, d} \simeq Y_{u, d}$ in the one-loop level effective operators since we do not consider two-loop level contributions.

The up-type Yukawa coupling $Y_{u}$ in Eq.(4.40) is not diagonal matrix because of the non-diagonal matrix $Z^{j i}\left(\mu_{\mathrm{VLQ}}\right)$. We can diagonalize $Y_{u}$ by unitary transformations of the SM quark fields without loss of generality. Therefore, we take the basis where the up-type Yukawa coupling is diagonal. In this basis, we write the Yukawa couplings as small letters $y_{u, d}$ and omit the prime symbol on the quark field for simplicity. We summarize the Lagrangian at matching scale $\mu_{\mathrm{VLQ}}$ :

$$
\begin{equation*}
\mathcal{L}_{\mathrm{EFT}}=\mathcal{L}_{\mathrm{SM}}^{q}+\mathcal{L}_{\text {eff }}^{(\text {tree })}+\mathcal{L}_{\text {eff }}^{(1)}, \tag{4.43}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{L}_{\mathrm{SM}}^{q} & =\overline{q_{L}^{i}} i \gamma^{\mu} D_{L \mu}^{q} q_{L}^{i}+\overline{u_{R}^{i}} i \gamma^{\mu} D_{R \mu}^{u} u_{R}^{i}+\overline{d_{R}^{i}} i \gamma^{\mu} D_{R \mu}^{d} d_{R}^{i}-\left[y_{d}^{i j} q_{L}^{i} \phi d_{R}^{j}+y_{u}^{i} q_{L}^{i} \tilde{\phi} u_{R}^{i}+h . c .\right],  \tag{4.44}\\
\mathcal{L}_{e f f}^{(\text {tree })} & =i \frac{y_{d}^{j 4} y_{d}^{i 4 *}}{M_{4}^{2}}\left(\overline{q_{L}^{j}} \phi\right) \gamma^{\mu} D_{R \mu}^{d}\left(\phi^{\dagger} q_{L}^{i}\right)=\mathcal{C}_{\phi q}^{(1) j i} \mathcal{O}_{\phi q}^{(1) j i}+\mathcal{C}_{\phi q}^{(3) j i} \mathcal{O}_{\phi q}^{(3) j i}+\left[\mathcal{C}_{d \phi}^{j i} \mathcal{O}_{d \phi}^{j i}+h . c .\right], \tag{4.45}
\end{align*}
$$

and $\mathcal{L}_{\text {eff }}^{(1)}$ is given in Eq.(4.27) with Eqs.(4.29)-(4.31).

### 4.4 Electroweak Symmetry Breaking

We rewrite the Lagrangian Eq.(4.43) in terms of the SM fields in the broken phase of the SM gauge symmetry. We define the Higgs doublet $\phi$ as,

$$
\begin{equation*}
\phi=\binom{\chi^{+}}{\left(v+h+i \chi_{0}\right) / \sqrt{2}}, \tag{4.46}
\end{equation*}
$$

where $v$ is the VEV. The symbols $h, \chi^{+}$and $\chi_{0}$ denote the physical Higgs boson, the charged and neutral Nambu-Goldstone (NG) bosons, respectively.

### 4.4.1 $\mathrm{SM}+$ tree level effective operators

First we consider substituting Eq.(4.46) to the Higgs doublet $\phi$ in the SM quark Lagrangian $\mathcal{L}_{\text {SM }}^{q}$ and the tree level effective operators $\mathcal{L}_{\text {eff }}^{(\text {tree })}$. We can divide $\mathcal{L}_{\text {SM }}^{q}+$ $\mathcal{L}_{e f f}^{(\text {tree })}$ into three parts after the substitution:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{SM}}^{q}+\mathcal{L}_{\text {eff }}^{(\text {tree })}=\mathcal{L}_{\text {dim. } 4}^{(0)}+\mathcal{L}_{\text {dim. } 5}^{(0)}+\mathcal{L}_{\text {dim. } 6}^{(0)} . \tag{4.47}
\end{equation*}
$$

The term $\mathcal{L}_{\text {dim. } 4}^{(0)}$ is constituted by the mass terms of the SM quarks and dim. 4 operators including the usual SM interactions. The explicit form of $\mathcal{L}_{\text {dim. } 4}^{(0)}$ is given as,

$$
\begin{align*}
\mathcal{L}_{\text {dim. } 4}^{(0)}= & u^{i} i \gamma^{\mu} \partial_{\mu} u^{i}+\bar{d}^{i} i \gamma^{\mu} \partial_{\mu} d^{i}-\frac{v}{\sqrt{2}}\left[\left(y_{d}^{j k}-\frac{v^{2}}{2} \mathcal{C}_{d \phi}^{j k}\right) \overline{d_{L}^{j}} d_{R}^{k}+y_{u}^{i} u_{L}^{i} u_{R}^{i}+h . c .\right] \\
& -e\left[Q_{u} \overline{u^{i}} \gamma^{\mu} u^{i}+Q_{d} \overline{d^{i}} \gamma^{\mu} d^{i}\right] A_{\mu}-\frac{g}{\sqrt{2}}\left[\left\{\delta^{j i}+v^{2} \mathcal{C}_{\phi q}^{(3) j i}\right\} \overline{u_{L}^{j}} \gamma^{\mu} d_{L}^{i} W_{\mu}^{+}+h . c .\right] \\
& -\frac{g}{2 c_{w}}\left[\delta^{j i}-v^{2}\left\{\mathcal{C}_{\phi q}^{(1) j i}-\mathcal{C}_{\phi q}^{(3) j i}\right\}\right] \overline{u_{L}^{j}} \gamma^{\mu} u_{L}^{i} Z_{\mu}+\frac{g}{c_{w}} Q_{u} s_{w}^{2} \overline{u^{i}} \gamma^{\mu} u^{i} Z_{\mu} \\
& +\frac{g}{2 c_{w}}\left[\delta^{j i}+v^{2}\left\{\mathcal{C}_{\phi q}^{(1) j i}+\mathcal{C}_{\phi q}^{(3) j i}\right\}\right] \overline{d_{L}^{j} \gamma^{\mu} d_{L}^{i} Z_{\mu}+\frac{g}{c_{w}} Q_{d} s_{w}^{2} \overline{d^{i}} \gamma^{\mu} d^{i} Z_{\mu}} \\
& -\left[\left(y_{d}^{j k}-\frac{v^{2}}{2}\left\{\mathcal{C}_{d \phi}^{j k}-2 \mathcal{C}_{\phi q}^{(3) j i} y_{d}^{i k}\right\}\right) \overline{u_{L}^{j}} d_{R}^{k} \chi^{+}+h . c .\right] \\
& +\left[\left\{\delta^{j i}+v^{2} \mathcal{C}_{\phi q}^{(3) j i}\right\} y_{u}^{i} \overline{d_{L}^{j}} u_{R R}^{i} \chi^{-}+h . c .\right]-\frac{1}{\sqrt{2}}\left[\left\{y_{d}^{j k}-\frac{3 v^{2}}{2} \mathcal{C}_{d \phi}^{j k}\right\} \overline{d_{L}^{j}} d_{R}^{k} h+h . c .\right] \\
& -\left[\frac{i}{\sqrt{2}}\left(y_{d}^{j k}-\frac{v^{2}}{2}\left\{\mathcal{C}_{d \phi}^{j k}-2\left(\mathcal{C}_{\phi q}^{(1) j i}+\mathcal{C}_{\phi q}^{(3) j i}\right) y_{d}^{i k}\right\}\right) \overline{d_{L}^{j}} d_{R}^{k} \chi_{0}+h . c .\right] \\
& -\frac{y_{u}^{i}}{\sqrt{2}} \overline{u_{L}^{i}} u_{R}^{i} h+\left[\frac{i}{\sqrt{2}}\left(\delta^{j i}-v^{2}\left\{\mathcal{C}_{\phi q}^{(1) j i}-\mathcal{C}_{\phi q}^{(3) j i}\right\}\right) y_{u}^{i} \overline{u_{L}^{j}} u_{R}^{i} \chi_{0}+h . c .\right] . \tag{4.48}
\end{align*}
$$

The combination $\mathcal{C}_{\phi q}^{(1) j i}-\mathcal{C}_{\phi q}^{(3) j i}$ vanishes if the relation Eq.(4.10) is taken into account. However, the relations Eqs.(4.10) and (4.11) hold only the matching scale $\mu_{\mathrm{VLQ}}$ because of the RG effects. Therefore, we leave the terms which are proportional to the combination $\mathcal{C}_{\phi q}^{(1) j i}-\mathcal{C}_{\phi q}^{(3) j i}$ in Eq.(4.48). The terms $\mathcal{L}_{\text {dim. } 5}^{(0)}$ and $\mathcal{L}_{\text {dim. } 6}^{(0)}$ contain dim. 5 and dim. 6 operators which do not exist in the SM. Here we show only terms which can contribute to $b \rightarrow s \gamma$ process:

$$
\begin{align*}
\mathcal{L}_{\text {dim.5 }}^{(0)} \supset & -v g\left\{\mathcal{C}_{\phi q}^{(1) j i}-\mathcal{C}_{\phi q}^{(3) j i}\right\} \overline{d_{L}^{j}} \gamma^{\mu} d_{L}^{i}\left(W_{\mu}^{+} \chi^{-}+W_{\mu}^{-} \chi^{+}\right) \\
& +i\left\{\mathcal{C}_{\phi q}^{(1) j i}-\mathcal{C}_{\phi q}^{(3) j i}\right\} \overline{d_{L}^{j}} \gamma^{\mu} d_{L}^{i}\left(\chi^{-} \partial_{\mu} \chi^{+}-\chi^{+} \partial_{\mu} \chi^{-}\right) \\
& +\left[\frac{v}{\sqrt{2}}\left\{\mathcal{C}_{d \phi}^{j k}+2 \mathcal{C}_{\phi q}^{(3) j i} y_{d}^{i k}\right\} \overline{d_{L}^{j}} d_{R}^{k} \chi^{+} \chi^{-}+h . c .\right],  \tag{4.49}\\
\mathcal{L}_{\text {dim.6 }}^{(0)} \supset & -2 e\left\{\mathcal{C}_{\phi q}^{(1) j i}-\mathcal{C}_{\phi q}^{(3) j i}\right\} \overline{d_{L}^{j}} \gamma^{\mu} d_{L}^{i} \chi^{+} \chi^{-} A_{\mu} . \tag{4.50}
\end{align*}
$$

We can see that all the terms in Eqs.(4.49) and (4.50) vanish if the relation Eqs.(4.10) and (4.11) is taken into account.

Next we consider a diagonalization of the down-type quark mass matrix in Eq.(4.48). The $3 \times 3$ mass matrix of the down-type quarks is,

$$
\begin{equation*}
m_{d}^{j k} \equiv \frac{v}{\sqrt{2}}\left(y_{d}^{j k}-\frac{v^{2}}{2} \mathcal{C}_{d \phi}^{j k}\right) . \tag{4.51}
\end{equation*}
$$

We diagonalize the mass matrix $m_{d}^{j k}$ by two steps. First we diagonalize only the SM Yukawa coupling $y_{d}^{j k}$ with unitary matrices $K_{L}$ and $K_{R}$ :

$$
\left\{\begin{array}{l}
d_{L}^{i}=K_{L}^{i m} d_{L}^{(0) m}  \tag{4.52}\\
d_{R}^{i}=K_{R}^{i m} d_{R}^{(0) m}
\end{array}, \quad \rightarrow \quad\left(K_{L}^{\dagger m k} y_{d}^{j k} K_{R}^{k n}\right) \equiv y_{d}^{(0) m} \delta^{m n}\right.
$$

where we define the diagonal Yukawa coupling $y_{d}^{(0)}$. The indices (0) indicates the basis where the SM Yukawa coupling $y_{d}$ is diagonal. That basis corresponds to the mass basis of the SM. The whole mass matrix $m_{d}^{j k}$ becomes,

$$
\begin{align*}
K_{L}^{\dagger m j} m_{d}^{j k} K_{R}^{k n} & =\frac{v}{\sqrt{2}}\left(y_{d}^{(0) m} \delta^{m n}-\frac{v^{2}}{2} K_{L}^{\dagger m j} \mathcal{C}_{d \phi}^{j k} K_{R}^{k n}\right) \\
& \equiv \frac{v}{\sqrt{2}}\left(y_{d}^{(0) m} \delta^{m n}-\frac{v^{2}}{2} \tilde{\mathcal{C}}_{d \phi}^{m n}\right), \tag{4.53}
\end{align*}
$$

Here we define the Wilson coefficients in the mass basis of the SM as $\tilde{\mathcal{C}}_{d \phi}^{m n}$. The definitions of the Wilson coefficients in the mass basis of the SM are,

$$
\begin{align*}
\tilde{\mathcal{C}}_{\phi q}^{(1) m n} & \equiv K_{L}^{\dagger m j} \mathcal{C}_{\phi q}^{(1) j k} K_{L}^{k n},  \tag{4.54}\\
\tilde{\mathcal{C}}_{\phi q}^{(3) m n} & \left.\equiv K_{L}^{\dagger m j} \mathcal{C}_{\phi q}^{(3)}\right)_{L}^{k n} K_{L}^{k n},  \tag{4.55}\\
\tilde{\mathcal{C}}_{d \phi}^{m n} & \equiv K_{L}^{\dagger m j} \mathcal{C}_{d \phi}^{j k} K_{R}^{k n} . \tag{4.56}
\end{align*}
$$

Explicit forms of the $\tilde{\mathcal{C}}_{\phi q}^{(1) m n}, \tilde{\mathcal{C}}_{\phi q}^{(3) m n}$ and $\tilde{\mathcal{C}}_{d \phi}^{m n}$ at the scale $\mu_{\mathrm{VLQ}}$ are:

$$
\begin{align*}
\tilde{\mathcal{C}}_{\phi q}^{(1) m n}\left(\mu_{\mathrm{VLQ}}\right) & \equiv K_{L}^{\dagger m j} \mathcal{C}_{\phi q}^{(1) j k}\left(\mu_{\mathrm{VLQ}}\right) K_{L}^{k n}=-\frac{y_{d}^{(0) m 4} y_{d}^{(0) n 4 *}}{4 M_{4}^{2}},  \tag{4.57}\\
\tilde{\mathcal{C}}_{\phi q}^{(3) m n}\left(\mu_{\mathrm{VLQ}}\right) & =\tilde{\mathcal{C}}_{\phi q}^{(1) m n}\left(\mu_{\mathrm{VLQ}}\right),  \tag{4.58}\\
\tilde{\mathcal{C}}_{d \phi}^{m n}\left(\mu_{\mathrm{VLQ}}\right) & \equiv K_{L}^{\dagger m j} \mathcal{C}_{d \phi}^{j k}\left(\mu_{\mathrm{VLQ}}\right) K_{R}^{k n}=\frac{y_{d}^{(0) m 4} y_{d}^{(0) l 4 *}}{2 M_{4}^{2}} y_{d}^{(0) l} \delta^{l n} \tag{4.59}
\end{align*}
$$

where we used the relation Eqs.(4.10) and (4.11) and define the Yukawa couplings among the SM quarks and the VLQ in the mass basis of the SM as,

$$
\begin{equation*}
y_{d}^{(0) m 4} \equiv K_{L}^{\dagger m j} y_{d}^{j 4} \tag{4.60}
\end{equation*}
$$

The mass matrix Eq.(4.53) is still non-diagonal. We introduce unitary matrices $V_{L}$ and $V_{R}$ which diagonalize the whole mass matrix Eq.(4.53):

$$
\left\{\begin{array}{l}
d_{L}^{(0) m}=V_{L}^{m p} d_{L}^{\prime p}  \tag{4.61}\\
d_{R}^{(0) m}=V_{R}^{m p} d_{R}^{\prime p},
\end{array} \quad \rightarrow \quad V_{L}^{\dagger p m}\left(y_{d}^{(0) m} \delta^{m n}-\frac{v^{2}}{2} \tilde{\mathcal{C}}_{d \phi}^{m n}\right) V_{R}^{n q} \equiv y_{d}^{\prime p} \delta^{p q},\right.
$$

where the prime indicates the complete mass basis of the SM down-type quarks with the diagonal mass matrix,

$$
\begin{equation*}
M_{d} \equiv \frac{v}{\sqrt{2}} y_{d}^{\prime}=\operatorname{diag}\left[m_{d}, m_{s}, m_{b}\right] \tag{4.62}
\end{equation*}
$$

The mixing angles of the unitary matrices $V_{L, R}$ are of the order of $\mathcal{O}\left(v^{2} / M_{4}^{2}\right)$ since the off-diagonal elements of the mass matrix Eq.(4.53) is of the order of $v^{2} \tilde{\mathcal{C}}_{d \phi}^{m n} \sim$ $v^{2} / M_{4}^{2}$. We define the Yukawa coupling in the complete mass basis as,

$$
\begin{equation*}
y_{d}^{\prime p 4} \equiv V_{L}^{\dagger p m} y_{d}^{(0) m 4} \simeq \delta^{p m} y_{d}^{(0) m 4}+\mathcal{O}\left(\frac{v^{2}}{M_{4}^{2}}\right) \tag{4.63}
\end{equation*}
$$

then we can take,

$$
\begin{align*}
& V_{L}^{\dagger p m} \tilde{\mathcal{C}}_{\phi q}^{(1) m n}\left(\mu_{\mathrm{VLQ}}\right) V_{L}^{n q}=-\frac{y_{d}^{\prime p 4} y_{d}^{\prime q 4 *}}{4 M_{4}^{2}} \simeq \tilde{\mathcal{C}}_{\phi q}^{(1) p q}+\mathcal{O}\left(\frac{v^{4}}{M_{4}^{4}}\right),  \tag{4.64}\\
& V_{L}^{\dagger p m} \tilde{\mathcal{C}}_{\phi q}^{(3) m n}\left(\mu_{\mathrm{VLQ}}\right) V_{L}^{n q}=-\frac{y_{d}^{\prime p 4} y_{d}^{\prime q 4}}{4 M_{4}^{2}} \simeq \tilde{\mathcal{C}}_{\phi q}^{(3) p q}+\mathcal{O}\left(\frac{v^{4}}{M_{4}^{4}}\right),  \tag{4.65}\\
& V_{L}^{\dagger p m} \tilde{\mathcal{C}}_{d \phi}^{m n}\left(\mu_{\mathrm{VLQ}}\right) V_{R}^{n q} \simeq \frac{y_{d}^{\prime p 4} y_{d}^{\prime q *}}{2 M_{4}^{2}} y_{d}^{\prime q}+\mathcal{O}\left(\frac{v^{4}}{M_{4}^{4}}\right) \simeq \tilde{\mathcal{C}}_{d \phi}^{p q}\left(\mu_{\mathrm{VLQ}}\right)+\mathcal{O}\left(\frac{v^{4}}{M_{4}^{4}}\right) . \tag{4.66}
\end{align*}
$$

After the transformations Eqs.(4.52) and (4.61), we obtain the kinetic terms and interactions among the SM quarks induced by the dim. 4 Lagrangian $\mathcal{L}_{\text {dim. } 4}^{(0)}$ in the mass basis as,

$$
\begin{equation*}
\mathcal{L}_{\text {dim. } 4}^{(0)}=\mathcal{L}_{K}^{q}+\mathcal{L}_{A}^{q}+\mathcal{L}_{W}^{q}+\mathcal{L}_{Z}^{q}+\mathcal{L}_{\chi^{ \pm}}^{q}+\mathcal{L}_{h}^{q}+\mathcal{L}_{\chi_{0}}^{q} . \tag{4.67}
\end{equation*}
$$

The each part of the Lagrangian is given as follows:

$$
\begin{align*}
\mathcal{L}_{K}^{q} & =\overline{u^{i}}\left(i \gamma^{\mu} \partial_{\mu}-M_{u}^{i}\right) u^{i}+\bar{d}^{p}\left(i \gamma^{\mu} \partial_{\mu}-M_{d}^{p}\right) d^{p}  \tag{4.68}\\
\mathcal{L}_{A}^{q} & =-e\left[Q_{u} \overline{u^{i}} \gamma^{\mu} u^{i}+Q_{d} \overline{d^{p}} \gamma^{\mu} d^{p}\right] A_{\mu}  \tag{4.69}\\
\mathcal{L}_{W}^{q} & =-\frac{g}{\sqrt{2}}\left[\overline{u_{L}^{j}} V_{\mathrm{CKM}}^{j p} \gamma^{\mu} d_{L}^{p} W_{\mu}^{+}+h . c .\right],  \tag{4.70}\\
\mathcal{L}_{Z}^{q} & =-\frac{g}{c_{w}}\left[\overline{u^{j}} \gamma^{\mu}\left(\frac{1}{2} Z_{u \mathrm{NC}}^{j i} L-Q_{u} s_{w}^{2} \delta^{j i}\right) u^{i}-\overline{d^{p}} \gamma^{\mu}\left(\frac{1}{2} Z_{d \mathrm{NC}}^{p q} L+Q_{d} s_{w}^{2} \delta^{p q}\right) d^{q}\right] Z_{\mu},  \tag{4.71}\\
\mathcal{L}_{\chi^{ \pm}}^{q} & =\frac{g}{\sqrt{2} M_{W}}\left[\overline{u^{j}} V_{\mathrm{CKM}}^{j q}\left(M_{u}^{i} L-M_{d}^{q} R\right) d^{q} \chi^{+}+h . c .\right]  \tag{4.72}\\
\mathcal{L}_{h}^{q} & =-\frac{g}{2 M_{W}}\left[M_{u}^{i} \overline{u^{i}} u^{i}+\bar{d}^{p} H_{d \mathrm{NC}}^{p q}\left(M_{d}^{q} R+M_{d}^{p} L\right) d^{q}\right] h,  \tag{4.73}\\
\mathcal{L}_{\chi_{0}}^{q} & =\frac{i g}{2 M_{W}}\left[\overline{u^{j}} Z_{u \mathrm{NC}}^{j i}\left(M_{u}^{i} R-M_{u}^{j} L\right) u^{i}-\overline{d^{p}} Z_{d \mathrm{NC}}^{p q}\left(M_{d}^{q} R-M_{d}^{p} L\right) d^{q}\right] \chi_{0}, \tag{4.74}
\end{align*}
$$

where we omit the prime on the down-type quark fields for simplicity. The symbols $L$ and $R$ denote the chiral projection operators. The matrix $M_{u}^{i} \equiv v y_{u}^{i} / \sqrt{2}$ is diagonal up-type quark mass matrix. The $3 \times 3$ matrix $V_{\text {CKM }}$ is the CKM matrix defined as,

$$
\begin{equation*}
V_{\mathrm{CKM}}^{j p} \equiv K_{L}^{j m}\left\{\delta^{m n}+v^{2} \tilde{\mathcal{C}}_{\phi q}^{(3) m n}\right\} V_{L}^{n p} \tag{4.75}
\end{equation*}
$$

We can see from Eqs.(4.71) and (4.74) that the FCNCs arise from the $3 \times 3$ nondiagonal matrix $Z_{d \mathrm{NC}}$ and $Z_{u \mathrm{NC}}$ in the $Z$ and $\chi_{0}$ interactions. The matrix $Z_{d \mathrm{NC}}$ and $Z_{u \mathrm{NC}}$ are given as follows:

$$
\begin{align*}
& Z_{d \mathrm{NC}}^{p q} \equiv \delta^{p q}+v^{2} V_{L}^{\dagger p m}\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) m n}+\tilde{\mathcal{C}}_{\phi q}^{(3) m n}\right\} V_{L}^{n q} \simeq \delta^{p q}+v^{2}\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) p q}+\tilde{\mathcal{C}}_{\phi q}^{(3) p q}\right\},  \tag{4.76}\\
& Z_{u \mathrm{NC}}^{j i} \equiv \delta^{j i}-v^{2}\left\{\mathcal{C}_{\phi q}^{(1) j i}-\mathcal{C}_{\phi q}^{(3) j i}\right\} \simeq \delta^{j i}-v^{2} V_{\mathrm{CKM}}^{j p}\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) p q}-\tilde{\mathcal{C}}_{\phi q}^{(3) p q}\right\} V_{\mathrm{CKM}}^{\dagger q i} . \tag{4.77}
\end{align*}
$$

The matrix $Z_{u N \mathrm{C}}$ which induces the FCNC among the up-type quarks vanishes at the matching scale $\mu_{\mathrm{VLQ}}$ because of the relation Eq.(4.10). It is clear that the FCNC interactions are suppressed by the factor $v^{2} / M_{4}^{2}$ since the Wilson coefficients are


Figure 4.4. The relation Eq.(4.82) in complex plane [84].
order of $M_{4}^{-2}$. Therefore, the FCNC processes are suppressed even though the GIM mechanism does not work. If we neglect RG effect, the matrix $Z_{d \mathrm{NC}}$ can be written as, $Z_{d \mathrm{NC}}^{p q}\left(\mu_{\mathrm{VLQ}}\right) \simeq \delta^{p q}+v^{2}\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) p q}\left(\mu_{\mathrm{VLQ}}\right)+\tilde{\mathcal{C}}_{\phi q}^{(3) p q}\left(\mu_{\mathrm{VLQ}}\right)\right\}=\delta^{p q}-v^{2} \frac{y_{d}^{\prime p 4} y_{d}^{\prime q 4 *}}{2 M_{4}^{2}}$.

The FCNC in the $h$ interaction Eq.(4.73) is only in the down-type quark sector and induced by the $3 \times 3$ non-diagonal matrix,

$$
\begin{equation*}
H_{d \mathrm{NC}}^{p q} M_{d}^{q} \equiv \frac{v}{\sqrt{2}}\left[\delta^{p q} y_{d}^{\prime q}-v^{2} \tilde{C}_{d \phi}^{p q}\right] \tag{4.79}
\end{equation*}
$$

The matrix $H_{d \mathrm{NC}}$ is equal to the matrix $Z_{d \mathrm{NC}}$ at the matching scale $\mu_{\mathrm{VLQ}}$ because of the relations Eqs.(4.10) and (4.11):

$$
\begin{equation*}
H_{d \mathrm{NC}}^{p q}\left(\mu_{\mathrm{VLQ}}\right) M_{d}^{q}=Z_{d \mathrm{NC}}^{p q}\left(\mu_{\mathrm{VLQ}}\right) M_{d}^{q} \tag{4.80}
\end{equation*}
$$

In the case of the SM , the CKM matrix is unitary matrix, i.e. $V_{\mathrm{CKM}}^{\mathrm{SM}} V_{\mathrm{CKM}}^{\mathrm{SM} \dagger}=$ $V_{\mathrm{CKM}}^{\mathrm{SM} \dagger} V_{\mathrm{CKM}}^{\mathrm{SM}}=1$. However, the unitarity of the $3 \times 3 \mathrm{CKM}$ matrix $V_{\mathrm{CKM}}$ does not hold in the present model since the Wilson coefficient $\tilde{\mathcal{C}}_{\phi q}^{(3) m n}$ in Eq.(4.75) is not unitary matrix. Using the expression Eq.(4.75), the product $V_{\mathrm{CKM}}^{\dagger} V_{\mathrm{CKM}}$ is given as,

$$
\begin{equation*}
\sum_{i=u, c, t} V_{\mathrm{CKM}}^{i p *} V_{\mathrm{CKM}}^{i q} \simeq \delta^{p q}+2 v^{2} \tilde{\mathcal{C}}_{\phi q}^{(3) p q}=Z_{d \mathrm{NC}}^{p q}-v^{2}\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) p q}-\tilde{\mathcal{C}}_{\phi q}^{(3) p q}\right\} . \tag{4.81}
\end{equation*}
$$

Therefore, the product $V_{\mathrm{CKM}}^{\dagger} V_{\text {CKM }}$ is equal to the matrix $Z_{d \mathrm{NC}}^{p q}$ which induces the FCNC among the down-type quarks at the matching scale $\mu_{\mathrm{VLQ}}$ :

$$
\begin{equation*}
\sum_{i=u, c, t} V_{\mathrm{CKM}}^{i p *} V_{\mathrm{CKM}}^{i q} \simeq Z_{d \mathrm{NC}}^{p q} . \tag{4.82}
\end{equation*}
$$

This relation can be expressed as a quadrangle in complex plane shown in Fig.4.4. We note that there is the same relation as Eq.(4.81) in the case of $3 \times 4 \mathrm{CKM}$ matrix in the full theory Eq.(2.52). Therefore, the violation of the CKM unitarity $V_{\text {CKM }} V_{\mathrm{CKM}}^{\dagger} \neq 1$ comes from the existence of the VLQ, not the effect of integrating out the VLQ. Similarly, the product $V_{\mathrm{CKM}} V_{\mathrm{CKM}}^{\dagger}$ is given as,

$$
\begin{equation*}
\sum_{p=d, s, b} V_{\mathrm{CKM}}^{i p} V_{\mathrm{CKM}}^{j p *} \simeq \delta^{i j}+2 v^{2} \mathcal{C}_{\phi q}^{(3) i j}=Z_{u \mathrm{NC}}^{i j}+v^{2}\left\{\mathcal{C}_{\phi q}^{(1) i j}+\mathcal{C}_{\phi q}^{(3) i j}\right\} . \tag{4.83}
\end{equation*}
$$

In the case of full theory, the product of the $V_{\mathrm{CKM}}^{\dagger} V_{\mathrm{CKM}}$ is equal to one if we sum up all the flavor of SM down-type quarks in addition to the VLQ as shown in Eq. (2.53). Thus the violation of the CKM unitarity in Eq.(4.83) comes from the effect of integrating out the VLQ. Finally we present the dim. 5 and 6 effective operators in Eqs.(4.49) and (4.50) after the unitary transformations Eqs.(4.52) and (4.61):

$$
\begin{align*}
\mathcal{L}_{\text {dim. } 5}^{(0)} \supset & -v g\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) p q}-\tilde{\mathcal{C}}_{\phi q}^{(3) p q}\right\} \overline{d_{L}^{p}} \gamma^{\mu} d_{L}^{q}\left(W_{\mu}^{+} \chi^{-}+W_{\mu}^{-} \chi^{+}\right) \\
& +i\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) p q}-\tilde{\mathcal{C}}_{\phi q}^{(3) p q}\right\} \overline{d_{L}^{p}} \gamma^{\mu} d_{L}^{q}\left(\chi^{-} \partial_{\mu} \chi^{+}-\chi^{+} \partial_{\mu} \chi^{-}\right) \\
& +\left[\frac{v}{\sqrt{2}}\left\{\tilde{\mathcal{C}}_{d \phi}^{p q}+2 \tilde{\mathcal{C}}_{\phi q}^{(3) p q} M_{d}^{q}\right\} \overline{d_{L}^{p}} d_{R}^{q} \chi^{+} \chi^{-}+\text {h.c. }\right]  \tag{4.84}\\
\mathcal{L}_{\text {dim.6 }}^{(0)} \supset & -2 e\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) p q}-\tilde{\mathcal{C}}_{\phi q}^{(3) p q}\right\} \overline{d_{L}^{p}} \gamma^{\mu} d_{L}^{q} \chi^{+} \chi^{-} A_{\mu} . \tag{4.85}
\end{align*}
$$

where we omit the prime on the down-type quark fields for simplicity.

### 4.4.2 One-loop level effective operators (dipole operators)

We substitute Eq.(4.46) for the Higgs doublet $\phi$ in the one-loop level effective operators in Eq.(4.27) with Eqs.(4.28)-(4.31). Here we focus on the dipole operators and set $h, \chi^{ \pm}, \chi_{0} \rightarrow 0$ in Eq.(4.46) since we need only the terms which are proportional to the VEV $v$ in next chapter. After the unitary transformations Eqs.(4.52) and (4.61), the dipole operators in Eq.(4.27) with Eqs.(4.28)-(4.31) become,

$$
\begin{align*}
\mathcal{L}_{\text {eff }}^{(1)} \supset & +\frac{v}{\sqrt{2}}\left(c_{w} \mathcal{C}_{u W}^{j i}-s_{w} \mathcal{C}_{u B}^{j i}\right)\left[\overline{u_{L}^{j}} \sigma^{\mu \nu} u_{R}^{i} Z_{\mu \nu}\right]+\frac{v}{\sqrt{2}}\left(s_{w} \mathcal{C}_{u W}^{j i}+c_{w} \mathcal{C}_{u B}^{j i}\right)\left[\bar{u}_{L}^{j} \sigma^{\mu \nu} u_{R}^{i} F_{A \mu \nu}\right] \\
& +\frac{v}{\sqrt{2}}\left(-c_{w} \tilde{\mathcal{C}}_{d W}^{p q}-s_{w} \tilde{\mathcal{C}}_{d B}^{p q}\right) \overline{d_{L}^{p}} \sigma^{\mu \nu} d_{R}^{q} Z_{\mu \nu}+\frac{v}{\sqrt{2}}\left(-s_{w} \tilde{\mathcal{C}}_{d W}^{p q}+c_{w} \tilde{\mathcal{C}}_{d B}^{p q}\right) \overline{d_{L}^{p}} \sigma^{\mu \nu} d_{R}^{q} F_{A \mu \nu} \\
& +\frac{v}{\sqrt{2}} \mathcal{C}_{u G}^{j i}\left[\overline{u_{L}^{j}} \sigma^{\mu \nu} \frac{\lambda^{a}}{2} u_{R}^{i} G_{\mu \nu}^{a}\right]+\frac{v}{\sqrt{2}} \tilde{\mathcal{C}}_{d G}^{p q}\left[\overline{d_{L}^{p}} \sigma^{\mu \nu} \frac{\lambda^{a}}{2} d_{R}^{q} G_{\mu \nu}^{a}\right] \\
& +v V_{\mathrm{CKM}}^{p j *} \mathcal{C}_{u W}^{j i}\left[\overline{d_{L}^{p}} \sigma^{\mu \nu} u_{R}^{i} W_{\mu \nu}^{-}\right]+v V_{\mathrm{CKM}}^{j p} \tilde{\mathcal{C}}_{d W}^{p q}\left[u_{L}^{j} \sigma^{\mu \nu} d_{R}^{q} W_{\mu \nu}^{+}\right]+h . c . \tag{4.86}
\end{align*}
$$

where $c_{w}=\cos \theta_{w}$ and $s_{w}=\sin \theta_{w}$ with the Weinberg angle $\theta_{w}$. We define the Wilson coefficients in the down-type quark mass basis as,

$$
\begin{equation*}
\tilde{\mathcal{C}}_{x}^{p q} \equiv V_{L}^{\dagger p m} K_{L}^{\dagger m j} \mathcal{C}_{x}^{j k} K_{R}^{k n} V_{R}^{n q} \simeq K_{L}^{\dagger p j} \mathcal{C}_{x}^{j k} K_{R}^{k q}+\mathcal{O}\left(\frac{v^{4}}{M_{4}^{4}}\right) \tag{4.87}
\end{equation*}
$$

with the index $x=u B, u W, u G, d B, d W, d G$. The field strengths $Z^{\mu \nu}, F_{A}^{\mu \nu}$ and $W^{ \pm \mu \nu}$ are defined as,

$$
\begin{align*}
Z^{\mu \nu} & \equiv \partial^{\mu} Z^{\nu}-\partial^{\nu} Z^{\mu},  \tag{4.88}\\
F_{A}^{\mu \nu} & \equiv \partial^{\mu} A^{\nu}-\partial^{\nu} A^{\mu},  \tag{4.89}\\
W^{ \pm \mu \nu} & \equiv \partial^{\mu} W^{ \pm \nu}-\partial^{\nu} W^{ \pm \mu} . \tag{4.90}
\end{align*}
$$

| $\mathcal{C}_{u G}^{j i}\left(\mu_{\mathrm{VLQ}}\right)$ | $-\frac{1}{24} \cdot \frac{g_{s}}{16 \pi^{2} M_{4}^{2}} \cdot \frac{\sqrt{2}}{v} V_{\mathrm{CKM}}^{j p} y_{d}^{\prime p 4} y_{d}^{\prime q 4 *} V_{\mathrm{CKM}}^{i q *} M_{u}^{i}$ |
| :--- | :---: |
| $\mathcal{C}_{u W}^{j i}\left(\mu_{\mathrm{VLQ}}\right)$ | $\frac{1}{24} \cdot \frac{g}{16 \pi^{2} M_{4}^{2}} \cdot \frac{\sqrt{2}}{v} V_{\mathrm{CKM}}^{j p} y_{d}^{\prime p 4} y_{d}^{\prime q 4 *} V_{\mathrm{CKM}}^{i q *} M_{u}^{i}$ |
| $\mathcal{C}_{u B}^{j i}\left(\mu_{\mathrm{VLQ}}\right)$ | $\frac{g^{\prime}}{16 \pi^{2} M_{4}^{2}}\left(\frac{Y_{q L}}{2} \cdot \frac{1}{12}-\frac{Y_{d R}}{2} \cdot \frac{1}{8}\right) \cdot \frac{\sqrt{2}}{v} V_{\mathrm{CKM}}^{j p} y_{d}^{\prime p 4} y_{d}^{\prime q 4 *} V_{\mathrm{CKM}}^{i q *} M_{u}^{i}$ |
| $\tilde{\mathcal{C}}_{d G}^{p q}\left(\mu_{\mathrm{VLQ}}\right)$ | $-\frac{1}{24} \cdot \frac{g_{s}}{16 \pi^{2} M_{4}^{2}} \cdot \frac{\sqrt{2}}{v} y_{d}^{\prime p 4} y_{d}^{\prime q 4 *} M_{d}^{q}$ |
| $\tilde{\mathcal{C}}_{d W}^{p q}\left(\mu_{\mathrm{VLQ}}\right)$ | $\frac{1}{24} \cdot \frac{g}{16 \pi^{2} M_{4}^{2}} \cdot \frac{\sqrt{2}}{v} y_{d}^{\prime p 4} y_{d}^{\prime q 4 *} M_{d}^{q}$ |
| $\tilde{\mathcal{C}}_{d B}^{p q}\left(\mu_{\mathrm{VLQ}}\right)$ | $\frac{g^{\prime}}{16 \pi^{2} M_{4}^{2}}\left(\frac{Y_{q L}}{2} \cdot \frac{1}{12}-\frac{Y_{d R}}{2} \cdot \frac{1}{8}\right) \cdot \frac{\sqrt{2}}{v} y_{d}^{\prime p 4} y_{d}^{\prime q 4 *} M_{d}^{q}$ |

Table 4.3. The Wilson coefficients of the dipole operators in the mass basis [84].
Table 4.3 shows the Wilson coefficients of dipole operators in the mass basis. We note that,

$$
\begin{align*}
& \frac{v}{\sqrt{2}}\left(-s_{w} \tilde{\mathcal{C}}_{d W}^{p q}\left(\mu_{\mathrm{VLQ}}\right)+c_{w} \tilde{\mathcal{C}}_{d B}^{p q}\left(\mu_{\mathrm{VLQ}}\right)\right) \overline{\bar{L}_{L}^{p}} \sigma^{\mu \nu} d_{R}^{q} F_{A \mu \nu} \\
= & -\frac{e}{16 \pi^{2}} \cdot \frac{G_{F}}{6 \sqrt{2}} Q_{d} \cdot v^{2} \frac{y_{d}^{\prime p 4} y_{d}^{\prime q 4 *}}{2 M_{4}^{2}} M_{d}^{q} \overline{\bar{d}_{L}^{p}} \sigma^{\mu \nu} d_{R}^{q} F_{A \mu \nu} . \tag{4.91}
\end{align*}
$$

This is consistent with Ref.[84].

### 4.5 Renormalization Group Effects

We investigate RG effects from the matching scale $\mu_{\mathrm{VLQ}}$ to the EW scale $\mu_{\mathrm{EW}}$. The RG equations for the Wilson coefficients in the SMEFT are defined by,

$$
\begin{equation*}
16 \pi^{2} \mu \frac{d}{d \mu} \mathcal{C}_{a}(\mu)=\gamma_{a b} \mathcal{C}_{b}(\mu) \tag{4.92}
\end{equation*}
$$

where $\gamma_{a b}$ is an anomalous dimension matrix in the SMEFT given in Refs.[75, 76, 77]. We solve the RG equations under the first leading log approximation (LLA) [77, 83]:

$$
\begin{equation*}
\mathcal{C}_{a}\left(\mu_{\mathrm{EW}}\right) \simeq\left[\delta_{a b}-\frac{\gamma_{a b}}{16 \pi^{2}} \ln \frac{\mu_{\mathrm{VLQ}}}{\mu_{\mathrm{EW}}}\right] \mathcal{C}_{b}\left(\mu_{\mathrm{VLQ}}\right) \tag{4.93}
\end{equation*}
$$

In the following, we focus on the RG effects for only the tree level Wilson coefficients $\tilde{\mathcal{C}}_{\phi q}^{(1) p q}, \tilde{\mathcal{C}}_{\phi q}^{(3) p q}$ since the coefficient $\tilde{\mathcal{C}}_{d \phi}^{p q}$ does not appear in our numerical analysis.

### 4.5.1 RG effects for $\tilde{\mathcal{C}}_{\phi q}^{(1) p q}$ and $\tilde{\mathcal{C}}_{\phi q}^{(3) p q}$

The solutions of the RG equations for $\tilde{\mathcal{C}}_{\phi q}^{(1) p q}$ and $\tilde{\mathcal{C}}_{\phi q}^{(3) p q}$ are obtained under the first LLA as follows:

$$
\begin{align*}
& \tilde{\mathcal{C}}_{\phi q}^{(1) p q}\left(\mu_{\mathrm{EW}}\right) \simeq \tilde{\mathcal{C}}_{\phi q}^{(1) p q}\left(\mu_{\mathrm{VLQ}}\right)-\frac{K_{L}^{\dagger p i} \dot{\mathcal{C}}_{\phi q}^{(1) i j} K_{L}^{j q}}{(4 \pi)^{2}} \ln \frac{\mu_{\mathrm{VLQ}}}{\mu_{\mathrm{EW}}},  \tag{4.94}\\
& \tilde{\mathcal{C}}_{\phi q}^{(3) p q}\left(\mu_{\mathrm{EW}}\right) \simeq \tilde{\mathcal{C}}_{\phi q}^{(3) p q}\left(\mu_{\mathrm{VLQ}}\right)-\frac{K_{L}^{\dagger p i} \dot{\mathcal{C}}_{\phi q}^{(3) i j} K_{L}^{j q}}{(4 \pi)^{2}} \ln \frac{\mu_{\mathrm{VLQ}}}{\mu_{\mathrm{EW}}} . \tag{4.95}
\end{align*}
$$

The coefficients of logarithmic terms are given as [77, 83],

$$
\begin{align*}
\dot{\mathcal{C}}_{\phi q}^{(1) i j}= & 2\left[y_{u} y_{u}^{\dagger}\right]_{i k} \mathcal{C}_{\phi q}^{(1) k j}\left(\mu_{\mathrm{VLQ}}\right)+2 \mathcal{C}_{\phi q}^{(1) i k}\left(\mu_{\mathrm{VLQ}}\right)\left[y_{u} y_{u}^{\dagger}\right]_{k j}+6 \operatorname{Tr}\left[y_{u} y_{u}^{\dagger}\right] \mathcal{C}_{\phi q}^{(1) i j}\left(\mu_{\mathrm{VLQ}}\right) \\
& -\frac{9}{2}\left[y_{u} y_{u}^{\dagger}\right]_{i k} \mathcal{C}_{\phi q}^{(3) k j}\left(\mu_{\mathrm{VLQ}}\right)-\frac{9}{2} \mathcal{C}_{\phi q}^{(3) i k}\left(\mu_{\mathrm{VLQ}}\right)\left[y_{u} y_{u}^{\dagger}\right]_{k j},  \tag{4.96}\\
\dot{\mathcal{C}}_{\phi q}^{(3) i j}= & {\left[y_{u} y_{u}^{\dagger}\right]_{i k} \mathcal{C}_{\phi q}^{(3) k j}\left(\mu_{\mathrm{VLQ}}\right)+\mathcal{C}_{\phi q}^{(3) i k}\left(\mu_{\mathrm{VLQ})}\right)\left[y_{u} y_{u}^{\dagger}\right]_{k j}+6 \operatorname{Tr}\left[y_{u} y_{u}^{\dagger} \mathcal{C}_{\phi q}^{(3) i j}\left(\mu_{\mathrm{VLQ}}\right)\right.} \\
& -\frac{3}{2}\left[y_{u} y_{u}^{\dagger}\right]_{i k} \mathcal{C}_{\phi q}^{(1) k j}\left(\mu_{\mathrm{VLQ}}\right)-\frac{3}{2} \mathcal{C}_{\phi q}^{(1) i k}\left(\mu_{\mathrm{VLQ}}\right)\left[y_{u} y_{u}^{\dagger}\right]_{k j}, \tag{4.97}
\end{align*}
$$

where we take only the terms which are proportional to the up-type Yukawa coupling into account. Since the top Yukawa coupling gives leading contributions, we focus on the top Yukawa contributions:

$$
\begin{align*}
K_{L}^{\dagger p i} \dot{\mathcal{C}}_{\phi q}^{(1) i j} K_{L}^{j q} \simeq & \frac{4 m_{t}^{2}}{v^{2}}\left[\lambda_{p p^{\prime}}^{t} \tilde{\mathcal{C}}_{\phi q}^{(1) p^{\prime} q}\left(\mu_{\mathrm{VLQ}}\right)+\tilde{\mathcal{C}}_{\phi q}^{(1) p p^{\prime}}\left(\mu_{\mathrm{VLQ}}\right) \lambda_{p^{\prime} q}^{t}\right]+\frac{12 m_{t}^{2}}{v^{2}} \tilde{\mathcal{C}}_{\phi q}^{(1) p q}\left(\mu_{\mathrm{VLQ}}\right) \\
& -\frac{9 m_{t}^{2}}{v^{2}}\left[\lambda_{p p^{\prime}}^{t} \tilde{\mathcal{C}}_{\phi q}^{(3) p^{\prime} q}\left(\mu_{\mathrm{VLQ}}\right)+\tilde{\mathcal{C}}_{\phi q}^{(3) p p^{\prime}}\left(\mu_{\mathrm{VLQ}}\right) \lambda_{p^{\prime} q}^{t}\right]  \tag{4.98}\\
K_{L}^{\dagger p i} \dot{\mathcal{C}}_{\phi q}^{(3) i j} K_{L}^{j q} \simeq & \frac{2 m_{t}^{2}}{v^{2}}\left[\lambda_{p p \prime^{\prime}}^{t} \tilde{\mathcal{C}}_{\phi q}^{(3) p^{\prime} q}\left(\mu_{\mathrm{VLQ}}\right)+\tilde{\mathcal{C}}_{\phi q}^{(3) p p^{\prime}}\left(\mu_{\mathrm{VLQ}}\right) \lambda_{p^{\prime} q}^{t}\right]+\frac{12 m_{t}^{2}}{v^{2}} \tilde{\mathcal{C}}_{\phi q}^{(3) p q}\left(\mu_{\mathrm{VLQ}}\right) \\
& -\frac{3 m_{t}^{2}}{v^{2}}\left[\lambda_{p p^{\prime}}^{t} \tilde{\mathcal{C}}_{\phi q}^{(1) p^{\prime} q}\left(\mu_{\mathrm{VLQ}}\right)+\tilde{\mathcal{C}}_{\phi q}^{(1) p p^{\prime}}\left(\mu_{\mathrm{VLQ}}\right) \lambda_{p^{\prime} q}^{t}\right], \tag{4.99}
\end{align*}
$$

where $\lambda_{p q}^{t} \equiv V_{\mathrm{CKM}}^{t p *} V_{\mathrm{CKM}}^{t q}$. We simply replace $K_{L}$ by $V_{\text {CKM }}$ since we neglect $\mathcal{O}\left(\frac{v^{4}}{M_{4}^{4}}\right)$ terms. We consider the case of $p=s$ and $q=b$ to estimate the RG effects:

$$
\begin{align*}
& K_{L}^{\dagger s i} i_{\phi q}^{(1) i j} K_{L}^{j b} \simeq\left[\frac{4 m_{t}^{2}}{v^{2}} \lambda_{b b}^{t}+\frac{12 m_{t}^{2}}{v^{2}}\right] \tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{VLQ}}\right)-\frac{9 m_{t}^{2}}{v^{2}} \tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{VLQ}}\right) \lambda_{b b}^{t},  \tag{4.100}\\
& K_{L}^{\dagger s i} \dot{\mathcal{C}}_{\phi q}^{(3) i j} K_{L}^{j b} \simeq\left[\frac{2 m_{t}^{2}}{v^{2}} \lambda_{b b}^{t}+\frac{12 m_{t}^{2}}{v^{2}}\right] \tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{VLQ}}\right)-\frac{3 m_{t}^{2}}{v^{2}} \tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{VLQ}}\right) \lambda_{b b}^{t}, \tag{4.101}
\end{align*}
$$

where we leave leading order terms with respect to the CKM matrix elements, that is $\lambda_{b b}^{t}=\left|V_{\mathrm{CKM}}^{t b}\right|^{2} \approx 1$. Since $\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{VLQ}}\right)=\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{VLQ}}\right)$ as seen in Eq. (4.10), we obtain,

$$
\begin{align*}
& \tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right) \simeq\left[1-\frac{m_{t}^{2}}{(4 \pi)^{2} v^{2}}\left(-5 \lambda_{b b}^{t}+12\right) \ln \frac{\mu_{\mathrm{VLQ}}}{\mu_{\mathrm{EW}}}\right] \tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{VLQ}}\right),  \tag{4.102}\\
& \tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right) \simeq\left[1-\frac{m_{t}^{2}}{(4 \pi)^{2} v^{2}}\left(-\lambda_{b b}^{t}+12\right) \ln \frac{\mu_{\mathrm{VLQ}}}{\mu_{\mathrm{EW}}}\right] \tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{VLQ}}\right) . \tag{4.103}
\end{align*}
$$

It is clear that the combination $\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right)-\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right) \neq 0$ because of the RG effects. However, such a combination is suppressed by the factor $1 /(4 \pi)^{2}$ compared with $\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right)+\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right)$. We estimate numerical values of the ratio $\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right) / \tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{VLQ}}\right)$ and $\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right) / \tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{VLQ}}\right)$. We set $\lambda_{b b}^{t}=1$ for simplicity and take $m_{t}=173.1 \mathrm{GeV}, v=246 \mathrm{GeV}$ with $\mu_{\mathrm{EW}}=M_{Z}=91.1876 \mathrm{GeV}$ [65] and $\mu_{\mathrm{VLQ}}=1 \mathrm{TeV}$. The left figure in Fig. 4.5 shows the dependence of the numerical values of $\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right) / \tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{VLQ}}\right)$ and $\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right) / \tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{VLQ}}\right)$ on the matching scale $\mu_{\mathrm{VLQ}}$. The horizontal axis is the matching scale $\mu_{\mathrm{VLQ}}$. The vertical axis is the


Figure 4.5. Left: The scale dependence of ratio $\tilde{\mathcal{C}}_{\phi q}^{(n) s b}\left(\mu_{\mathrm{EW}}\right) / \tilde{\mathcal{C}}_{\phi q}^{(n) s b}\left(\mu_{\mathrm{VLQ}}\right)$ with $n=1,3$. The horizontal axis is the matching scale $\mu_{\mathrm{VLQ}}$. The vertical axis is the ratio $\tilde{\mathcal{C}}_{\phi q}^{(n) s b}\left(\mu_{\mathrm{EW}}\right) /$ $\tilde{\mathcal{C}}_{\phi q}^{(n) s b}\left(\mu_{\mathrm{VLQ}}\right)$. The blue line represents the dependence of the ratio for $\tilde{\mathcal{C}}_{\phi q}^{(1) s b}$ on $\mu_{\mathrm{VLQ}}$ while the red line corresponds to that of the ratio for $\tilde{\mathcal{C}}_{\phi q}^{(3) s b}$. Here the scale $\mu_{\mathrm{VLQ}}$ varies from 500 GeV to 10 TeV and $\mu_{\mathrm{EW}}=M_{Z}$. Right: The numerical value of the ratio $\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right)-\right.$ $\left.\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right)\right\} /\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right)+\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right)\right\}$ as a function of the matching scale $\mu_{\mathrm{VLQ}}$.
ratio $\tilde{\mathcal{C}}_{\phi q}^{(n) s b}\left(\mu_{\mathrm{EW}}\right) / \tilde{\mathcal{C}}_{\phi q}^{(n) s b}\left(\mu_{\mathrm{VLQ}}\right)$. The blue line represents the dependence of the ratio for $\tilde{\mathcal{C}}_{\phi q}^{(1) s b}$ on $\mu_{\mathrm{VLQ}}$ while the red line corresponds to that of the ratio for $\tilde{\mathcal{C}}_{\phi q}^{(3) s b}$. We find from the left figure in Fig. 4.5 that the Wilson coefficients at the EW scale $\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\text {EW }}\right)$ and $\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right)$ are $\mathcal{O}(10 \%)$ smaller than that at the matching scale $\mu_{\mathrm{VLQ}}$ because of the RG effects. The right figure of Fig. 4.5 shows numerical value of the ratio,

$$
\begin{equation*}
\frac{\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right)-\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right)}{\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right)+\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right)}=\frac{\frac{m_{t}^{2}}{(4 \pi)^{2} v^{2}} 4 \lambda_{b b}^{t} \ln \frac{\mu_{\mathrm{VLQ}}}{\mu_{\mathrm{EW}}}}{2-\frac{m_{t}^{2}}{(4 \pi)^{2} v^{2}}\left(-6 \lambda_{b b}^{t}+24\right) \ln \frac{\mu_{\mathrm{VLQ}}}{\mu_{\mathrm{EW}}}} . \tag{4.104}
\end{equation*}
$$

One finds that the combination $\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right)-\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right)$ is approximately ten times smaller than $\tilde{\mathcal{C}}_{\phi q}^{(1) s b}\left(\mu_{\mathrm{EW}}\right)+\tilde{\mathcal{C}}_{\phi q}^{(3) s b}\left(\mu_{\mathrm{EW}}\right)$ and thus negligible.

### 4.6 Short Summary

We summarize the present chapter. We derive the effective operators in Eqs.(4.12) and (4.27) with Eqs.(4.28)-(4.31) by integrating out the VLQ up to one-loop level. After inserting the VEV into the Higgs doublet $\phi$ and diagonalizing the down-type quark mass matrix Eq.(4.51), we obtain the higer dimensional operators Eqs.(4.84), (4.85) and (4.86) in addition to the dim. 4 operators in Eq.(4.67) with Eqs.(4.68)(4.74). In next chapter, we construct the weak EFT from the effective Lagrangian shown in Eqs.(4.67) and (4.86). In the following chapters, we denote the elements of the CKM matrix $V_{\mathrm{CKM}}^{i j}$ as $V_{i j}$ for simplicity.

## Chapter 5

## B Meson Systems in Model with VLQ

In this chapter, we investigate the neutral $B$ meson systems in the model with VLQ. This can be done by calculating Wilson coefficients of the weak EFT. In this thesis, we take account of the RG effects from $\mu_{\mathrm{VLQ}}$ to $\mu_{\mathrm{EW}}$ in only the $B_{s}^{0} \rightarrow \mu^{+} \mu^{-}$process. This is because new physics effects for the $B_{s}^{0} \rightarrow \mu^{+} \mu^{-}$process is induced at the tree level while new physics contribute to the $B_{s}^{0}-\overline{B_{s}^{0}}$ mixing and the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ at the one-loop level or $\mathcal{O}\left(Z_{d \mathrm{NC}}^{2}\right)$. We give derivations of formulae for the observables of the neutral $B$ meson systems in Appendix.A.

## $5.1 B_{s}^{0}-\overline{B_{s}^{0}}$ Mixing and $\Delta m_{B_{s}}$

The effective Hamiltonian for the $B_{s}^{0}-\overline{B_{s}^{0}}$ mixing is,

$$
\begin{equation*}
\mathcal{H}_{e f f}^{\Delta B=2}=\frac{G_{F}^{2}}{4 \pi^{2}} M_{W}^{2}\left(\lambda_{s b}^{t}\right)^{2} C_{\mathrm{VLL}} O_{\mathrm{VLL}}+\text { h.c. } \tag{5.1}
\end{equation*}
$$

with a product of the CKM matrix elements $\lambda_{s b}^{t} \equiv V_{t s}^{*} V_{t b}$ and an effective operator,

$$
\begin{equation*}
O_{\mathrm{VLL}}=\left[\overline{s_{L}} \gamma^{\mu} b_{L}\right]\left[\overline{s_{L}} \gamma_{\mu} b_{L}\right] . \tag{5.2}
\end{equation*}
$$

Here we use the notation of Ref.[97]. New contributions to the Wilson coefficient $C_{\text {VLL }}$ from the effective Lagrangian shown in Eq.(4.67) are the violation of the CKM unitarity and the tree level FCNC. These contributions are computed in Refs.[98, 99, $100,101]$ in terms of the full theory description. The violation of the CKM unitarity Eq.(4.82) leads to new contributions to the effective Hamiltonian:

$$
\begin{equation*}
\mathcal{H}_{e f f}^{(1) \Delta B=2}=-\frac{G_{F}^{2}}{4 \pi^{2}} M_{W}^{2}\left(\lambda_{s b}^{t}\right)^{2}\left(\bar{E}_{t t}-4 \frac{Z_{\mathrm{NC}}^{s b}}{\lambda_{s b}^{t}} \overline{E_{t}^{\prime}}\right)\left[\bar{s}_{L} \gamma^{\mu} b_{L}\right]\left[\overline{s_{L}} \gamma_{\mu} b_{L}\right], \tag{5.3}
\end{equation*}
$$

where we leave only the top quark contributions. The first term in the parentheses corresponds to the SM contribution shown in Eq.(A.34) with $\bar{E}_{t t}=-S_{0}\left(x_{t}\right)$ [102]. The second term is the result of the violation of CKM unitarity. The function $\overline{E_{t}^{\prime}}$ is given as,

$$
\begin{equation*}
\overline{E_{t}^{\prime}}=-\frac{3}{8} \frac{x_{i}}{\left(x_{i}-1\right)^{2}} \ln x_{i}+\frac{3}{8} \frac{x_{i}}{x_{i}-1}+\gamma\left(x_{i}, \xi\right)-\gamma(0, \xi), \tag{5.4}
\end{equation*}
$$

with [102],
$\gamma\left(x_{i}, \xi\right)=\frac{\xi}{x_{i}-\xi}\left(\frac{3}{4} \frac{1}{x_{i}-1}+\frac{1}{8} \frac{\xi}{x_{i}-\xi}\right) x_{i} \ln x_{i}-\frac{1}{8} \frac{\xi^{2}}{x_{i}-\xi}\left[-\left(\frac{5+\xi}{1-\xi}-\frac{\xi}{x_{i}-\xi}\right) \ln \xi+1\right]$,


Figure 5.1. New diagrams which contribute to the Wilson coefficient $C_{\text {VLL }}$ [84].
where $\xi$ is the gauge fixing parameter of the $R_{\xi}$ gauge.
The diagrams including the tree level FCNC contributes to the Wilson coefficient $C_{\mathrm{VLL}}$. These diagrams are shown in Fig.5.1 and lead to the following effective Hamiltonian:

$$
\begin{align*}
& \mathcal{H}_{e f f}^{(\mathrm{NC}) \Delta B=2}=-\frac{G_{F}^{2}}{4 \pi^{2}} M_{W}^{2} \lambda_{s b}^{t} 4 Z_{\mathrm{NC}}^{s b} \overline{\bar{T}_{t}}\left[\overline{s_{L}} \gamma^{\mu} b_{L}\right]\left[\overline{s_{L}} \gamma_{\mu} b_{L}\right],  \tag{5.6}\\
& \mathcal{H}_{e f f}^{(\text {tree }) \Delta B=2}=\frac{G_{F}}{\sqrt{2}}\left(Z_{\mathrm{NC}}^{s b}\right)^{2}\left[\overline{s_{L}} \gamma^{\mu} b_{L}\right]\left[\overline{s_{L}} \gamma_{\mu} b_{L}\right], \tag{5.7}
\end{align*}
$$

where

$$
\begin{equation*}
\overline{\Gamma_{t}}=\frac{1}{4} x_{i}-\frac{3}{8} \frac{x_{i}}{x_{i}-1}+\frac{3}{8} \frac{2 x_{i}^{2}-x_{i}}{\left(x_{i}-1\right)^{2}} \ln x_{i}+\gamma\left(x_{i}, \xi\right)-\gamma(0, \xi) . \tag{5.8}
\end{equation*}
$$

The $\mathcal{H}_{\text {eff }}^{(\mathrm{NC}) \Delta B=2}$ comes from the left-hand side diagram in Fig.5.1 while $\mathcal{H}_{\text {eff }}^{(\text {tree }) \Delta B=2}$ is derived by the right-hand side diagram in Fig.5.1. These results are consistent with full theory calculations [98, 99, 100, 101]. Then the new physics contributions to the Wilson coefficients are given as,

$$
\begin{align*}
C_{\mathrm{LVV}}^{(\mathrm{uv}+\mathrm{NC})}\left(\mu_{\mathrm{EW}}\right) & =-4\left(\overline{\Gamma_{t}}-\overline{\bar{E}_{t}^{\prime}}\right) \frac{Z_{\mathrm{NC}}^{s b}}{\lambda_{s b}^{t}} \equiv-8 Y_{0}\left(x_{t}\right) \frac{Z_{\mathrm{NC}}^{s b}}{\lambda_{s b}^{t}},  \tag{5.9}\\
C_{\mathrm{LVV}}^{(\text {tree })}\left(\mu_{\mathrm{EW}}\right) & =\frac{4 \pi s_{w}^{2}}{\alpha_{e m}}\left(\frac{Z_{\mathrm{NC}}^{s b}}{\lambda_{s b}^{t}}\right)^{2}, \tag{5.10}
\end{align*}
$$

where the function $Y_{0}(x)$ is defined by [102, 103],

$$
\begin{equation*}
Y_{0}(x)=\frac{x}{8}-\frac{3}{8} \frac{x}{x-1}+\frac{3}{8} \frac{x^{2}}{(x-1)^{2}} \ln x \tag{5.11}
\end{equation*}
$$

It is clear that the function $Y_{0}(x)$ does not depend on the gauge parameter $\xi$. The total effective Hamiltonian can be written as,

$$
\begin{equation*}
\mathcal{H}_{e f f}^{\Delta B=2}=\frac{G_{F}^{2}}{4 \pi^{2}} M_{W}^{2}\left(\lambda_{s b}^{t}\right)^{2} C_{\mathrm{VLL}} O_{\mathrm{VLL}}+\text { h.c. } \tag{5.12}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{\mathrm{VLL}}=C_{\mathrm{VLL}}^{\mathrm{SM}}+C_{\mathrm{LVV}}^{(\mathrm{uv}+\mathrm{NC})}+C_{\mathrm{LVV}}^{(\mathrm{tree})} \tag{5.13}
\end{equation*}
$$



Figure 5.2. The tree level FCNC contribution to the $C_{10}[84]$.
Finally, the mass difference of $B_{s}^{0}$ meson is given by (see Appendix A.1),

$$
\begin{equation*}
\Delta m_{B_{s}} \simeq 2\left|M_{12}^{B_{s}}\right|=\frac{G_{F}^{2}}{6 \pi^{2}} M_{W}^{2} m_{B_{s}} f_{B_{s}}^{2} B_{s} \eta_{B_{s}}\left|\lambda_{s b}^{t}\right|^{2}\left|C_{\mathrm{VLL}}\left(\mu_{\mathrm{EW}}\right)\right| . \tag{5.14}
\end{equation*}
$$

## $5.2 B_{s}^{0} \rightarrow \mu^{+} \mu^{-}$Process

### 5.2.1 Branching ratio

The effective Hamiltonian for the $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$process is,

$$
\begin{equation*}
\mathcal{H}_{e f f}^{\Delta B=1}=-\frac{4 G_{F}}{\sqrt{2}} \frac{\alpha_{\mathrm{em}}}{4 \pi} \lambda_{s b}^{t} C_{10} O_{10}+\text { h.c. } \tag{5.15}
\end{equation*}
$$

with the effective operator,

$$
\begin{equation*}
O_{10}=\left[\bar{s}_{L} \gamma^{\mu} b_{L}\right]\left[\bar{\mu} \gamma_{\mu} \gamma_{5} \mu\right], \tag{5.16}
\end{equation*}
$$

where we follow the notation of Refs.[104, 105, 106, 107]. In order to compute the branching ratio of the $B_{s}^{0} \rightarrow \mu^{+} \mu^{-}$process in the present model, we have to determine the Wilson coefficient $C_{10}$. The tree level FCNC contributes to the $C_{10}$ as shown in Fig.5.2. The new physics contribution appears as the tree level diagram while the SM contribution comes from the one-loop diagrams shown in Fig.A.2. Therefore, the violation effect of the CKM unitarity is suppressed by factor $e^{2} /\left(16 \pi^{2}\right)$ compared with the tree level new physics contribution. The contribution to $C_{10}$ from the tree level diagram in Fig.5.2 is,

$$
\begin{equation*}
C_{10}^{\mathrm{NP}}\left(\mu_{\mathrm{EW}}\right)=\frac{\pi}{\alpha_{\mathrm{em}}} \cdot \frac{Z_{d \mathrm{NC}}^{s b}\left(\mu_{\mathrm{EW}}\right)}{\lambda_{s b}^{t}}, \tag{5.17}
\end{equation*}
$$

with,

$$
\begin{align*}
Z_{d \mathrm{NC}}^{s b}\left(\mu_{\mathrm{EW}}\right) & =v^{2}\left\{\tilde{\mathcal{C}}_{\phi q}^{(1) p q}\left(\mu_{\mathrm{EW}}\right)+\tilde{\mathcal{C}}_{\phi q}^{(3) p q}\left(\mu_{\mathrm{EW}}\right)\right\} \\
& \simeq\left[1-\frac{m_{t}^{2}}{(4 \pi)^{2} v^{2}}\left(-3 \lambda_{b b}^{t}+12\right) \ln \frac{\mu_{\mathrm{VLQ}}}{\mu_{\mathrm{EW}}}\right] Z_{d \mathrm{NC}}^{s b}\left(\mu_{\mathrm{VLQ}}\right) \tag{5.18}
\end{align*}
$$

where we take Eq.(4.78) into account. The branching ratio is given by Eq.(A.62):

$$
\begin{equation*}
\overline{\mathrm{BR}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]=\tau_{B_{s}} \frac{G_{F}^{4} M_{W}^{4} s_{w}^{4}}{8 \pi^{5}} \sqrt{1-\frac{4 m_{\mu}^{2}}{m_{B_{s}}^{2}}} f_{B_{s}}^{2} m_{B_{s}} m_{\mu}^{2}\left|\lambda_{s b}^{t}\right|^{2}\left|\eta_{Y} C_{10}\left(\mu_{\mathrm{EW}}\right)\right|^{2}\left[\frac{1+y_{s} A_{\Delta \Gamma}^{\mu \mu}}{1-y_{s}^{2}}\right], \tag{5.19}
\end{equation*}
$$

with the total Wilson coefficient,

$$
\begin{equation*}
C_{10}=C_{10}^{\mathrm{SM}}+C_{10}^{\mathrm{NP}} . \tag{5.20}
\end{equation*}
$$



Figure 5.3. Left: The numerical value of $\left|C_{10}\right|$ as a function of the parameter $r_{s b}$. Right: Difference between the numerical value of $\left|C_{10}\right|^{2}$ in the model with VLQ and the SM. In both figures, the different colors of the line represent to different values of the phase $\theta_{s b}$. The solid lines correspond to the numerical value of $\left|C_{10}\right|$ with RG effect, that is $\left|C_{10}\right|=\left|C_{10}^{\mathrm{SM}}+C_{10}^{\mathrm{NP}}\left(\mu_{\mathrm{EW}}\right)\right|$. The dashed lines are the values without RG effect, $\left|C_{10}\right|=$ $\left|C_{10}^{\mathrm{SM}}+C_{10}^{\mathrm{NP}}\left(\mu_{\mathrm{VLQ}}\right)\right|$. Here we set $m_{t}=m_{t, \overline{\mathrm{MS}}}\left(m_{t}\right)$ with the pole mass $m_{t, \text { pole }}=173.1 \mathrm{GeV}$ [65] and $\mu_{\mathrm{VLQ}}=1 \mathrm{TeV}, \mu_{\mathrm{EW}}=M_{W}$.
where we define $C_{10}^{\mathrm{SM}} \equiv-\frac{Y_{0}\left(x_{t}\right)}{s_{w}^{2}}$ [102].

### 5.2.2 Numerical evaluation of the Wilson coefficient

We evaluate the new physics contribution to the Wilson coefficient $C_{10}$ numerically. We define parameters related to the FCNC coupling $Z_{d N C}^{s b}$,

$$
\begin{align*}
r_{s b} & \equiv\left|\frac{Z_{d \mathrm{NC}}^{s b}\left(\mu_{\mathrm{VLQ}}\right)}{\lambda_{s b}^{t}}\right|  \tag{5.21}\\
\theta_{s b} & \equiv \arg \left[\frac{Z_{d \mathrm{NC}}^{s b}\left(\mu_{\mathrm{VLQ}}\right)}{\lambda_{s b}^{t}}\right] . \tag{5.22}
\end{align*}
$$

The left figure of Fig.5.3 shows the numerical value of $\left|C_{10}\right|$ as a function of the parameter $r_{s b}$. The right figure of 5.3 shows the difference between the numerical value of $\left|C_{10}\right|^{2}$ in the model with VLQ and the SM. In both figures, the different colors of the line represent to different values of the phase $\theta_{s b}$. The solid lines correspond to the numerical value of $\left|C_{10}\right|$ with the RG effect, that is $\left|C_{10}\right|=\mid C_{10}^{\mathrm{SM}}+$ $C_{10}^{\mathrm{NP}}\left(\mu_{\mathrm{EW}}\right) \mid$. The dashed lines are the values without the RG effect, $\left|C_{10}\right|=\mid C_{10}^{\mathrm{SM}}+$ $C_{10}^{\mathrm{NP}}\left(\mu_{\mathrm{VLQ}}\right) \mid$. Here we take the top quark mass as the $\overline{\mathrm{MS}}$ mass $m_{t}=m_{t, \overline{\mathrm{MS}}}\left(m_{t}\right)$ computed by leading order QCD correction with the pole mass $m_{t, \text { pole }}=173.1 \mathrm{GeV}$ [65] and $\mu_{\mathrm{VLQ}}=1 \mathrm{TeV}, \mu_{\mathrm{EW}}=M_{W}$. There is the point where the absolute value $\left|C_{10}\right|$ approaches zero in the left figure of Fig.5.3 because of the large new physics contribution. Moreover, one finds in the right figure of Fig.5.3 that the new physics contribution can become as large as the SM contribution. Also the RG effect from $\mu_{\mathrm{VLQ}}$ to $\mu_{\mathrm{EW}}$ increases as the parameter $r_{s b}$ grows.
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Figure 5.4. The diagrams contributing to the $b \rightarrow s \gamma^{(*)}$ process [84]. The diagrams ( $a-1$ ) and $(a-2)$ also exist in the case of the SM. The diagram $(b)$ contains the tree level FCNC interactions. The diagram $(c)$ corresponds to conterterms coming from the quark selfenergy and diagrams shown in Fig.5.5.

### 5.3 Branching ratio of $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$

We present effective Hamiltonian for the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ process in Eq.(A.66). In the branching ratio of the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ process, we take account of new physics contributions to $C_{2}, C_{7 \gamma}$ and $C_{8 g}$ with effective operators of the weak EFT,

$$
\begin{align*}
O_{2} & =\left(\overline{s_{L}} \gamma_{\mu} c_{L}\right)\left(\overline{c_{L}} \gamma^{\mu} b_{L}\right),  \tag{5.23}\\
O_{7 \gamma} & =\frac{e}{16 \pi^{2}} m_{b}\left(\overline{s_{L}} \sigma^{\mu \nu} b_{R}\right) F_{A \mu \nu},  \tag{5.24}\\
O_{8 g} & =\frac{g_{s}}{16 \pi^{2}} m_{b}\left(\overline{s_{L}} \sigma^{\mu \nu} T^{a} b_{R}\right) G_{\mu \nu}^{a} \tag{5.25}
\end{align*}
$$

The new physics contribution to $C_{2}$ comes from the violation of the CKM unitarity,

$$
\begin{equation*}
\frac{4 G_{F}}{\sqrt{2}} \lambda_{s b}^{c} C_{2} O_{2} \simeq-\frac{4 G_{F}}{\sqrt{2}} \lambda_{s b}^{t}\left(1-\frac{Z_{d \mathrm{NC}}^{s b}}{\lambda_{s b}^{t}}\right) C_{2} O_{2} \rightarrow C_{2}^{\mathrm{NP}}\left(\mu_{\mathrm{EW}}\right)=-\frac{Z_{d \mathrm{NC}}^{s b}}{\lambda_{s b}^{t}} \tag{5.26}
\end{equation*}
$$

where the small product of the CKM matrix element $\lambda_{s b}^{u}$ is neglected. We give an example of the computation for the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ process in Appendix.B.

### 5.3.1 Effective Lagrangian in weak EFT

In order to obtain new physics contributions to the Wilson coefficients $C_{7 \gamma}$ and $C_{8 g}$, we calculate the amplitude of the $b \rightarrow s \gamma$ and $b \rightarrow s \gamma^{*}$ processes where $\gamma^{*}$ denotes offshell photon. The diagrams shown in Fig.5.4 in addition to the effective Lagrangian Eq.(4.86) are contribute to the $b \rightarrow s \gamma^{(*)}$ process. The diagrams $(a-1)$ and $(a-2)$


Figure 5.5. The $Z-\gamma, \chi_{0^{-}} \gamma$ mixing diagram at one-loop level [84]. The symbol $C^{ \pm}$represents the Faddeev-Popov ghost field.
are the same diagrams as the SM calculation [102]. The diagram (b) contains the tree level FCNC interactions. The diagram (c) corresponds to conterterms coming from the quark self-energy and the $Z-\gamma, \chi_{0^{-}} \gamma$ mixing diagrams shown in Fig.5.5. The effective Lagrangian for the radiative decay process with on-shell photon $b \rightarrow s \gamma$ has been calculated in terms of the full theory of the model with VLQ [108, 109, 110]. On the other hand, the effective Lagrangian for the $b \rightarrow s \gamma^{*}$ process has not been calculated yet. In order to check cancellation of the divergence in the amplitude, we compute the radiative decay process including the off-shell photon contributions.

As shown in Appendix.B, the wavefunction renormalization determined by the quark self-energy diagrams in Fig.(B.1) can remove the divergence in the diagrams $(a-1)$ and $(a-2)$ of Fig.5.4 in the case of the SM. This is because the terms which do not contain the up-type quark masses vanish after using the CKM unitarity in the SM. This means that the wavefunction renormalization cannot remove all the divergence in the diagrams $(a-1)$ and $(a-2)$ of Fig.5.4 if the CKM unitarity does not hold. We explicitly show this fact in Appendix.B. The remaining divergence is not taken the calculations of Refs.[108, 109, 110] into account since the divergence appears in the $b \rightarrow s \gamma^{*}$.

In order to remove all the divergence, we have to take account of the $Z-\gamma$, $\chi_{0}-\gamma$ mixing diagrams shown in Fig.5.5. This diagram leads to a wave function renormalization [111]:

$$
\binom{Z_{0}^{\mu}}{A_{0}^{\mu}}=\left(\begin{array}{cc}
\sqrt{Z_{\mathrm{ZZ}}} & \sqrt{Z_{\mathrm{ZA}}}  \tag{5.27}\\
\sqrt{Z_{\mathrm{AZ}}} & \sqrt{Z_{\mathrm{AA}}}
\end{array}\right)\binom{Z^{\mu}}{A^{\mu}}
$$

where the subscript " 0 " means bare quantities. The symbols $\sqrt{Z_{i j}}$ with $i, j=Z, A$ are the renormalization constants. The off-diagonal elements $\sqrt{Z_{\mathrm{ZA}}}$ and $\sqrt{Z_{\mathrm{AZ}}}$ are determined by the diagrams in Fig.5.5. In the $\overline{\mathrm{MS}}$ scheme, we obtain,

$$
\begin{align*}
\sqrt{Z_{\mathrm{ZA}}} & =-\frac{e g c_{w}}{8 \pi^{2}} C_{\mathrm{UV}}  \tag{5.28}\\
\sqrt{Z_{\mathrm{AZ}}} & =\frac{e g c_{w}}{16 \pi^{2}} C_{\mathrm{UV}}\left(-\frac{17}{3}+\frac{41}{6} \frac{M_{Z}^{2}}{M_{W}^{2}}\right) \tag{5.29}
\end{align*}
$$

as shown in Appendix B.2. The tree level FCNC through the $Z$ boson leads to a counterterm for $b \rightarrow s \gamma^{(*)}$ vertex:

$$
\begin{equation*}
Z_{d \mathrm{NC}}^{s b} \bar{s} \gamma_{\mu} L b Z_{0}^{\mu} \rightarrow \sqrt{Z_{Z A}} Z_{d \mathrm{NC}}^{s b} \bar{s} \gamma_{\mu} L b A^{\mu} \tag{5.30}
\end{equation*}
$$

All the divergence in the diagrams $(a-1)$ and $(a-2)$ of Fig.5.4 are cancelled by the counterterm Eq.(5.30) in addition to the counterterms induced by the wavefunction renormalization of the external quark fields.

The finite part of the amplitude from the diagram in Fig. 5.5 contributes to the effective Lagrangian for the $b \rightarrow s \gamma^{*}$ process. Finally, we obtain the effective Lagrangian $\mathcal{L}_{\text {eff }}(b \rightarrow s \gamma)$ for the on-shell photon and the effective Lagrangian $\mathcal{L}_{e f f}(b \rightarrow$ $\left.s \gamma^{*}\right)$ for the off-shell photon. We divide these effective Lagrangian into,

$$
\begin{align*}
\mathcal{L}_{e f f}(b \rightarrow s \gamma) & \equiv \mathcal{L}_{e f f}^{\mathrm{CC}}(b \rightarrow s \gamma)+\mathcal{L}_{e f f}^{u v}(b \rightarrow s \gamma)+\mathcal{L}_{e f f}^{\mathrm{NC}}(b \rightarrow s \gamma),  \tag{5.31}\\
\mathcal{L}_{e f f}\left(b \rightarrow s \gamma^{*}\right) & \equiv \mathcal{L}_{e f f}^{\mathrm{CC}}\left(b \rightarrow s \gamma^{*}\right)+\mathcal{L}_{e f f}^{u v}\left(b \rightarrow s \gamma^{*}\right)+\mathcal{L}_{e f f}^{\mathrm{NC}}\left(b \rightarrow s \gamma^{*}\right)+\mathcal{L}_{e f f}^{\mathrm{Mix}}\left(b \rightarrow s \gamma^{*}\right), \tag{5.32}
\end{align*}
$$

where the indices "CC" mean the contributions from the diagrams in $(a-1)$ and ( $a-2$ ) of Fig. 5.4 with the CKM unitarity relation, namely the SM contributions. The subscripts "uv" and "NC" indicate the contributions from the violation of CKM unitarity in $(a-1)$ and $(a-2)$ of Fig.5.4 and the diagram in Fig.5.4(b), respectively. The index "Mix" represents the contributions from the finite part of the $Z-\gamma$ and $\chi_{0^{-}}$ $\gamma$ mixing diagrams. Concrete form of these Lagrangian are given as follows [84]:

$$
\begin{align*}
\mathcal{L}_{e f f}^{\mathrm{CC}}(b \rightarrow s \gamma)= & -\frac{G_{F} e}{8 \sqrt{2} \pi^{2}} \sum_{i=c, t} \lambda_{s b}^{i}\left\{Q_{u} F_{u}\left(x_{i}\right)+F_{W}\left(x_{i}\right)\right\} \bar{s} \sigma_{\mu \nu}\left(m_{b} R+m_{s} L\right) b F_{A}^{\mu \nu}  \tag{5.33}\\
\mathcal{L}_{e f f}^{u v}(b \rightarrow s \gamma)= & \frac{G_{F} e}{8 \sqrt{2} \pi^{2}} Z_{d \mathrm{NC}}^{s b}\left(\frac{2}{3} Q_{u}+\frac{5}{6}\right) \bar{s} \sigma_{\mu \nu}\left(m_{b} R+m_{s} L\right) b F_{A}^{\mu \nu}  \tag{5.34}\\
\mathcal{L}_{e f f}^{\mathrm{NC}}(b \rightarrow s \gamma)= & \frac{G_{F} e}{8 \sqrt{2} \pi^{2}} Q_{d} \sum_{p=d, s, b} Z_{d \mathrm{NC}}^{s p} Z_{d \mathrm{NC}}^{p b} F_{Z Z}\left(r_{p}, w_{p}\right) \bar{s} \sigma_{\mu \nu}\left(m_{b} R+m_{s} L\right) b F_{A}^{\mu \nu} \\
& +\frac{G_{F} e}{8 \sqrt{2} \pi^{2}} Q_{d}^{2} s_{w}^{2} \sum_{p=d, s, b} Z_{d \mathrm{NC}}^{s b}\left(\delta^{s p}+\delta^{p b}\right) F_{Z}\left(r_{p}\right) \bar{s} \sigma_{\mu \nu}\left(m_{b} R+m_{s} L\right) b F_{A}^{\mu \nu} \\
& -\frac{G_{F} e}{4 \sqrt{2} \pi^{2}} Q_{d}^{2} s_{w}^{2} \sum_{p=s, b} Z_{d \mathrm{NC}}^{s b} F_{Z}^{\prime}\left(r_{p}\right) \bar{s} \sigma_{\mu \nu}\left(\delta^{p b} m_{b} R+\delta^{s p} m_{s} L\right) b F_{A}^{\mu \nu} \tag{5.35}
\end{align*}
$$

for on-shell photon case and,

$$
\begin{align*}
\mathcal{L}_{e f f}^{\mathrm{CC}}\left(b \rightarrow s \gamma^{*}\right)= & -\frac{G_{F} e}{8 \sqrt{2} \pi^{2}} \sum_{i=c, t} \lambda_{s b}^{i}\left\{Q_{u} f_{u}\left(x_{i}\right)+f_{W}\left(x_{i}\right)\right\} \bar{s} \gamma_{\nu} L b \partial_{\mu} F_{A}^{\mu \nu},  \tag{5.36}\\
\mathcal{L}_{e f f}^{u v}\left(b \rightarrow s \gamma^{*}\right)= & -\frac{G_{F} e}{8 \sqrt{2} \pi^{2}} Z_{d \mathrm{NC}}^{s b}\left\{Q_{u}\left(-\frac{2}{9}+\frac{4}{3} \ln x_{u}\right)-\frac{16}{9}\right\} \bar{s} \gamma_{\nu} L b \partial_{\mu} F_{A}^{\mu \nu},  \tag{5.37}\\
\mathcal{L}_{e f f}^{\mathrm{NC}}\left(b \rightarrow s \gamma^{*}\right)= & \frac{G_{F} e}{8 \sqrt{2} \pi^{2}} Q_{d} \sum_{p=d, s, b} Z_{d \mathrm{NC}}^{s p} Z_{d \mathrm{NC}}^{p b} f_{Z Z}\left(r_{p}, w_{p}\right) \bar{s} \gamma_{\nu} L b \partial_{\mu} F_{A}^{\mu \nu} \\
& +\frac{G_{F} e}{8 \sqrt{2} \pi^{2}} Q_{d}^{2} s_{w}^{2} \sum_{p=d, s, b} Z_{d \mathrm{NC}}^{s b}\left(\delta^{s p}+\delta^{p b}\right) f_{Z}\left(r_{p}\right) \bar{s} \gamma_{\nu} L b \partial_{\mu} F_{A}^{\mu \nu}, \tag{5.38}
\end{align*}
$$

$$
\begin{align*}
\mathcal{L}_{e f f}^{\mathrm{Mix}}\left(b \rightarrow s \gamma^{*}\right)= & \frac{G_{F} e}{8 \sqrt{2} \pi^{2}} Z_{d \mathrm{NC}}^{s b}\left\{\left(10 c_{w}^{2}+\frac{1}{3}\right) \ln \frac{\mu_{\mathrm{EW}}^{2}}{M_{W}^{2}}+\frac{4}{3} c_{w}^{2}\right\} \bar{s} \gamma_{\nu} L b \partial_{\mu} F_{A}^{\mu \nu} \\
& +\frac{G_{F} e}{8 \sqrt{2} \pi^{2}} Z_{d \mathrm{NC}}^{s b}\left\{-2 Q_{u}\left(1-4 Q_{u} s_{w}^{2}\right) \ln \frac{\mu_{\mathrm{EW}}^{2}}{m_{t}^{2}}\right\} \bar{s} \gamma_{\nu} L b \partial_{\mu} F_{A}^{\mu \nu} . \tag{5.39}
\end{align*}
$$

for the off-shell photon. The loop functions corresponding to the SM contributions are defined as,

$$
\begin{align*}
F_{u}\left(x_{i}\right) & \equiv \frac{x_{i}\left(2+3 x_{i}-6 x_{i}^{2}+x_{i}^{3}+6 x_{i} \ln x_{i}\right)}{4\left(x_{i}-1\right)^{4}}  \tag{5.40}\\
F_{W}\left(x_{i}\right) & \equiv \frac{x_{i}\left(1-6 x_{i}+3 x_{i}^{2}+2 x_{i}^{3}-6 x_{i}^{2} \ln x_{i}\right)}{4\left(x_{i}-1\right)^{4}}  \tag{5.41}\\
f_{u}\left(x_{i}\right) & \equiv-\frac{x_{i}\left\{18-29 x_{i}+10 x_{i}^{2}+x_{i}^{3}+\left(32-18 x_{i}\right) \ln x_{i}\right\}}{6\left(x_{i}-1\right)^{4}}+\frac{4}{3\left(x_{i}-1\right)^{4}} \ln x_{i}-\frac{4}{3} \ln x_{u}, \tag{5.42}
\end{align*}
$$

$f_{W}\left(x_{i}\right) \equiv \frac{x_{i}\left\{12-11 x_{i}-8 x_{i}^{2}+7 x_{i}^{3}+2 x_{i}\left(12-10 x_{i}+x_{i}^{2}\right) \ln x_{i}\right\}}{6\left(x_{i}-1\right)^{4}}$,
which agree with the SM results in Ref.[102]. The functions $F_{Z Z}, F_{Z}$, and $F_{Z}^{\prime}$ are given by,

$$
\begin{align*}
F_{Z Z}\left(r_{\alpha}, w_{\alpha}\right) & \equiv F_{1}\left(r_{\alpha}\right)+F_{2}\left(r_{\alpha}\right)+F_{3}\left(w_{\alpha}\right),  \tag{5.44}\\
F_{Z}\left(r_{\alpha}\right) & \equiv 2 F_{1}\left(r_{\alpha}\right),  \tag{5.45}\\
F_{Z}^{\prime}\left(r_{\alpha}\right) & \equiv \frac{1-r_{\alpha}^{2}+2 r_{\alpha} \ln r_{\alpha}}{\left(1-r_{\alpha}\right)^{3}}, \tag{5.46}
\end{align*}
$$

where $r_{\alpha} \equiv\left(m_{d}^{p} / M_{Z}\right)^{2}$ and $w_{\alpha} \equiv\left(m_{d}^{p} / M_{h}\right)^{2}$ with $m_{d}^{p}=\left(m_{d}, m_{s}, m_{b}\right)$. The symbol $M_{h}$ denotes the physical Higgs boson mass. The functions $F_{1}, F_{2}$ and $F_{3}$ are,

$$
\begin{align*}
& F_{1}\left(r_{\alpha}\right) \equiv \frac{4-9 r_{\alpha}+5 r_{\alpha}^{3}+6 r_{\alpha}\left(1-2 r_{\alpha}\right) \ln r_{\alpha}}{12\left(1-r_{\alpha}\right)^{4}}  \tag{5.47}\\
& F_{2}\left(r_{\alpha}\right) \equiv r_{\alpha} \frac{-20+39 r_{\alpha}-24 r_{\alpha}^{2}+5 r_{\alpha}^{3}+6\left(-2+r_{\alpha}\right) \ln r_{\alpha}}{24\left(-1+r_{\alpha}\right)^{4}}  \tag{5.48}\\
& F_{3}\left(w_{\alpha}\right) \equiv-w_{\alpha} \frac{-16+45 w_{\alpha}-36 w_{\alpha}^{2}+7 w_{\alpha}^{3}+6\left(-2+3 w_{\alpha}\right) \ln w_{\alpha}}{24\left(-1+w_{\alpha}\right)^{4}} . \tag{5.49}
\end{align*}
$$

The functions $F_{1}$ and $F_{2}$ come from the diagram in Fig.5.4(b) where the exchanged particles are $Z$ and $\chi_{0}$, respectively. The function $F_{3}$ comes from the diagram in Fig.5.4(b) where the Higgs boson $h$ is exchanged. The functions $f_{Z Z}$ and $f_{Z}$ in Eq.(5.38) are defined as follows:

$$
\begin{align*}
f_{\mathrm{ZZ}}\left(r_{\alpha}, w_{\alpha}\right) & \equiv f_{1}\left(r_{\alpha}\right)+f_{2}\left(r_{\alpha}\right)+f_{2}\left(w_{\alpha}\right)  \tag{5.50}\\
f_{Z}\left(r_{\alpha}, w_{\alpha}\right) & =2 f_{1}\left(r_{\alpha}\right)  \tag{5.51}\\
f_{1}\left(r_{\alpha}\right) & \equiv \frac{2+27 r_{\alpha}-54 r_{\alpha}^{2}+25 r_{\alpha}^{3}-6\left(2-9 r_{\alpha}+6 r_{\alpha}^{2}\right) \ln r_{\alpha}}{18\left(1-r_{\alpha}\right)^{4}}  \tag{5.52}\\
f_{2}\left(r_{\alpha}\right) & \equiv r_{\alpha} \frac{-16+45 r_{\alpha}-36 r_{\alpha}^{2}+7 r_{\alpha}^{3}+6\left(-2+3 r_{\alpha}\right) \ln r_{\alpha}}{36\left(1-r_{\alpha}\right)^{4}}  \tag{5.53}\\
f_{2}\left(w_{\alpha}\right) & =w_{\alpha} \frac{-16+45 w_{\alpha}-36 w_{\alpha}^{2}+7 w_{\alpha}^{3}+6\left(-2+3 w_{\alpha}\right) \ln w_{\alpha}}{36\left(1-w_{\alpha}\right)^{4}} \tag{5.54}
\end{align*}
$$

We can obtain the effective Lagrangian for the $b \rightarrow s g^{(*)}$ process by replacing the external photon which attached to quarks in Fig.5.4 with the gluon. They are given as,

$$
\begin{align*}
\mathcal{L}_{e f f}(b \rightarrow s g) & \equiv \mathcal{L}_{e f f}^{\mathrm{CC}}(b \rightarrow s g)+\mathcal{L}_{e f f}^{u v}(b \rightarrow s g)+\mathcal{L}_{e f f}^{\mathrm{NC}}(b \rightarrow s g)  \tag{5.55}\\
\mathcal{L}_{e f f}\left(b \rightarrow s g^{*}\right) & \equiv \mathcal{L}_{e f f}^{\mathrm{CC}}\left(b \rightarrow s g^{*}\right)+\mathcal{L}_{e f f}^{u v}\left(b \rightarrow s g^{*}\right)+\mathcal{L}_{e f f}^{\mathrm{NC}}\left(b \rightarrow s g^{*}\right) \tag{5.56}
\end{align*}
$$

with

$$
\begin{align*}
\mathcal{L}_{e f f}^{\mathrm{CC}}(b \rightarrow s g)= & -\frac{G_{F} g_{s}}{8 \sqrt{2} \pi^{2}} \sum_{i=c, t} \lambda_{s b}^{i} F_{u}\left(x_{i}\right) \bar{s} \sigma_{\mu \nu}\left(m_{b} R+m_{s} L\right) \frac{\lambda^{a}}{2} b G^{a \mu \nu}  \tag{5.57}\\
\mathcal{L}_{e f f}^{u v}(b \rightarrow s g)= & \frac{G_{F} g_{s}}{8 \sqrt{2} \pi^{2}} \cdot \frac{2}{3} Z_{d \mathrm{NC}}^{s b} \bar{s} \sigma_{\mu \nu}\left(m_{b} R+m_{s} L\right) \frac{\lambda^{a}}{2} b G^{a \mu \nu},  \tag{5.58}\\
\mathcal{L}_{e f f}^{\mathrm{NC}}(b \rightarrow s g)= & \frac{G_{F} g_{s}}{8 \sqrt{2} \pi^{2}} \sum_{p=d, s, b} Z_{d \mathrm{NC}}^{s p} Z_{d \mathrm{NC}}^{p b} F_{Z Z}\left(r_{p}, w_{p}\right) \bar{s} \sigma_{\mu \nu}\left(m_{b} R+m_{s} L\right) \frac{\lambda^{a}}{2} b G^{a \mu \nu} \\
& +\frac{G_{F} g_{s}}{8 \sqrt{2} \pi^{2}} Q_{d} s_{w}^{2} \sum_{p=d, s, b} Z_{d \mathrm{NC}}^{s b}\left(\delta^{s p}+\delta^{p b}\right) F_{Z}\left(r_{p}\right) \bar{s} \sigma_{\mu \nu}\left(m_{b} R+m_{s} L\right) \frac{\lambda^{a}}{2} b G^{a \mu \nu} \\
& -\frac{G_{F} g_{s}}{4 \sqrt{2} \pi^{2}} Q_{d} s_{w}^{2} \sum_{p=s, b} Z_{d \mathrm{NC}}^{s b} F_{Z}^{\prime}\left(r_{p}\right) \bar{s} \sigma_{\mu \nu}\left(\delta^{p b} m_{b} R+\delta^{s p} m_{s} L\right) \frac{\lambda^{a}}{2} b G^{a \mu \nu} \tag{5.59}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{L}_{e f f}^{\mathrm{CC}}\left(b \rightarrow s g^{*}\right)= & -\frac{G_{F} g_{s}}{8 \sqrt{2} \pi^{2}} \sum_{i=c, t} \lambda_{s b}^{i} f_{u}\left(x_{i}\right) \bar{s} \gamma_{\nu} \frac{\lambda^{a}}{2} L b \partial_{\mu} G^{a \mu \nu},  \tag{5.60}\\
\mathcal{L}_{e f f}^{u v}\left(b \rightarrow s g^{*}\right)= & -\frac{G_{F} g_{s}}{8 \sqrt{2} \pi^{2}} Z_{d \mathrm{NC}}^{s b}\left(-\frac{2}{9}+\frac{4}{3} \ln x_{u}\right) \bar{s} \gamma_{\nu} \frac{\lambda^{a}}{2} L b \partial_{\mu} G^{a \mu \nu}  \tag{5.61}\\
\mathcal{L}_{e f f}^{\mathrm{NC}}\left(b \rightarrow s g^{*}\right)= & \frac{G_{F} g_{s}}{8 \sqrt{2} \pi^{2}} \sum_{p=d, s, b} Z_{d \mathrm{NC}}^{s p} Z_{d \mathrm{NC}}^{p b} f_{Z Z}\left(r_{p}, w_{p}\right) \bar{s} \gamma_{\nu} \frac{\lambda^{a}}{2} L b \partial_{\mu} G^{a \mu \nu} \\
& +\frac{G_{F} g_{s}}{8 \sqrt{2} \pi^{2}} Q_{d} s_{w}^{2} \sum_{p=d, s, b} Z_{d \mathrm{NC}}^{s b}\left(\delta^{s p}+\delta^{p b}\right) f_{Z}\left(r_{p}\right) \bar{s} \gamma_{\nu} \frac{\lambda^{a}}{2} L b \partial_{\mu} G^{a \mu \nu} \tag{5.62}
\end{align*}
$$

### 5.3.2 Determination of the Wilson coefficients $C_{7 \gamma}^{e f f}$ and $C_{8 g}^{e f f}$

We show the effective Hamiltonian for $b \rightarrow s \gamma$ process in Eq.(A.66). In $b \rightarrow s \gamma$ process, it is convenient to introduce so-called "effective coefficients" $C_{i}^{(0) e f f}$ [112, 113]. Concrete definition is given in Appendix A.3. As we see in Eq.(A.79), we can directly take the leading order Wilson coefficients $C_{7 \gamma}^{(0) e f f}$ and $C_{8 g}^{(0) e f f}$ from the amplitudes computed in the full theory at the one-loop level, that is the effective Lagrangian $\mathcal{L}_{e f f}(b \rightarrow s \gamma)$ and $\mathcal{L}_{e f f}(b \rightarrow s g)$. We define $C_{7 \gamma}^{(0) e f f}$ and $C_{8 g}^{(0) e f f}$ as,

$$
\begin{align*}
& C_{7 \gamma}^{(0) e f f}=C_{7 \gamma}^{\mathrm{SM}(0) e f f}+C_{7 \gamma}^{\mathrm{SMEFT}(0) e f f}+C_{7 \gamma}^{\mathrm{NC}(0) e f f}  \tag{5.63}\\
& C_{8 g}^{(0) e f f}=C_{8 g}^{\mathrm{SM}(0) e f f}+C_{8 g}^{\mathrm{SMEFT}(0) e f f}+C_{8 g}^{\mathrm{NC}(0) e f f} \tag{5.64}
\end{align*}
$$

The coefficients with the index "SM" are the SM contributions:

$$
\begin{align*}
C_{7 \gamma}^{\mathrm{SM}(0) e f f}\left(\mu_{\mathrm{EW}}\right) & =-\frac{1}{2}\left[Q_{u} F_{u}\left(x_{t}\right)+F_{W}\left(x_{t}\right)\right],  \tag{5.65}\\
C_{8 g}^{\mathrm{SM}(0) e f f}\left(\mu_{\mathrm{EW}}\right) & =-\frac{1}{2} F_{u}\left(x_{t}\right) . \tag{5.66}
\end{align*}
$$

The Wilson coefficients $C_{7 \gamma}^{\text {SMEFT( } 0 \text { eff }}$ and $C_{8 g}^{\text {SMEFT(0)eff }}$ comes from the effective Lagrangian shown in Eq.(4.86). When we neglect the RG effects, we obtain,

$$
\begin{align*}
& C_{7 \gamma}^{\text {SMEFT(0)eff }}\left(\mu_{\mathrm{EW}}\right)=C_{7 \gamma}^{\mathrm{SMEFT}(0) e f f}\left(\mu_{\mathrm{VLQ}}\right)=\frac{Q_{d}}{24} \cdot \frac{Z_{d \mathrm{NC}}^{s b}}{\lambda_{s b}^{t}},  \tag{5.67}\\
& C_{8 g}^{\mathrm{SMEFT}(0) e f f}\left(\mu_{\mathrm{EW}}\right)=C_{8 g}^{\mathrm{SMEFT}(0) e f f}\left(\mu_{\mathrm{VLQ}}\right)=\frac{1}{24} \cdot \frac{Z_{d N \mathrm{C}}^{s b}}{\lambda_{s b}^{t}}, \tag{5.68}
\end{align*}
$$

where we use Eqs.(4.78) and (4.91). The Wilson coefficients $C_{7 \gamma}^{\mathrm{NP}(0) e f f}$ and $C_{8 g}^{\mathrm{NP}(0) e f f}$ are defined by,

$$
\begin{align*}
C_{7 \gamma}^{\mathrm{NP}(0) e f f} & \equiv C_{7 \gamma}^{u v(0) e f f}+C_{7 \gamma}^{\mathrm{NC}(0) e f f},  \tag{5.69}\\
C_{8 g}^{\mathrm{NP}(0) e f f} & \equiv C_{8 g}^{u v(0) e f f}+C_{8 g}^{\mathrm{NC}(0) e f f}, \tag{5.70}
\end{align*}
$$

where indices " $u v$ " and "NC" corresponds to the subscripts in Eqs.(5.31) and (5.55). These Wilson coefficients can be taken from Eqs.(5.34), (5.35), (5.58) and (5.59):

$$
\begin{align*}
C_{7 \gamma}^{u v(0) e f f}\left(\mu_{\mathrm{EW}}\right) & =\frac{1}{2}\left(\frac{2}{3} Q_{u}+\frac{5}{6}\right) \frac{Z_{d \mathrm{NC}}^{s b}}{\lambda_{s b}^{t}},  \tag{5.71}\\
C_{7 \gamma}^{\mathrm{NC}(0) e f f}\left(\mu_{\mathrm{EW}}\right) & =\frac{Q_{d}}{3}\left(1-Q_{d} s_{w}^{2}\right) \frac{Z_{d \mathrm{NC}}^{s b}}{\lambda_{s b}^{t}},  \tag{5.72}\\
C_{8 g}^{u v(0) e f f}\left(\mu_{\mathrm{EW}}\right) & =\frac{Z_{d \mathrm{NC}}^{s b}}{3 \lambda_{s b}^{t}},  \tag{5.73}\\
C_{8 g}^{\mathrm{NC}(0) e f f}\left(\mu_{\mathrm{EW}}\right) & =\frac{1}{3}\left(1-Q_{d} s_{w}^{2}\right) \frac{Z_{d \mathrm{NC}}^{s b}}{\lambda_{s b}^{t}} . \tag{5.74}
\end{align*}
$$

Here we set $r_{\alpha}=w_{\alpha}=0$ in the loop functions $F_{Z Z}, F_{Z}$, and $F_{Z}^{\prime}$ since the $Z$ and Higgs bosons are much heavier than the down-type quarks. Then the remaining contribution for $C_{7 \gamma}^{\mathrm{NC}(0) e f f}$ and $C_{8 g}^{\mathrm{NC}(0) e f f}$ comes from the function $F_{1}\left(r_{\alpha}\right)$ and $F_{Z}^{\prime}\left(r_{\alpha}\right)$, which corresponds to the contributions from the $Z$ boson exchanged diagram. We also neglect $\mathcal{O}\left(Z_{d \mathrm{NC}}^{2}\right)$ terms. In our numerical analysis, we include these new physics effects in only $\mathcal{O}\left(\alpha_{s}^{0}\right)$ term, that is the first term of $D$ in Eq.(A.87).

## Chapter 6

## Numerical Analysis

In the present chapter, we make the numerical analysis for the neutral $B$ meson systems which we investigate in Chap. 5 and Appendix.A. We cannot use the SM value for the product of the CKM matrix elements $\lambda_{s b}^{t} \equiv V_{t s}^{*} V_{t b}$ in the model with VLQ since the new physics contributions in $C_{\mathrm{VLL}}$ affect the determination of the CKM matrix elements. Therefore, we determine the absolute value of $\lambda_{s b}^{t}$ as a function of the new physics parameters $r_{s b}$ and $\theta_{s b}$ through the mass difference of $B_{s}^{0}$ meson $\Delta m_{B_{s}}$ in Eq.(5.14):

$$
\begin{equation*}
\left|\lambda_{s b}^{t}\right|^{2} \propto \frac{\left[\Delta m_{B_{B}}\right]_{\exp }}{\left|C_{\mathrm{VLL}}\left(r_{s b}, \theta_{s b}\right)\right|} \tag{6.1}
\end{equation*}
$$

where $\left[\Delta m_{B_{s}}\right]_{\exp }$ is experimental value of $\Delta m_{B_{s}}$. In addition, we take account of a constraint from the violation of CKM unitarity shown in Eqs.(4.81) and (4.82),

$$
\begin{equation*}
\lambda_{s b}^{u}+\lambda_{s b}^{c}+\lambda_{s b}^{t} \simeq Z_{d \mathrm{NC}}^{s b}\left(\mu_{\mathrm{VLQ}}\right) \tag{6.2}
\end{equation*}
$$

Here we omit the tiny RG effect compared with $Z_{d \mathrm{NC}}^{s b}\left(\mu_{\mathrm{VLQ}}\right)$ for simplicity. The relation Eq.(6.2) can be rewritten as,

$$
\begin{equation*}
\left|\frac{\lambda_{s b}^{c}}{\lambda_{s b}^{t}}\right|^{2}\left(1-2\left|\frac{\lambda_{s b}^{u}}{\lambda_{s b}^{c}}\right|^{\left.\cos \gamma_{s}+\left|\frac{\lambda_{s b}^{u}}{\lambda_{s b}^{c}}\right|^{2}\right)=1-2 r_{s b} \cos \theta_{s b}+r_{s b}^{2}, . .2}\right. \tag{6.3}
\end{equation*}
$$

where the angle $\gamma_{s}$ is defined by $\gamma_{s} \equiv-\arg \left[-\frac{\lambda_{s}^{u}}{\lambda_{s b}^{b}}\right]$. We consider $\gamma_{s}$ a free parameter and thus we set $-1 \leq \cos \gamma_{s} \leq+1$. In the following, we derive constraints on the $r_{s b}$ and $\theta_{s b}$ from the branching ratios $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$and $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$. Numerical values of input parameters are shown in Table 6.1.

First we investigate the branching ratio of the $B_{s}^{0} \rightarrow \mu^{+} \mu^{-}$process. The concrete expression of the branching ratio is given in Eq.(5.19). As an experimental value of the branching ratio, we adopt a result measured by LHCb [56],

$$
\begin{equation*}
\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]_{\operatorname{Exp}}=\left(3.0 \pm 0.6_{-0.2}^{+0.3}\right) \times 10^{-9} . \tag{6.4}
\end{equation*}
$$

| $\alpha_{e m}^{-1}\left(m_{b} \sim M_{W}\right)$ | $130.3 \pm 2.3$ | $[114]$ | $\alpha_{s}\left(M_{Z}\right)$ | $0.1179 \pm 0.0010$ | $[65]$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $M_{W}$ | $80.379 \pm 0.012 \mathrm{GeV}$ | $[65]$ | $M_{Z}$ | $91.1876 \pm 0.0021 \mathrm{GeV}$ | $[65]$ |
| $G_{F}$ | $1.16638 \times 10^{-5} \mathrm{GeV}^{-1}$ | $[65]$ | $\sin ^{2} \theta_{w}$ | 0.23122 | $[65]$ |
| $m_{c, \overline{\mathrm{MS}}}$ | $1.28 \pm 0.025 \mathrm{GeV}$ | $[65]$ | $m_{b}$ | $4.18_{-0.02}^{+0.03} \mathrm{GeV}$ | $[65]$ |
| $m_{t, \text { pole }}$ | $173.1 \pm 0.9 \mathrm{GeV}$ | $[65]$ | $m_{\mu}$ | 105.6584 MeV | $[65]$ |
| $m_{B_{d}}$ | $5279.64 \pm 0.13 \mathrm{MeV}$ | $[65]$ | $m_{B_{s}}$ | $5366.88 \pm 0.17 \mathrm{MeV}$ | $[65]$ |
| $\tau_{B_{s}}$ | $(1.510 \pm 0.004) \times 10^{-12} \mathrm{~s}$ | $[65]$ | $\Delta m_{B_{s}}$ | $(1.1688 \pm 0.0014) \times 10^{-11} \mathrm{GeV}$ | $[65]$ |
| $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{c} e \overline{\nu_{e}}\right]_{\operatorname{Exp}}$ | $(10.1 \pm 0.4) \times 10^{-2}$ | $[65]$ | $\Delta \Gamma_{B_{s}}$ | $(0.090 \pm 0.005) \times 10^{12} \mathrm{~s}^{-1}$ | $[65]$ |
| $\eta_{B}$ | $0.5510 \pm 0.0022$ | $[115]$ | $\eta_{Y}$ | 1.0113 | $[116]$ |
| $B_{s}$ | $1.327 \pm 0.016 \pm 0.030$ | $[7]$ | $f_{B_{s}}$ | $226.0 \pm 1.3 \pm 2.0 \mathrm{MeV}$ | $[7]$ |
| $V_{u b}$ | $0.00392_{-0.00021}^{+0.000015}$ | $[7]$ | $V_{u s}$ | $0.224791_{-0.000098}^{+0.000070}$ | $[7]$ |
| $V_{c b}$ | $0.04241_{-0.00040}^{+0.00041}$ | $[7]$ | $V_{c s}$ | $0.973534_{-0.000073}^{+0.000057}$ | $[7]$ |

Table 6.1. Numerical values of input parameters.


Figure 6.1. The dependence of $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$predicted in the model with VLQ on the parameter $r_{s b}$. The difference between the range of $\theta_{s b}$ is expressed as the difference between colors of the dots. All the dots satisfy the constraints from Eq.(6.3) with $-1 \leq$ $\cos \gamma_{s} \leq+1$. The experimentally allowed region shown in Eq.(6.4) is expressed as the gray shaded region. The figure is reproduced from Ref.[84].

Figure 6.1 shows the dependence of $\overline{\mathrm{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$predicted in the model with VLQ on the parameter $r_{s b}$. The difference between the range of $\theta_{s b}$ is expressed as the difference between colors of the dots. All the dots satisfy the constraints from Eq.(6.3) with $-1 \leq \cos \gamma_{s} \leq+1$. The experimentally allowed region shown in Eq.(6.4) is expressed as the gray shaded region. We note that the predicted branching ratio is independent of the sign of $\theta_{s b}$ since the dependence of the branching ratio on the $\theta_{s b}$ comes from only $\operatorname{Re}\left[C_{10}^{\mathrm{SM} *} C_{10}^{\mathrm{NP}}\right] \propto \cos \theta_{s b}$. The dependence of $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$on the $r_{s b}$ can be understood by the left figure of Fig.5.3. We can see from the left figure of Fig.5.3 that the total Wilson coefficient $\left|C_{10}\right|$ approaches zero around $r_{s b} \simeq 0.01$ for the small $\theta_{s b}$. In other words, the Wilson coefficient $C_{10}^{\mathrm{NP}}$ becomes $C_{10}^{\mathrm{NP}} \simeq-C_{10}^{\mathrm{SM}}$ and thus $\left|C_{10}\right|=\left|C_{10}^{S M}+C_{10}^{\mathrm{NP}}\right| \simeq 0$ in the region around $r_{s b} \simeq 0.01$ with $\theta_{s b} \simeq 0$. This gives rise to the small value of the branching ratio $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$at $r_{s b} \simeq 0.01$ and $0 \leq \theta_{s b} \leq \frac{\pi}{4}$. For $r_{s b} \simeq 0.02$ with $0 \leq \theta_{s b} \leq \frac{\pi}{4}$, the value of $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$comes close


Figure 6.2. The dependence of $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ predicted in the model with VLQ on the parameter $r_{s b}$. The difference between the range of $\theta_{s b}$ is expressed as the difference between colors of the dots. All the dots satisfy the constraints from Eq.(6.3) with $-1 \leq$ $\cos \gamma_{s} \leq+1$. The experimentally allowed region shown in Eq.(6.6) is expressed as the gray shaded region. These figures are reproduced from Ref.[84].
to the value of $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$at $r_{s b}=0$, namely the predicted value in the $\mathrm{SM}[106$, 107]:

$$
\begin{equation*}
\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]_{\mathrm{SM}}=(3.57 \pm 0.16) \times 10^{-9} . \tag{6.5}
\end{equation*}
$$

One can find in the left figure of Fig.5.3 that the total Wilson coefficient $\left|C_{10}\right|$ is also almost the same as the Wilson coefficient of the $\mathrm{SM},\left|C_{10}\right| \simeq\left|C_{10}^{\mathrm{SM}}\right|$ in the region around $r_{s b} \simeq 0.02$. This situation is realized by $C_{10}^{\mathrm{NP}} \simeq-2 C_{10}^{\mathrm{SM}}$.

Next we analyze the branching ratio of the inclusive radiative decay $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$. The analytical expression of $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ is shown in Eq.(A.84). The new physics contributions are embedded in the Wilson coefficients $C_{7 \gamma}^{(0) e f f}\left(\mu_{b}\right)$. We set $\mu_{b}=m_{b}$ in our numerical analysis. The current average of the experimental results are [64],

$$
\begin{equation*}
\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]_{\operatorname{Exp}}=(3.32 \pm 0.15) \times 10^{-4}, \tag{6.6}
\end{equation*}
$$

which is given by the experimental data from BaBar [57, 58, 59], Belle [60, 61, 62] and CLEO [63] experiments. We show the dependence of $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ predicted in the model with VLQ on the parameter $r_{s b}$ in Fig.6.2. The difference between the range of $\theta_{s b}$ is expressed as the difference between colors of the dots. All the dots satisfy the constraints from Eq.(6.3) with $-1 \leq \cos \gamma_{s} \leq+1$. The experimentally allowed region shown in Eq.(6.6) is expressed as the gray shaded region. The Fig.6.2 shows that the predicted value of $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ comes close to that of the SM prediction [117],

$$
\begin{equation*}
\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]_{\mathrm{SM}}=(3.36 \pm 0.23) \times 10^{-4} \tag{6.7}
\end{equation*}
$$

as $r_{s b}$ approaches zero. One finds that the filled regions by the colored dots are almost the same as each other. Therefore, the branching ratio of the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ depends on the phase $\theta_{s b}$ weakly compared with the branching ratio of the $B_{s}^{0} \rightarrow \mu^{+} \mu^{-}$. Moreover, the dependence of $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ on $r_{s b}$ is weaker than that of $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$.


Figure 6.3. Left : The region of $\left(r_{s b}, \theta_{s b}\right)$ allowed by the experimental data of $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow\right.$ $\left.\mu^{+} \mu^{-}\right]$and $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ shown in Eqs.(6.4) and (6.6), respectively. The blue dots satisfy the constraints from both the $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$and Eq.(6.3) with $-1 \leq \cos \gamma_{s} \leq+1$. The green dots satisfy the constraints from both the $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ and Eq.(6.3) with $-1 \leq$ $\cos \gamma_{s} \leq+1$. Right : The constraints on the mass of VLQ $M_{4}$ and absolute value of product of the Yukawa couplings $\left|y_{d}^{\prime s 4} y_{d}^{\prime 64 *}\right|$. In the label of right figure, we omit the prime on $y_{d}$ for simplicity. The blue dots satisfy the constraints from both the $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$and Eq.(6.3) with $-1 \leq \cos \gamma_{s} \leq+1$. These figures are reproduced from Ref.[84].

The left figure of Fig.6.3 shows regions of $\left(r_{s b}, \theta_{s b}\right)$ allowed by the experimental data of $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$and $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ shown in Eqs.(6.4) and (6.6), respectively. The blue dots satisfy the constraints from both the $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$and Eq.(6.3) with $-1 \leq \cos \gamma_{s} \leq+1$. The green dots satisfy the constraints from both the $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ and Eq.(6.3) with $-1 \leq \cos \gamma_{s} \leq+1$. The values of $r_{s b}$ and $\theta_{s b}$ in the region where the blue and green region overlap each other satisfy all the constraints from $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow\right.$ $\left.\mu^{+} \mu^{-}\right], \operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ and Eq.(6.3) with $-1 \leq \cos \gamma_{s} \leq+1$. In the region in the blue ring, the predicted branching ratio $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$is smaller than the experimental allowed region. Also one can understand that the allowed region around $\left(r_{s b}, \theta_{s b}\right) \sim$ $(0.02,0)$ corresponds to the situation where $C_{10}^{\mathrm{NP}} \simeq-2 C_{10}^{\mathrm{SM}}$. One finds that such a large new physics effect does not excluded by the measurement of $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ even though the branching ratio $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ is precisely measured at the experiments.

Finally, we show constraints on the mass of VLQ $M_{4}$ and absolute value of product of the Yukawa couplings $\left|y_{d}^{\prime s 4} y_{d}^{\prime b 4 *}\right|$ in the right figure of Fig.6.3. One finds that the stringent constraint on $\left(r_{s b}, \theta_{s b}\right)$ is given by the branching ratio $\overline{\mathrm{Br}}\left[B_{s}^{0} \rightarrow\right.$ $\mu^{+} \mu^{-}$] in the left figure of Fig.6.3. Hence the right figure of Fig.6.3 shows a region where the constraints from $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$and Eq.(6.3) with $-1 \leq \cos \gamma_{s} \leq+1$ are satisfied, as the blue dots. One finds that the lower limit on the mass of VLQ is around 2 TeV for $\left|y_{d}^{\prime s 4} y_{d}^{\prime \prime 4 *}\right| \sim 0.1$ or around 6 TeV for $\left|y_{d}^{\prime s 4} y_{d}^{\prime b 4 *}\right| \sim 1$.

## Chapter 7

## Summary and Discussion

We have investigated the model with one $\operatorname{SU}(2)_{L}$ singlet down-type VLQ on the basis of the SMEFT. In the model with VLQ, the GIM mechanism does not work. This fact is understood as two features of the model with VLQ. One is the existence of the tree level FCNCs induced by the $Z$ boson, the Higgs boson and the neutral NG boson. The other is the violation of the CKM unitarity. We presented these features both in the full theory and the SMEFT descriptions in Chap. 2 and Chap.4, respectively. These features lead to new contributions to the observables of the FCNC processes in the neutral $B$ meson systems. The new physics contributions can be as large as the SM contributions. This is because the SM contributions to the FCNC processes are suppressed by the GIM mechanism while the new physics contributions are not suppressed. Hence it is expected that the FCNC processes in the neutral $B$ meson systems give stringent constraints on the model with VLQ.

The recent lower limits for the VLQ mass from the ATLAS and CMS experiments $[34,49]$ are about ten times larger than the EW scale. We investigated the model with VLQ on the basis of the SMEFT. The SMEFT is the effective field theory with possible higher dimensional operators which are invariant under the SM gauge symmetry and consist of the SM fields. New physics effects are embedded in the higher dimensional operators. We constructed the SMEFT from the model with VLQ by integrating out the VLQ field. The FCNCs and the violation of the CKM unitarity were represented in terms of the Wilson coefficients of the SMEFT as shown in Eqs.(4.76) and (4.81), respectively. We took in the difference among the VLQ mass scale and the EW scale by using the RG equations with the anomalous dimension matrices in the SMEFT. One of the new points of our work [84] is matching the model with the SMEFT at the one-loop level and obtain the Wilson coefficients of the SMEFT which relates the radiative transitions of the SM quarks, such as the $b \rightarrow s \gamma$ process.

In order to clarify constraints on the parameters of the VLQ, we evaluated the FCNC processes in the neutral $B_{d, s}$ meson system; $B_{s}^{0}-\overline{B_{s}^{0}}$ mixing, $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$and $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$. We present the analytical expressions of the mass difference of $B_{s}^{0}$ meson $\Delta m_{B_{s}}$ and the branching ratio of the $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$and the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ processes in Appendix.A. These expressions are written in terms of the Wilson coefficients of the weak EFT. We calculated the Wilson coefficients of the weak EFT by using the SMEFT derived in Chap.5. Also we computed the effective Lagrangian for the $b \rightarrow s \gamma^{*}$ process in addition to the $b \rightarrow s \gamma$ process to perform the renormalization of the amplitudes of $b \rightarrow s \gamma^{(*)}$ process more completely than the full theory calculations [108, 109, 110].

We performed the numerical analysis for the branching ratio of the $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$ and the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ processes in Chap.7. We determined the product of the CKM matrix elements $\lambda_{s b}^{t}$ through the mass difference of $B_{s}^{0}$ meson $\Delta m_{B_{s}}$. We found that the branching ratio $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ depends on the phase $\theta_{s b}$ weakly compared with the branching ratio $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$. The constraint on the model parameters $\left(r_{s b}, \theta_{s b}\right)$ from the branching ratio $\overline{\operatorname{Br}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]$is more stringent than that from the branching ratio $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ as shown in the left figure of Fig.6.3. One can understand that the allowed region around $\left(r_{s b}, \theta_{s b}\right) \sim(0.02,0)$ is the result of $C_{10}^{\mathrm{NP}} \simeq$ $-2 C_{10}^{\mathrm{SM}}$. We also found such a large new physics effect does not excluded by the constraint from the $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ even though the branching ratio $\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]$ is precisely measured at the experiments.

Although we focused on the FCNC processes related to the $b \rightarrow s$ transition, the Wilson coefficients of the SMEFT and the weak EFT in this thesis can be applied to both $b \rightarrow d$ and $s \rightarrow d$ transitions. In addition, the Wilson coefficient for the radiative transition $b \rightarrow s \gamma$ also contributes to the CP asymmetry in the radiative decays [85, 86, 87], the inclusive [88, 89] and the exclusive [90, 91, 92] $b \rightarrow s l^{+} l^{-}$processes.

We comment on the additional contribution to the Wilson coefficient $C_{\mathrm{VLL}}$ which are used in the calculation of the mass difference $\Delta m_{B_{s}}$. A box diagram where the VLQ propagates in the loop contributes to the Wilson coefficient $C_{\text {VLL }}$ [82, 83]. We denote this contribution as $C_{\mathrm{VLL}}^{(\mathrm{SMEFT})}$ here. This is given as [82, 83],

$$
\begin{equation*}
C_{\mathrm{VLL}}^{(\mathrm{SMEFT})}=\left[\frac{G_{F}^{2}}{4 \pi^{2}} M_{W}^{2}\left(\lambda_{s b}^{t}\right)^{2}\right]^{-1} \frac{\left(y_{d}^{\prime s 4} y_{d}^{\prime \prime 4 *}\right)^{2}}{8(4 \pi)^{2} M_{4}^{2}}, \tag{7.1}
\end{equation*}
$$

As mentioned in Ref.[82], the Wilson coefficient $C_{\mathrm{VLL}}^{(\text {SMEFT })}$ becomes dominant compared with the tree level contribution $C_{\mathrm{VLL}}^{(\text {tree })}$ in the large VLQ mass region. We show the absolute value of the total Wilson coefficient $C_{\mathrm{VLL}}=C_{\mathrm{VLL}}^{\mathrm{SM}}+C_{\mathrm{VLL}}^{\mathrm{NP}}$ as a


Figure 7.1. The absolute value of total Wilson coefficient $C_{\mathrm{VLL}}=C_{\mathrm{VLL}}^{\mathrm{SM}}+C_{\mathrm{VLL}}^{\mathrm{NP}}$ as a function of the VLQ mass $M_{\mathrm{VLQ}}=M_{4}$. The solid line is the result without $C_{\mathrm{VLL}}^{(\mathrm{SMEFT})}$ while the dashed line is the result including $C_{\mathrm{VLL}}^{(\mathrm{SMEFT})}$ in $C_{\mathrm{VLL}}^{\mathrm{NP}}$. The different colors of the line represent different values of the phase $\theta_{s b}$. In the left figure, we take $\left|y_{d}^{\prime s 4} y_{d}^{\prime 64 *}\right|=0.1$. In the right figure, we set $\left|y_{d}^{\prime s 4} y_{d}^{\prime 64 *}\right|=1$. We note that the range of both vertical and horizontal axis is different between the left figure and the right figure.
function of the VLQ mass in Fig.7.1. The solid line is the result without $C_{\mathrm{VLL}}^{(\mathrm{SMEFT})}$ while the dashed line is the result including $C_{\mathrm{VLL}}^{(\mathrm{SMEFT})}$ in $C_{\mathrm{VLL}}^{\mathrm{NP}}$. The different colors of the line represent to different values of the phase $\theta_{s b}$. In the left figure, we take $\left|y_{d}^{\prime s 4} y_{d}^{\prime b 4 *}\right|=0.1$. In the right figure, we set $\left|y_{d}^{\prime s 4} y_{d}^{\prime b 4 *}\right|=1$. One finds that the contribution from $C_{\mathrm{VLL}}^{(\mathrm{SMEFT})}$ is small in the case of $\left|y_{d}^{\prime s 4} y_{d}^{\prime b 4 *}\right|=0.1$. On the other hand, that is large in the case of $\left|y_{d}^{\prime s 4} y_{d}^{\prime 64 *}\right|=1$. This is because $C_{\mathrm{VLL}}^{(\mathrm{SMEFT})}$ is proportional to $\left(y_{d}^{\prime s 4} y_{d}^{\prime 64 *}\right)^{2}$. Therefore, we have to take account of the contribution from $C_{\mathrm{VLL}}^{(\mathrm{SMEFT})}$ to $C_{\mathrm{VLL}}$ in order to obtain more precise constraints for the large Yukawa coupling case $\left|y_{d}^{\prime s 4} y_{d}^{\prime \prime 4 *}\right| \sim 1$.

## Comment on Figs.6.1-6.3

Figures.6.1-6.3 are reproduced from the our published paper [84]. We note that we computed again to make Figs.6.1-6.3 because,

- We updated the input parameters shown in Table 6.1.
- We do not take account of the RG effects for $\tilde{\mathcal{C}}_{\phi q}^{(1) p q}, \tilde{\mathcal{C}}_{\phi q}^{(3) p q}$ from $\mu_{\mathrm{VLQ}}$ to $\mu_{\mathrm{EW}}$ and the new physics contribution to the Wilson coefficient $C_{2}$ (Eq.(5.26)) in published paper [84].
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## Appendix A

## Neutral B Meson System

In the present chapter, we investigate a mixing and decay processes of the neutral $B$ mesons, namely $B_{d}^{0}$ and $B_{s}^{0}$. The $B_{d}^{0}$ meson consists of the anti-bottom quark $\bar{b}$ and the down quark $d$ while the $B_{s}^{0}$ meson consists of the anti-bottom quark $\bar{b}$ and the strange quark $s$. We focus on the decay processes $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$and $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ in addition to the mixing of the $B_{s}^{0}$ and $\overline{B_{s}^{0}}$. We note that the computation in this chapter are based on the SM, not the model with the VLQ except Subsec.A.3.3. It is useful for us to use a parametrization of the CKM matrix in the SM, so called Wolfenstein parametrization [118, 7, 65, 119]:

$$
V_{\mathrm{CKM}}=\left(\begin{array}{ccc}
1-\frac{\lambda^{2}}{2} & \lambda & A \lambda^{3}(\rho-i \eta)  \tag{A.1}\\
-\lambda & 1-\frac{\lambda^{2}}{2} & A \lambda^{2} \\
A \lambda^{3}(1-\rho-i \eta) & -A \lambda^{2} & 1
\end{array}\right)+\mathcal{O}\left(\lambda^{4}\right),
$$

where numerical values of the parameters are determined by experiments, for instance $\lambda=0.225$ [7].

We consider a general neutral meson system before we investigate the specific processes. We follow the textbook [120]. We denote the general neutral meson as $P^{0}$ and the anti-particle of $P^{0}$ as $\overline{P^{0}}$. Since the neutral mesons are not stable and decay into other particles, a mass matrix of the neutral meson system can be given as,

$$
\begin{align*}
\boldsymbol{R} & =\boldsymbol{M}-\frac{i}{2} \boldsymbol{\Gamma},  \tag{A.2}\\
\boldsymbol{M}^{\dagger} & =\boldsymbol{M},  \tag{A.3}\\
\boldsymbol{\Gamma}^{\dagger} & =\boldsymbol{\Gamma}, \tag{A.4}
\end{align*}
$$

where the Hermitian matrix $\boldsymbol{M}$ is just a mass matrix while the anti-Hermitian part $\frac{i}{2} \boldsymbol{\Gamma}$ which is called absorptive part represents decay of the neutral meson. The matrices $\boldsymbol{M}$ and $\boldsymbol{\Gamma}$ are obtained in the second-order perturbation theory,

$$
\begin{align*}
M_{i j} & =m_{0} \delta_{i j}+\langle i| \mathcal{H}_{W}|j\rangle+\sum_{n} P \frac{\langle i| \mathcal{H}_{W}|n\rangle\langle n| \mathcal{H}_{W}|j\rangle}{m_{0}-E_{n}}  \tag{A.5}\\
\Gamma_{i j} & =2 \pi \sum_{n} \delta\left(m_{0}-E_{n}\right)\langle i| \mathcal{H}_{W}|n\rangle\langle n| \mathcal{H}_{W}|j\rangle \tag{A.6}
\end{align*}
$$

where $i, j=1,2$ with $|1\rangle=\left|P^{0}\right\rangle,|2\rangle=\left|\overline{P^{0}}\right\rangle$. The symbol $P$ denotes the principal part prescription and the $\mathcal{H}_{W}$ represents a Hamiltonian related to the transition $|j\rangle \rightarrow|i\rangle$.

The basis of the matrix $\boldsymbol{R}$ is $\left|P^{0}\right\rangle$ and $\left|\overline{P^{0}}\right\rangle$. We can obtain eigenvalues and eigenvectors by solving an eigenvalue equation. The eigenvectors of the matrix $\boldsymbol{R}$ can be written as,

$$
\begin{align*}
\left|P_{H}\right\rangle & =p_{H}\left|P^{0}\right\rangle+q_{H}\left|\overline{P^{0}}\right\rangle,  \tag{A.7}\\
\left|P_{L}\right\rangle & =p_{L}\left|P^{0}\right\rangle-q_{L}\left|\overline{P^{0}}\right\rangle, \tag{A.8}
\end{align*}
$$

where the mixing parameters $p_{H, L}$ and $q_{H, L}$ are normalized as $\sqrt{\left|p_{H}\right|^{2}+\left|q_{H}\right|^{2}}=$ $\sqrt{\left|p_{L}\right|^{2}+\left|q_{L}\right|^{2}}=1$. The eigenvalues are given as follows:

$$
\begin{align*}
\mu_{H} & =m_{H}-\frac{i}{2} \Gamma_{H},  \tag{A.9}\\
\mu_{L} & =m_{L}-\frac{i}{2} \Gamma_{L} . \tag{A.10}
\end{align*}
$$

The subscripts $H$ and $L$ mean the heavy eigenstate and light eigenstate, respectively. We define a difference of the two eigenvalues $\mu_{H}$ and $\mu_{L}$,

$$
\begin{equation*}
\Delta \mu \equiv \mu_{H}-\mu_{L}=\Delta m-\frac{i}{2} \Delta \Gamma=\sqrt{4 R_{12} R_{21}+\left(R_{22}-R_{11}\right)^{2}} \tag{A.11}
\end{equation*}
$$

with $\Delta m \equiv m_{H}-m_{L}$ and $\Delta \Gamma \equiv \Gamma_{H}-\Gamma_{L}$. The symbol $R_{i j}$ denotes the $(i, j)$ component of the matrix $\boldsymbol{R}$. The CPT and CP transformations for the $\left|P^{0}\right\rangle$ and $\left|\overline{P^{0}}\right\rangle$ are,

$$
\begin{align*}
\mathrm{CPT}\left|P^{0}\right\rangle & =e^{i \nu_{P}}\left|\overline{P^{0}}\right\rangle,  \tag{A.12}\\
\mathrm{CPT}\left|\overline{P^{0}}\right\rangle & =e^{i \nu_{P}}\left|P^{0}\right\rangle,  \tag{A.13}\\
\mathrm{CP}\left|P^{0}\right\rangle & =e^{i \xi_{P}}\left|\overline{P^{0}}\right\rangle,  \tag{A.14}\\
\mathrm{CP}\left|\overline{P^{0}}\right\rangle & =e^{-i \xi_{P}}\left|P^{0}\right\rangle, \tag{A.15}
\end{align*}
$$

where the phases $\nu_{P}$ and $\xi_{P}$ are arbitrary and unphysical. We can show from Eqs.(A.5) and (A.6) that $M_{22}$ and $\Gamma_{22}$ are equal to $M_{11}$ and $\Gamma_{11}$, respectively when the Hamiltonian $\mathcal{H}_{W}$ is invariant under the CPT transformation, i.e. $(\mathrm{CPT}) \mathcal{H}_{W}(\mathrm{CPT})^{-1}=\mathcal{H}_{W}$. Also the CP invariance implies $M_{11}=M_{22}, \Gamma_{11}=\Gamma_{22}, M_{21}=e^{2 i \xi_{P}} M_{12}$ and $\Gamma_{21}=e^{2 i \xi_{P}} \Gamma_{12}$. Thus, we can define a CPT and CP violating parameter $\theta$ :

$$
\begin{equation*}
\theta \equiv \frac{R_{22}-R_{11}}{\Delta \mu} \tag{A.16}
\end{equation*}
$$

and a CP violating real parameter $\delta$,

$$
\begin{equation*}
\delta \equiv \frac{\left|R_{12}\right|-\left|R_{21}\right|}{\left|R_{12}\right|+\left|R_{21}\right|} . \tag{A.17}
\end{equation*}
$$

Taking the diagonalization of the matrix $\boldsymbol{R}$ into account, we can determine the ratios of mixing parameters $p_{H, L}$ and $q_{H, L}$ in Eqs.(A.7) and (A.8) as,

$$
\begin{align*}
& \frac{q_{H}}{p_{H}}=\frac{\Delta \mu(1+\theta)}{2 R_{12}}=\frac{2 R_{21}}{\Delta \mu(1-\theta)},  \tag{A.18}\\
& \frac{q_{L}}{p_{L}}=\frac{\Delta \mu(1-\theta)}{2 R_{12}}=\frac{2 R_{21}}{\Delta \mu(1+\theta)} . \tag{A.19}
\end{align*}
$$

It is clear that the CPT invariance leads to $\theta=0$ and $\frac{q_{H}}{p_{H}}=\frac{q_{L}}{p_{L}}$. Therefore, the absolute value of the mixing parameter $p_{L}$ is the same as $p_{H}$ because of $\left|p_{H}\right|^{2}+\left|q_{H}\right|^{2}=$ $\left|p_{L}\right|^{2}+\left|q_{L}\right|^{2}=1$. It is convenient to set the relative phase of $\left|P_{H}\right\rangle$ and $\left|P_{L}\right\rangle$ so as to $p_{H}=p_{L}$. In this setup, the mixing parameter $q_{L}$ is equals to $q_{H}$. Then, we redefine the eigenvectors as,

$$
\begin{align*}
\left|P_{H}\right\rangle & =p\left|P^{0}\right\rangle+q\left|\overline{P^{0}}\right\rangle,  \tag{A.20}\\
\left|P_{L}\right\rangle & =p\left|P^{0}\right\rangle-q\left|\overline{P^{0}}\right\rangle, \tag{A.21}
\end{align*}
$$

in the case where we assume CPT invariance. The mixing parameters $p, q$ and the difference between the eigenvalues of $\boldsymbol{R}$ are obtained as follows:

$$
\begin{align*}
\Delta \mu & =\Delta m-\frac{i}{2} \Delta \Gamma=\sqrt{4 R_{12} R_{21}},  \tag{A.22}\\
\frac{q}{p} & =\frac{\Delta \mu}{2 R_{12}}=\sqrt{\frac{2 M_{12}^{*}-i \Gamma_{12}^{*}}{2 M_{12}-i \Gamma_{12}}}, \tag{A.23}
\end{align*}
$$

Using the Eq.(A.22), we obtain,

$$
\begin{align*}
(\Delta m)^{2}-\frac{1}{4}(\Delta \Gamma)^{2} & =4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2}  \tag{A.24}\\
(\Delta m)(\Delta \Gamma) & =4 \operatorname{Re}\left[M_{12}^{*} \Gamma_{12}\right] \tag{A.25}
\end{align*}
$$

The above expressions are derived without any approximations. In the following sections, we consider the case of neutral $B_{d}$ and $B_{s}$ meson systems.

## A. $1 \quad B_{s}^{0}-\overline{\boldsymbol{B}_{s}^{0}}$ Mixing and Mass difference $\Delta \boldsymbol{m}_{B_{s}}$

We compute $M_{12}$ at leading order in the $B_{s}^{0}$ meson system. The component $M_{12}^{B_{s}}$ is given by Eq.(A.5):

$$
\begin{equation*}
M_{12}^{B_{s}}=\left\langle B_{s}^{0}\right| \mathcal{H}_{e f f}^{\Delta B=2}\left|\overline{B_{s}^{0}}\right\rangle, \tag{A.26}
\end{equation*}
$$

where the Hamiltonian $\mathcal{H}_{W}=\mathcal{H}_{e f f}^{\Delta B=2}$ is defined in terms of the weak EFT as [97],

$$
\begin{equation*}
\mathcal{H}_{e f f}^{\Delta B=2}=\frac{G_{F}^{2}}{4 \pi^{2}} M_{W}^{2}\left(\lambda_{s b}^{t}\right)^{2} C_{\mathrm{VLL}}^{\mathrm{SM}} O_{\mathrm{VLL}}+\text { h.c. } \tag{A.27}
\end{equation*}
$$

with a product of the CKM matrix elements $\lambda_{s b}^{t} \equiv V_{t s}^{*} V_{t b}$ and an effective operator,

$$
\begin{equation*}
O_{\mathrm{VLL}}=\left[\overline{s_{L}} \gamma^{\mu} b_{L}\right]\left[\overline{s_{L}} \gamma_{\mu} b_{L}\right] . \tag{A.28}
\end{equation*}
$$



Figure A.1. Relevant diagrams to the $M_{12}^{B_{s}}$ in the SM. The symbol $\chi$ denotes the charged NG boson $\chi^{ \pm}$. The subscripts $i, j$ represent the generation of the up-type quark, that is $u^{1}=u, u^{2}=c$, and $u^{3}=t$.

The Wilson coefficient $C_{\mathrm{VLL}}^{\mathrm{SM}}$ is determined by matching the weak EFT with the SM. Figure A. 1 shows the relevant diagrams of the SM. Taking account of the CKM unitarity in the SM, we obtain the effective Hamiltonian as follows [102]:

$$
\begin{equation*}
\mathcal{H}_{e f f}^{\Delta B=2}=-\frac{G_{F}^{2}}{4 \pi^{2}} M_{W}^{2} \sum_{i=c, t} \sum_{j=c, t} \lambda_{s b}^{i} \lambda_{s b}^{j} \bar{E}_{i j}\left[\overline{s_{L}} \gamma^{\mu} b_{L}\right]\left[\overline{s_{L}} \gamma_{\mu} b_{L}\right] \tag{A.29}
\end{equation*}
$$

where the function $\bar{E}_{i j}$ is given as,
$\bar{E}_{i j}=\left\{\begin{array}{l}-\left[\left\{\frac{1}{4}-\frac{3}{2\left(x_{j}-1\right)}-\frac{3}{4\left(x_{j}-1\right)^{2}}\right\} \frac{x_{i} x_{j} \ln x_{j}}{x_{j}-x_{i}}+(i \leftrightarrow j)-\frac{3 x_{i} x_{j}}{4\left(x_{i}-1\right)\left(x_{j}-1\right)}\right], \text { for } i \neq j \\ -\frac{3}{2}\left(\frac{x_{i}}{x_{i}-1}\right)^{3} \ln x_{i}-x_{i}\left\{\frac{1}{4}-\frac{9}{4} \frac{1}{x_{i}-1}-\frac{3}{2} \frac{1}{\left(x_{i}-1\right)^{2}}\right\}, \text { for } i=j\end{array}\right.$
with the parameter $x_{i} \equiv\left(m_{u}^{i} / M_{W}\right)^{2}$. Numerical values of the functions $\bar{E}_{t t}, \bar{E}_{c c}$ and $\bar{E}_{c t}=\bar{E}_{t c}$ are,

$$
\begin{align*}
&\left|\bar{E}_{t t}\right| \simeq 2.5  \tag{A.31}\\
&\left|\bar{E}_{c c}\right| \simeq 2.5 \times 10^{-4}  \tag{A.32}\\
&\left|\bar{E}_{c t}\right| \simeq 2.2 \times 10^{-3} \tag{A.33}
\end{align*}
$$

with $m_{t}=173.1 \mathrm{GeV}, m_{c}=1.27 \mathrm{GeV}$ and $M_{W}=80.379 \mathrm{GeV}$ [65]. We can see from Eq.(A.1) that the product of the CKM matrix $\lambda_{s b}^{c}$ is the same order of magnitude as $\lambda_{s b}^{t}$. Therefore, the dominant contribution in Eq.(A.29) comes from the top quark term which are proportional to $\left(\lambda_{s b}^{t}\right)^{2} \bar{E}_{t t}$. We approximate Eq.(A.29) by,

$$
\begin{equation*}
\mathcal{H}_{e f f}^{\Delta B=2}=\frac{G_{F}^{2}}{4 \pi^{2}} M_{W}^{2}\left(\lambda_{s b}^{t}\right)^{2} S_{0}\left(x_{t}\right)\left[\bar{s} \gamma^{\mu} b_{L}\right]\left[\overline{s_{L}} \gamma_{\mu} b_{L}\right], \tag{А.34}
\end{equation*}
$$

where we redefine $[93,115]$,

$$
\begin{equation*}
\bar{E}_{t t} \equiv-S_{0}\left(x_{t}\right) \tag{A.35}
\end{equation*}
$$

Comparing Eq.(A.34) with Eq.(A.27), we determine the Wilson coefficient $C_{\mathrm{VLL}}^{\mathrm{SM}}$ as,

$$
\begin{equation*}
C_{\mathrm{VLL}}^{\mathrm{SM}}=S_{0}\left(x_{t}\right) \tag{A.36}
\end{equation*}
$$

We obtain an expression of the $M_{12}^{B_{s}}$ by inserting the effective Hamiltonian Eq.(A.27) into Eq.(A.26):

$$
\begin{equation*}
M_{12}^{B_{s}, \mathrm{SM}} \simeq-\frac{G_{F}^{2} M_{W}^{2}}{12 \pi^{2}} f_{B_{s}}^{2} m_{B_{s}} B_{s} \eta_{B_{s}} C_{\mathrm{VLL}}^{\mathrm{SM}}\left(\lambda_{s b}^{t}\right)^{2} e^{i\left(\xi_{b}-\xi_{s}-\xi_{B_{s}}\right)} \tag{A.37}
\end{equation*}
$$

where $m_{B_{s}}$ is the mass of $B_{s}^{0}$ meson and $\eta_{B_{s}}=0.5510 \pm 0.0022$ [115] is QCD correction. The symbols $f_{B_{s}}$ and $B_{s}$ represent the $B_{s}^{0}$ meson decay constant and the bag parameter of the $B_{s}$ meson, respectively. The $f_{B_{s}}$ and $B_{s}$ are defined by [120],

$$
\begin{equation*}
\left\langle B_{s}^{0}\right|\left(\bar{s} \gamma^{\mu} L b\right)\left(\bar{s} \gamma_{\mu} L b\right)\left|\overline{B_{s}^{0}}\right\rangle=-\frac{1}{3} e^{i\left(\xi_{b}-\xi_{s}-\xi_{B_{s}}\right)} f_{B_{s}}^{2} m_{B_{s}} B_{s}, \tag{A.38}
\end{equation*}
$$

with

$$
\begin{align*}
\langle 0| \bar{b} \gamma^{\mu} \gamma_{5} s\left|B_{s}^{0}\left(p^{\mu}\right)\right\rangle & =-e^{i \varphi} p^{\mu} f_{B_{s}}  \tag{A.39}\\
\langle 0| \bar{s} \gamma_{\mu} \gamma_{5} b\left|B_{s}^{0}\left(p^{\mu}\right)\right\rangle & =-e^{i \varphi} e^{i\left(\xi_{b}-\xi_{s}-\xi_{B s}\right)} p_{\mu} f_{B_{s}} \tag{A.40}
\end{align*}
$$

The phase $\varphi$ is arbitrary. The phases $\xi_{b}, \xi_{s}$ and $\xi_{B_{s}}$ come from CP transformations of the $b$-quark, $s$-quark and $B_{s}$ meson states, similar to the $\xi_{P}$ in Eq.(A.14), and thus these phases are unphysical.

Since the absorptive part $\Gamma_{12}^{B_{s}}$ is related to the decay of $B_{s}^{0}$ meson, it is expected that the absorptive part is dominated by the mass of $B_{s}^{0}$ meson, that is $m_{B_{s}} \sim m_{b}$. On the other hand, the $M_{12}^{B_{s}}$ is proportional to $S_{0}\left(x_{t}\right) \sim x_{t}=m_{t}^{2} / M_{W}^{2}$. This implies $\left|\frac{\Gamma_{12}^{B_{s}}}{M_{12}^{B_{s}}}\right| \approx \mathcal{O}\left(\frac{m_{b}^{2}}{m_{t}^{2}}\right) \ll 1$. Also experimental results show $\frac{\left|\Delta \Gamma_{B_{s}}\right|}{\Delta m_{B_{s}}} \approx \frac{6 \times 10^{-11}}{1 \times 10^{-8}} \ll 1$ [65]. Taking account of $\left|\Gamma_{12}^{B_{s}}\right| \ll\left|M_{12}^{B_{s}}\right|$ and $\left|\Delta \Gamma_{B_{s}}\right| \ll \Delta m_{B_{s}}$ in Eq.(A.24), we can approximate $\Delta m_{B_{s}}$ as,

$$
\begin{equation*}
\Delta m_{B_{s}} \simeq 2\left|M_{12}^{B_{s}, \mathrm{SM}}\right|=\frac{G_{F}^{2}}{6 \pi^{2}} M_{W}^{2} m_{B_{s}} f_{B_{s}}^{2} B_{s} \eta_{B_{s}}\left|\lambda_{s b}^{t}\right|^{2}\left|C_{\mathrm{VLL}}^{\mathrm{SM}}\right| \tag{A.41}
\end{equation*}
$$

## A. $2 \overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}\left(b \rightarrow s \mu^{+} \mu^{-}\right)$Process

We investigate $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$process in this section. This process is induced by the FCNC among the $b$-quark and $s$-quark. As we have seen in the previous section, there is the mixing between $B_{s}^{0}$ and $\overline{B_{s}^{0}}$. The mixing effect leads to a time dependent oscillation among the $B_{s}^{0}$ and $\overline{B_{s}^{0}}$ and affects the decay process $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$. First we show a time dependent decay rate and an "untagged" decay rate in $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$ process which are given in $[104,105,106,107]$. Here we follow the computation summarized in Refs.[106, 107].

## A.2.1 Decay rate and branching ratio

The effective Hamiltonian for the $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$process is,

$$
\begin{equation*}
\mathcal{H}_{e f f}^{\Delta B=1}=-\frac{4 G_{F}}{\sqrt{2}} \frac{\alpha_{\mathrm{em}}}{4 \pi} \lambda_{s b}^{t} C_{10} O_{10}+h . c . \tag{A.42}
\end{equation*}
$$

with the effective operator,

$$
\begin{equation*}
O_{10}=\left[\overline{s_{L}} \gamma^{\mu} b_{L}\right]\left[\bar{\mu} \gamma_{\mu} \gamma_{5} \mu\right] . \tag{A.43}
\end{equation*}
$$

The Wilson coefficient of the SM will be given in the next subsection. Since the time evolution of the mass eigenstates $\left|P_{H}^{0}\right\rangle$ and $\left|P_{L}^{0}\right\rangle$ are written as [120],

$$
\begin{align*}
\left|P_{H}^{0}(t)\right\rangle & =e^{-i \mu_{H} t}\left|P_{H}^{0}\right\rangle,  \tag{A.44}\\
\left|P_{L}^{0}(t)\right\rangle & =e^{-i \mu_{L} t}\left|P_{L}^{0}\right\rangle \tag{А.45}
\end{align*}
$$

with the time $t$ which is measured at the rest frame of decaying particles, the $B_{s}^{0}$ meson states at time $t$ are given as follows:

$$
\begin{align*}
\left|B_{s}^{0}(t)\right\rangle & =g_{+}(t)\left|B_{s}^{0}\right\rangle+\frac{q}{p} g_{-}(t)\left|\overline{B_{s}^{0}}\right\rangle,  \tag{A.46}\\
\left|\overline{B_{s}^{0}}(t)\right\rangle & =\frac{p}{q} g_{-}(t)\left|B_{s}^{0}\right\rangle+g_{+}(t)\left|\overline{B_{s}^{0}}\right\rangle, \tag{A.47}
\end{align*}
$$

where

$$
\begin{equation*}
g_{ \pm}(t) \equiv \frac{1}{2}\left(e^{-i \mu_{H} t} \pm e^{-i \mu_{L} t}\right) . \tag{A.48}
\end{equation*}
$$

It is useful to show relations,

$$
\begin{align*}
\left|g_{ \pm}(t)\right|^{2} & =\frac{e^{-\Gamma_{B_{s}} t}}{2}\left[\cosh \frac{\Delta \Gamma_{B_{s}} t}{2} \pm \cos \left(\Delta m_{B_{s}} t\right)\right]  \tag{А.49}\\
g_{+}^{*}(t) g_{-}(t) & =-\frac{e^{-\Gamma_{B_{s}} t}}{2}\left[\sinh \frac{\Delta \Gamma_{B_{s}} t}{2}+i \sin \left(\Delta m_{B_{s}} t\right)\right], \tag{A.50}
\end{align*}
$$

where $\Delta \Gamma_{B_{s}} \equiv \Gamma_{H}-\Gamma_{L}$ and $\Gamma_{B_{s}} \equiv\left(\Gamma_{H}+\Gamma_{L}\right) / 2$. We parametrize $M_{12}^{B_{s}}$ by using $M_{12}^{B_{s}, \mathrm{SM}}$ in Eq.(A.37) as,

$$
\begin{equation*}
M_{12}^{B_{s}}=M_{12}^{B_{s}, \mathrm{SM}}\left(r e^{-i \theta}\right)^{2}, \tag{A.51}
\end{equation*}
$$

The real parameter $r$ and the phase $\theta$ represent effects from a new physics model. The case of $(r, \theta)=(1,0)$ corresponds to the SM. Similarly we introduce a phase $\varphi_{P}$ which represents new physics effects for the Wilson coefficient $C_{10}$ :

$$
\begin{equation*}
\frac{C_{10}}{C_{10}^{S M}}=\left|\frac{C_{10}}{C_{10}^{S M}}\right| e^{i \varphi_{P}} \tag{A.52}
\end{equation*}
$$

where $C_{10}^{\mathrm{SM}}$ is the SM contribution in the total Wilson coefficient $C_{10}$. The ratio of the mixing parameter $\frac{q}{p}$ in Eq.(A.23) can be written by using the parametrization Eq.(A.51):

$$
\begin{equation*}
\frac{q}{p} \simeq \sqrt{\frac{M_{12}^{B_{s} *}}{M_{12}^{B}}}=e^{-i\left(\xi_{b}-\xi_{s}-\xi_{B_{s}}-2 \theta\right)} e^{-2 i \arg \left[\lambda_{s b}^{t}\right]} \tag{A.53}
\end{equation*}
$$

where we take $\left|M_{12}^{B_{s}}\right| \gg\left|\Gamma_{12}^{B_{s}}\right|$ into account. We then obtain the time dependent decay rates of $\overline{B_{s}^{0}}(t) \rightarrow \mu^{+} \mu^{-}$and $B_{s}^{0}(t) \rightarrow \mu^{+} \mu^{-}$after computing the matrix elements $\left.\left|\left\langle\mu^{+} \mu^{-}\right| \mathcal{H}_{e f f}^{\Delta B=1}\right| \overline{B_{s}^{0}}(t)\right\rangle \mid$ and $\left.\left|\left\langle\mu^{+} \mu^{-}\right| \mathcal{H}_{e f f}^{\Delta B=1}\right| B_{s}^{0}(t)\right\rangle \mid:$

$$
\begin{align*}
\Gamma\left[\overline{B_{s}^{0}}(t) \rightarrow \mu^{+} \mu^{-}\right]= & \frac{G_{F}^{4} M_{W}^{4} s_{w}^{4}}{8 \pi^{5}} \sqrt{1-\frac{4 m_{\mu}^{2}}{m_{B_{s}}^{2}}} f_{B_{s}}^{2} m_{B_{s}} m_{\mu}^{2} e^{-\Gamma_{B_{s}} t}\left|C_{10} \lambda_{s b}^{t}\right|^{2} \\
& \times\left[\cosh \frac{\Delta \Gamma_{B_{s}} t}{2}-\mathcal{A}_{\Delta \Gamma}^{\mu \mu} \sinh \frac{\Delta \Gamma_{B_{s}} t}{2}-S_{\mu \mu} \sin \left(\Delta m_{B_{s}} t\right)\right]  \tag{A.54}\\
\Gamma\left[B_{s}^{0}(t) \rightarrow \mu^{+} \mu^{-}\right]= & \frac{G_{F}^{4} M_{W}^{4} s_{w}^{4}}{8 \pi^{5}} \sqrt{1-\frac{4 m_{\mu}^{2}}{m_{B_{s}}^{2}}} f_{B_{s}}^{2} m_{B_{s}} m_{\mu}^{2} e^{-\Gamma_{B_{s}} t}\left|C_{10} \lambda_{s b}^{t}\right|^{2} \\
& \times\left[\cosh \frac{\Delta \Gamma_{B_{s}} t}{2}-\mathcal{A}_{\Delta \Gamma}^{\mu \mu} \sinh \frac{\Delta \Gamma_{B_{s}} t}{2}+S_{\mu \mu} \sin \left(\Delta m_{B_{s}} t\right)\right], \tag{A.55}
\end{align*}
$$

Here we define [104, 105, 106, 107],

$$
\begin{align*}
A_{\Delta \Gamma}^{\mu \mu} & \equiv \cos 2\left(\theta+\varphi_{P}\right)  \tag{A.56}\\
S_{\mu \mu} & \equiv \sin 2\left(\theta+\varphi_{P}\right) \tag{A.57}
\end{align*}
$$

It is clear that $A_{\Delta \Gamma}^{\mu \mu}=1$ and $S_{\mu \mu}=0$ in the case of the SM. From Eqs.(A.54) and (A.55), we can define the untagged decay rate [104, 105, 106, 107]:

$$
\begin{align*}
\left\langle\Gamma\left[B_{s}^{0}(t) \rightarrow \mu^{+} \mu^{-}\right]\right\rangle \equiv & \Gamma\left[\overline{B_{s}^{0}}(t) \rightarrow \mu^{+} \mu^{-}\right]+\Gamma\left[B_{s}^{0}(t) \rightarrow \mu^{+} \mu^{-}\right] \\
= & \frac{G_{F}^{4} M_{W}^{4} s s_{w}^{4}}{4 \pi^{5}} \sqrt{1-\frac{4 m_{\mu}^{2}}{m_{B_{s}}^{2}}} f_{B_{s}}^{2} m_{B_{s}} m_{\mu}^{2} e^{-\frac{t}{\tau_{B_{s}}}}\left|C_{10} \lambda_{s b}^{t}\right|^{2} \\
& \times\left[\cosh \left(\frac{y_{s} t}{\tau_{B_{s}}}\right)+A_{\Delta \Gamma}^{\mu \mu} \sinh \left(\frac{y_{s} t}{\tau_{B_{s}}}\right)\right], \tag{A.58}
\end{align*}
$$

where we use the parameters,

$$
\begin{align*}
y_{s} & \equiv \frac{\Gamma_{L}-\Gamma_{H}}{\Gamma_{L}+\Gamma_{H}}=-\frac{\Delta \Gamma_{B_{s}}}{2 \Gamma_{B_{s}}},  \tag{A.59}\\
\tau_{B_{s}} & =\frac{1}{\Gamma_{B_{s}}} \tag{A.60}
\end{align*}
$$




Figure A.2. Diagrams which leads leading order contribution to $C_{10}$ in the SM.

The parameter $\tau_{B_{s}}$ is the life time of $B_{s}$ meson. We finally define branching ratio of this process by integrating the untagged decay rate Eq.(A.58) in terms of $t$ :

$$
\begin{equation*}
\overline{\mathrm{BR}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right] \equiv \frac{1}{2} \int_{0}^{\infty} d t\left\langle\Gamma\left[B_{s}^{0}(t) \rightarrow \mu^{+} \mu^{-}\right]\right\rangle . \tag{A.61}
\end{equation*}
$$

The concrete form of the branching ratio is given as,

$$
\begin{equation*}
\overline{\mathrm{BR}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]=\tau_{B_{s}} \frac{G_{F}^{4} M_{W}^{4} s_{w}^{4}}{8 \pi^{5}} \sqrt{1-\frac{4 m_{\mu}^{2}}{m_{B_{s}}^{2}}} f_{B_{s}}^{2} m_{B_{s}} m_{\mu}^{2}\left|\lambda_{s b}^{t}\right|^{2}\left|C_{10}\right|^{2}\left[\frac{1+y_{s} A_{\Delta \Gamma}^{\mu \mu}}{1-y_{s}^{2}}\right], \tag{A.62}
\end{equation*}
$$

This expression can be rewritten by using the branching ratio of $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$without the $B_{s}^{0}-\overline{B_{s}^{0}}$ mixing effect, which is denoted as $\operatorname{Br}\left[\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}\right]$:

$$
\begin{equation*}
\overline{\mathrm{BR}}\left[B_{s}^{0} \rightarrow \mu^{+} \mu^{-}\right]=\left[\frac{1+y_{s} A_{\Delta \Gamma}^{\mu \mu}}{1-y_{s}^{2}}\right] \operatorname{Br}\left[\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}\right] . \tag{A.63}
\end{equation*}
$$

## A.2.2 Wilson coefficient $C_{10}$ in the SM

Here we show the leading order contribution of the SM to the Wilson coefficient $C_{10}$. Since there is no FCNC in the SM, the leading order contribution to $C_{10}$ comes from one-loop diagrams. The typical diagrams are shown in Fig.A.2. The result is [102],

$$
\begin{equation*}
C_{10}^{\mathrm{SM}}=-\frac{\eta_{Y} Y_{0}\left(x_{t}\right)}{s_{w}^{2}}, \tag{A.64}
\end{equation*}
$$

where $\eta_{Y}=1.0113$ [116] is NLO correction. We used the CKM unitarity relation and take only the top quark contribution into account. The function $Y_{0}(x)$ is given as,

$$
\begin{equation*}
Y_{0}(x)=\frac{x}{8}-\frac{3}{8} \frac{x}{x-1}+\frac{3}{8} \frac{x^{2} \ln x}{(x-1)^{2}} . \tag{A.65}
\end{equation*}
$$

## A. $3 \quad \overline{B_{d}^{0}} \rightarrow X_{s} \gamma(b \rightarrow s \gamma)$ Process

The inclusive radiative decay process $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ is the FCNC process induced by the photon while the FCNC process $\overline{B_{s}^{0}} \rightarrow \mu^{+} \mu^{-}$in the previous section is induced by the $Z$ boson. The radiative decay process $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ is described by the effective Hamiltonian of the weak EFT [114, 115, 121]:

$$
\begin{equation*}
\mathcal{H}_{e f f}^{b \rightarrow s \gamma}=\frac{4 G_{F}}{\sqrt{2}} \lambda_{s b}^{c} \sum_{i=1}^{2} C_{i} O_{i}-\frac{4 G_{F}}{\sqrt{2}} \lambda_{s b}^{t}\left[\sum_{i=3}^{6} C_{i} O_{i}+\sum_{i=7 \gamma, 8 g} C_{i} O_{i}\right], \tag{A.66}
\end{equation*}
$$

where the effective operators are 4 -Fermi operators,

$$
\begin{align*}
& O_{1}=\left(\overline{s_{L}} \gamma_{\mu} T^{a} c_{L}\right)\left(\overline{c_{L}} \gamma^{\mu} T^{a} b_{L}\right),  \tag{A.67}\\
& O_{2}=\left(\overline{s_{L}} \gamma_{\mu} c_{L}\right)\left(\overline{c_{L}} \gamma^{\mu} b_{L}\right), \tag{A.68}
\end{align*}
$$

the QCD penguin operators,

$$
\begin{align*}
O_{3} & =\left(\overline{s_{L}} \gamma_{\mu} b_{L}\right) \sum_{q=u, d, s, c, b}\left(\bar{q} \gamma^{\mu} q\right),  \tag{A.69}\\
O_{4} & =\left(\overline{s_{L}} \gamma_{\mu} T^{a} b_{L}\right) \sum_{q=u, d, s, c, b}\left(\bar{q} \gamma^{\mu} T^{a} q\right),  \tag{A.70}\\
O_{5} & =\left(\overline{s_{L}} \gamma_{\mu} \gamma_{\nu} \gamma_{\rho} b_{L}\right) \sum_{q=u, d, s, c, b}\left(\bar{q} \gamma^{\mu} \gamma^{\nu} \gamma^{\rho} q\right),  \tag{A.71}\\
O_{6} & =\left(\overline{s_{L}} \gamma_{\mu} \gamma_{\nu} \gamma_{\rho} T^{a} b_{L}\right) \sum_{q=u, d, s, c, b}\left(\bar{q} \gamma^{\mu} \gamma^{\nu} \gamma^{\rho} T^{a} q\right), \tag{A.72}
\end{align*}
$$

and the dipole operators,

$$
\begin{align*}
& O_{7 \gamma}=\frac{e}{16 \pi^{2}} m_{b}\left(\overline{s_{L}} \sigma^{\mu \nu} b_{R}\right) F_{A \mu \nu},  \tag{A.73}\\
& O_{8 g}=\frac{g_{s}}{16 \pi^{2}} m_{b}\left(\overline{s_{L}} \sigma^{\mu \nu} T^{a} b_{R}\right) G_{\mu \nu}^{a} \tag{A.74}
\end{align*}
$$

The symbols $F_{A \mu \nu}$ and $G_{\mu \nu}^{a}$ denote the field strength of the photon and gluons, respectively. The dipole operator $O_{7 \gamma}$ mainly contributes to the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ process and the other effective operators contribute through RG effects. We neglect $\lambda_{s b}^{u}=$ $V_{u s}^{*} V_{u b} \ll \lambda_{s b}^{t}$ and thus $\lambda_{s b}^{c} \simeq-\lambda_{s b}^{t}$ in the SM.

## A.3.1 Wilson coefficients and effective coefficients

It is convenient to introduce so-called "effective coefficients" $C_{i}^{e f f}[112,113]$ in the computation of the branching ratio of the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ process. In the present operator basis, the effective coefficients are defined as follows [114]:

$$
C_{i}^{\text {eff }}(\mu)= \begin{cases}C_{i}(\mu), & \text { for } i \neq 7 \gamma, 8 g  \tag{A.75}\\ C_{7 \gamma}(\mu)+\sum_{i=1}^{6} y_{i} C_{i}(\mu), & \text { for } i=7 \gamma \\ C_{8 g}(\mu)+\sum_{i=1}^{6} z_{i} C_{i}(\mu), & \text { for } i=8 g\end{cases}
$$

where $y_{i}=\left(0,0,-\frac{1}{3},-\frac{4}{9},-\frac{20}{3},-\frac{80}{8}\right)$ and $z_{i}=\left(0,0,1,-\frac{1}{6}, 20,-\frac{10}{3}\right)$ in the dimensional regularization with $\left\{\gamma^{\mu}, \gamma_{5}\right\}=0$ scheme, so-called naive dimensional regularization (NDR) scheme. We briefly show why the effective coefficients are introduced on the basis of Ref.[112]. We consider the computation of the $b \rightarrow s \gamma$ amplitude by using the weak EFT Hamiltonian Eq.(A.66). We write the amplitudes as,

$$
\begin{equation*}
\mathcal{A}_{\mathrm{EFT}} \sim C_{7 \gamma}\langle s \gamma| O_{7 \gamma}|b\rangle_{\text {tree }}+\sum_{j} C_{j}\langle s \gamma| O_{j}|b\rangle_{\text {one-loop }} \tag{A.76}
\end{equation*}
$$

where the subscript "tree" means a tree level matrix element while "one-loop" denotes one-loop level matrix elements. If the matrix element of the effective operator $O_{j}$ is nonzero and contributes to the $b \rightarrow s \gamma$ process, we can rewrite the matrix element $\langle s \gamma| O_{j}|b\rangle_{\text {one-loop }}$ by using the tree level matrix element $\langle s \gamma| O_{7 \gamma}|b\rangle_{\text {tree }}$ :

$$
\begin{align*}
\mathcal{A}_{\mathrm{EFT}} & =C_{7 \gamma}\langle s \gamma| O_{7 \gamma}|b\rangle_{\text {tree }}+\sum_{j} C_{j}\langle s \gamma| O_{j}|b\rangle_{\text {one-loop }} \\
& =C_{7 \gamma}\langle s \gamma| O_{7 \gamma}|b\rangle_{\text {tree }}+\sum_{j} y_{j} C_{j}\langle s \gamma| O_{7 \gamma}|b\rangle_{\text {tree }} \\
& =\left[C_{7 \gamma}+\sum_{j} y_{j} C_{j}\right]\langle s \gamma| O_{7 \gamma}|b\rangle_{\text {tree }} \tag{A.77}
\end{align*}
$$

where $y_{j}$ is a number given by computing the one-loop level matrix element $\langle s \gamma| O_{j}|b\rangle_{\text {one-loop }}$ and corresponds to the parameter $y_{i}$ in Eq.(A.75). We can see that the amplitude of the $b \rightarrow s \gamma$ process is proportional to the combination $C_{7 \gamma}+$ $\sum_{j} y_{j} C_{j}$ at the one-loop level. Therefore, it is convenient to define new coefficient $C_{7 \gamma}^{e f f} \equiv C_{7 \gamma}+\sum_{j} y_{j} C_{j}$ and consider a RG equation with respect to the coefficient $C_{7 \gamma}^{e f f}$. We note that we can express the amplitude of $b \rightarrow s \gamma$ process in the SM as,

$$
\begin{equation*}
\mathcal{A}_{\mathrm{SM}}=A_{7 \gamma}\langle s \gamma| O_{7 \gamma}|b\rangle_{\text {tree }} . \tag{A.78}
\end{equation*}
$$

Since the matiching condition is $\mathcal{A}_{\mathrm{SM}}=\mathcal{A}_{\mathrm{EFT}}$ at the scale $\mu_{\mathrm{EW}}$, the condition leads to,

$$
\begin{equation*}
A_{7 \gamma}=C_{7 \gamma}+\sum_{j} y_{j} C_{j}=C_{7 \gamma}^{e f f}, \tag{A.79}
\end{equation*}
$$

at the one-loop level. We consider the scale dependence of the effective coefficients. The RG equations for the effective coefficients $C_{i}^{e f f}(\mu)$ are written as [114],

$$
\begin{equation*}
\mu \frac{\partial}{\partial \mu} C_{i}^{e f f}(\mu)=C_{j}^{e f f}(\mu) \gamma_{j i}^{e f f}(\mu) \tag{A.80}
\end{equation*}
$$

We expand the effective coefficients and the anomalous dimension matrix $\gamma_{j i}^{e f f}(\mu)$ with respect to the QCD coupling $\alpha_{s}(\mu)$ :

$$
\begin{align*}
C_{i}^{e f f} & =C_{i}^{(0) e f f}+\frac{\alpha_{s}(\mu)}{4 \pi} C_{i}^{(1) e f f}+\cdots  \tag{A.81}\\
\gamma^{e f f} & =\frac{\alpha_{s}(\mu)}{4 \pi} \gamma^{(0) e f f}+\frac{\alpha_{s}^{2}(\mu)}{(4 \pi)^{2}} \gamma^{(0) e f f}+\cdots \tag{A.82}
\end{align*}
$$

The leading order anomalous dimension matrix $\gamma^{(0) e f f}$ in NDR is [114],

$$
\gamma^{(0) e f f}=\left(\begin{array}{cccccccc}
-4 & \frac{8}{3} & 0 & -\frac{2}{9} & 0 & 0 & -\frac{208}{243} & \frac{173}{162}  \tag{A.83}\\
12 & 0 & 0 & \frac{4}{3} & 0 & 0 & \frac{416}{81} & \frac{70}{27} \\
0 & 0 & 0 & -\frac{52}{3} & 0 & 2 & -\frac{176}{81} & \frac{14}{27} \\
0 & 0 & -\frac{40}{9} & -\frac{100}{9} & \frac{4}{9} & \frac{5}{6} & -\frac{152}{243} & -\frac{587}{162} \\
0 & 0 & 0 & -\frac{256}{3} & 0 & 20 & -\frac{6272}{81} & \frac{6596}{27} \\
0 & 0 & -\frac{256}{9} & \frac{56}{9} & \frac{40}{9} & -\frac{2}{3} & \frac{4624}{243} & \frac{4772}{81} \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{32}{3} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{32}{9} & \frac{28}{3}
\end{array}\right) \text {, }
$$

and $\gamma^{(1) e f f}$ is also given in [114]. The Wilson coefficients in Eq.(A.75) at the matching scale $\mu_{\mathrm{EW}} \simeq M_{W}$ are evolved to the $B_{d}$ meson mass scale $\mu_{b} \simeq m_{b}$. This can be done by solving the RG equation Eq.(A.80) with the anomalous dimension matrices $\gamma^{(0) e f f}$ and $\gamma^{(1) e f f}$.

## A.3.2 Branching ratio of $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$

In this thesis, we use a next-to-leading order (NLO) expression for the branching ratio of the $\overline{B_{d}^{0}} \rightarrow X_{s} \gamma$ process [114]:

$$
\begin{equation*}
\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{s} \gamma\right]=\operatorname{Br}\left[\overline{B_{d}^{0}} \rightarrow X_{c} e \overline{\nu_{e}}\right] \cdot R_{\mathrm{quark}}(\delta)\left(1-\frac{\delta_{s l}^{\mathrm{NP}}}{m_{b}^{2}}+\frac{\delta_{r a d}^{\mathrm{NP}}}{m_{b}^{2}}\right), \tag{A.84}
\end{equation*}
$$

where $\delta_{s l}^{\mathrm{NP}}$ and $\delta_{\text {rad }}^{\mathrm{NP}}$ are non-perturbative corrections for the semi-leptonic and the radiative decay rates which are computed by Heavy-Quark Effective Theory (HQET), respectively $[122,114]$. The symbol $R_{\text {quark }}(\delta)$ at NLO is defined as,

$$
\begin{equation*}
R_{\text {quark }}(\delta)=\frac{\Gamma\left[b \rightarrow X_{s} \gamma\right]^{E_{\gamma}>(1-\delta) E_{\gamma}^{\max }}}{\Gamma\left[b \rightarrow X_{c} e \overline{\nu_{e}}\right]} \cdot \frac{\left|\lambda_{s b}^{t}\right|^{2}}{\left|V_{c b}\right|^{2}} \cdot \frac{6 \alpha_{e m}}{\pi g(z)} F(z)\left\{|D|^{2}+A(\delta)\right\} . \tag{A.85}
\end{equation*}
$$

The function $g(z)$ with $z=m_{c, \text { pole }}^{2} / m_{b, \text { pole }}^{2}$ is the phase space factor of the semileptonic decay. The function $F(z)$ includes the difference between the pole mass and the $\overline{\mathrm{MS}}$ mass of the $b$-quark and the NLO correction for the semi-leptonic decay. The symbol $\delta$ represents the lower cut on the photon energy in bremsstrahlung corrections, $E_{\gamma}>(1-\delta) E_{\gamma} \equiv(1-\delta) \frac{m_{b}}{2}$. In our numerical analysis, we take $E_{\gamma}>1.6$ GeV . The function $A(\delta)$ originates from the bremsstrahlung and virtual corrections [114, 123, 124, 125]:
$A(\delta)=\left\{e^{-\frac{\alpha_{s}\left(\mu_{b}\right)}{3 \pi}(7+2 \ln \delta) \ln \delta}-1\right\}\left|C_{7 \gamma}^{(0) e f f}\left(\mu_{b}\right)\right|^{2}+\frac{\alpha_{s}\left(\mu_{b}\right)}{\pi} \sum_{\substack{i, j=1 \\ i \leq j}} f_{i j}(\delta) C_{i}^{(0) e f f}\left(\mu_{b}\right) C_{j}^{(0) e f f}\left(\mu_{b}\right)$,
where the functions $f_{i j}(\delta)$ are summarized in Ref.[114].

The term $|D|^{2}$ consists of the LO and NLO effective coefficient $C_{7 \gamma}^{(0) e f f}, C_{7 \gamma}^{(1) e f f}$ and the virtual corrections for $b \rightarrow s \gamma$ process [114, 123, 124],

$$
\begin{equation*}
D=C_{7 \gamma}^{(0) e f f}\left(\mu_{b}\right)+\frac{\alpha_{s}\left(\mu_{b}\right)}{4 \pi}\left[C_{7 \gamma}^{(1) e f f}\left(\mu_{b}\right)+\sum_{i=1}^{8} C_{i}^{(0) e f f}\left(\mu_{b}\right)\left\{r_{i}+\gamma_{i 7}^{(0) e f f} \ln \frac{m_{b}}{\mu_{b}}\right\}\right] \tag{A.87}
\end{equation*}
$$

where $r_{i}$ can be found in Ref.[114].

## A.3.3 EW penguin contribution to Wilson coefficients

It is pointed out in Refs. [109, 110] that the tree level FCNC contributes to the Wilson coefficients of the electroweak penguin operators,

$$
\begin{align*}
O_{3}^{Q} & =\left(\overline{s_{L}} \gamma_{\mu} b_{L}\right) \sum_{q=u, d, s, c, b} Q_{q}\left(\bar{q} \gamma^{\mu} q\right),  \tag{A.88}\\
O_{4}^{Q} & =\left(\overline{s_{L}} \gamma_{\mu} T^{a} b_{L}\right) \sum_{q=u, d, s, c, b} Q_{q}\left(\bar{q} \gamma^{\mu} T^{a} q\right),  \tag{A.89}\\
O_{5}^{Q} & =\left(\overline{s_{L}} \gamma_{\mu} \gamma_{\nu} \gamma_{\rho} b_{L}\right) \sum_{q=u, d, s, c, b} Q_{q}\left(\bar{q} \gamma^{\mu} \gamma^{\nu} \gamma^{\rho} q\right),  \tag{A.90}\\
O_{6}^{Q} & =\left(\overline{s_{L}} \gamma_{\mu} \gamma_{\nu} \gamma_{\rho} T^{a} b_{L}\right) \sum_{q=u, d, s, c, b} Q_{q}\left(\bar{q} \gamma^{\mu} \gamma^{\nu} \gamma^{\rho} T^{a} q\right) . \tag{A.91}
\end{align*}
$$

Including these opeartors, the effective coefficients are defined as [126, 127],

$$
C_{i}^{e f f}(\mu)= \begin{cases}C_{i}(\mu), & \text { for } i \neq 7 \gamma, 8 g  \tag{A.92}\\ C_{7 \gamma}(\mu)+\sum_{i=1}^{6} y_{i}\left[C_{i}(\mu)-\frac{1}{3} C_{i}^{Q}(\mu)\right], & \text { for } i=7 \gamma \\ C_{8 g}(\mu)+\sum_{i=1}^{6} z_{i}\left[C_{i}(\mu)-\frac{1}{3} C_{i}^{Q}(\mu)\right], & \text { for } i=8 g\end{cases}
$$

where $C_{1}^{Q}=C_{2}^{Q}=0$ and $y_{i}=\left(0,0,-\frac{1}{3},-\frac{4}{9},-\frac{20}{3},-\frac{80}{8}\right)$ and $z_{i}=\left(0,0,1,-\frac{1}{6}, 20,-\frac{10}{3}\right)$ in the NDR scheme. One can find the leading order anomalous dimension matrix in Refs.[126, 127].

The tree level FCNC contribution comes from the diagram shown in Fig.A.3. The Wilson coefficients from this diagram are obtained as follows:

$$
\begin{align*}
C_{3}^{\mathrm{NP}}\left(\mu_{\mathrm{EW}}\right) & =\frac{1}{18} \cdot \frac{Z_{d \mathrm{NC}}^{s b}}{\lambda_{s b}^{t}},  \tag{A.93}\\
C_{5}^{\mathrm{NP}}\left(\mu_{\mathrm{EW}}\right) & =-\frac{1}{72} \cdot \frac{Z_{d \mathrm{NC}}^{s b}}{\lambda_{s b}^{t}},  \tag{A.94}\\
C_{3}^{Q, \mathrm{NP}}\left(\mu_{\mathrm{EW}}\right) & =\left(\frac{4}{3}-s_{w}^{2}\right) \cdot \frac{Z_{d \mathrm{NC}}^{s b}}{\lambda_{s b}^{t}},  \tag{A.95}\\
C_{5}^{Q, \mathrm{NP}}\left(\mu_{\mathrm{EW}}\right) & =-\frac{1}{12} \cdot \frac{Z_{d \mathrm{NC}}^{s b}}{\lambda_{s b}^{t}}, \tag{A.96}
\end{align*}
$$



Figure A.3. The tree level FCNC contribution to the penguin operators.


Figure A.4. The dependence of $\left|C_{7 \gamma}^{(0) e f f}\left(\mu_{b}=5 \mathrm{GeV}\right)\right|$ on the parameter $r_{s b}$ and $\theta_{s b}$. The solid line is the value of $\left|C_{7 \gamma}^{(0) e f f}\left(\mu_{b}\right)\right|$ with taking the Wilson coefficients of the penguin operators shown in Eqs.(A.93)-(A.96). The dashed line is the value of $\left|C_{7 \gamma}^{(0) e f f}\left(\mu_{b}\right)\right|$ without the Wilson coefficients of the penguin operators shown in Eqs.(A.93)-(A.96). The different colors of the line represent to different values of the phase $\theta_{s b}$. Here we set $\mu_{b}=5 \mathrm{GeV}$.
and the other Wilson coefficients of the penguin operators are zero at the tree level. We estimate effects of these new physics contributions. Since there is no SM contribution to the leading order Wilson coefficients of the penguin operators $C_{i}^{(0)}$ and $C_{i}^{Q(0)}$, we only take account of the new physics contributions $C_{3,5}^{\mathrm{NP}}$ and $C_{3,5}^{Q, \mathrm{NP}}$. After solving the RG equation, we obtain the effective Wilson coefficient $C_{7 \gamma}^{(0) e f f}\left(\mu_{b}\right)$ :

$$
\begin{align*}
C_{7 \gamma}^{(0) e f f}(5 \mathrm{GeV})= & 0.695 C_{7 \gamma}^{(0) e f f}\left(M_{W}\right)+0.086 C_{8 g}^{(0) e f f}\left(M_{W}\right)-0.158 C_{2}^{(0)}\left(M_{W}\right) \\
& +0.094 C_{3}^{\mathrm{NP}}\left(M_{W}\right)+2.099 C_{5}^{\mathrm{NP}}\left(M_{W}\right) \\
& +0.044 C_{3}^{Q, \mathrm{NP}}\left(M_{W}\right)-0.110 C_{5}^{Q, \mathrm{NP}}\left(M_{W}\right), \tag{А.97}
\end{align*}
$$

where we set $\mu_{b}=5 \mathrm{GeV}$ and $\alpha_{s}\left(M_{Z}\right)=0.1179$ [65]. Figure A. 4 shows the dependence of the absolute value of $C_{7 \gamma}^{(0) e f f}\left(\mu_{b}=5 \mathrm{GeV}\right)$ on the parameter $r_{s b}$ and $\theta_{s b}$. The solid line is the value of $\left|C_{7 \gamma}^{(0) e f f}\left(\mu_{b}\right)\right|$ with taking the Wilson coefficients of the penguin operators shown in Eqs(A.93)-(A.96), that is Eq.(A.97). The dashed line is the value of $\left|C_{7 \gamma}^{(0) e f f}\left(\mu_{b}\right)\right|$ without the Wilson coefficients of the penguin operators shown in Eqs(A.93)-(A.96). The different colors of the line represent to different values of the phase $\theta_{s b}$. One finds that the Wilson coefficients Eqs.(A.93)-(A.96) give rise to the $\mathcal{O}\left(10^{-3}\right)$ correction to the dependence of $\left|C_{7 \gamma}^{(0) e f f}\left(\mu_{b}\right)\right|$ on $r_{s b}$. In Chap.6, we neglect that modification since it is about ten times smaller than the leading order new physics contributions to the $C_{7 \gamma}^{(0) e f f}$.

## Appendix B

## CKM Unitarity Violation in $b \rightarrow s \gamma$

## B. 1 Amplitude of $b \rightarrow s \gamma$ without unitarity

In this section, we briefly show the computation of the amplitude of the $b \rightarrow s \gamma$ process. We focus on the diagrams which also exist in the SM. We do not use the CKM unitarity in contrast to the SM calculations [102]. The relevant diagrams are shown in Figs.B. 1 and B.2. The Fig.B. 1 shows the self-energy diagrams which contribute to counterterms for the $b \rightarrow s \gamma$ vertex. The diagrams for the $b \rightarrow s \gamma$ vertex are shown in Fig.B.2. Here we denote the up-type quark masses as $m_{i}$ with $i=u, c, t$.

## B.1.1 Master Formulae

$$
\begin{align*}
& I_{1}^{\mu}\left(p, p^{\prime}, q ; m_{i}, M_{W}\right) \equiv \int \frac{d^{d} k}{(2 \pi)^{d} i} \frac{\left.(\not)^{\prime \prime}+k+m_{i}\right) \gamma^{\mu}\left(\not p+\nless+m_{i}\right)}{\left[(p+k)^{2}-m^{2}\right]\left[(p+k)^{2}-m^{2}\right]\left[k^{2}-M_{W}^{2}\right]} \\
& =\frac{1}{16 \pi^{2}}\left[\frac{1}{2}\left(1-C_{\mathrm{UV}}\right) \gamma^{\mu}+I_{l y} \gamma^{\mu}-\frac{\gamma^{\mu}}{M_{W}^{2}}\left\{\frac{q^{2}}{6} I_{3 y}+\frac{p^{2}+p^{\prime 2}}{2}\left(I_{2 y}-I_{3 y}\right)\right\}\right] \\
& -\frac{1}{16 \pi^{2}}\left[x_{i} I_{1 y} \gamma^{\mu}+\frac{m_{i}}{M_{W}^{2}}\left\{\left(\gamma^{\mu} \not p+\not \eta^{\prime} \gamma^{\mu}\right) I_{1 y}-\left(p+p^{\prime}\right)^{\mu} I_{2 y}\right\}\right. \\
& \left.+\frac{1}{M_{W}^{2}}\left\{\not p^{\prime} \gamma^{\mu} \not p\left(I_{1 y}-2 I_{2 y}+I_{3 y}\right)+\left(\not p^{\prime \prime} \gamma^{\mu} q-q \chi \gamma^{\mu} \not p\right) \frac{I_{2 y}-I_{3 y}}{2}-\frac{q \gamma^{\mu} \not{ }^{\mu}}{6} I_{3 y}\right\}\right] \\
& -\frac{1}{16 \pi^{2}} \gamma^{\mu}\left\{-\frac{q^{2}}{6 M_{W}^{2}} x_{i} \frac{\partial}{\partial x_{i}} I_{2 y}-\frac{p^{\prime 2}+p^{2}}{2 M_{W}^{2}} x_{i} \frac{\partial}{\partial x_{i}}\left(I_{1 y}-I_{2 y}\right)\right\},  \tag{B.1}\\
& I_{2}^{\mu \nu}\left(p, p^{\prime}, q ; m_{i}, M_{W}\right) \equiv \int \frac{d^{d} k}{(2 \pi)^{d} \bar{i}\left[k^{2}-m_{i}^{2}\right]\left[(p+k)^{2}-M_{W}^{2}\right]\left[\left(p^{\prime}+k\right)^{2}-M_{W}^{2}\right]} \\
& =\frac{g^{\mu \nu}}{64 \pi^{2}}\left(C_{\mathrm{UV}}-\ln \frac{M_{W}^{2}}{\mu^{2}}\right)-\frac{g^{\mu \nu}}{32 \pi^{2}} I_{y l}
\end{align*}
$$


(a)

(b)

Figure B.1. Self-energy diagrams which contribute to counterterms for the $b \rightarrow s \gamma$ vertex. The symbol $u^{i}$ with $i=1,2,3$ represents the SM up-type quarks.

$$
\begin{align*}
& +\frac{g^{\mu \nu}}{64 \pi^{2} M_{W}^{2}}\left\{\frac{q^{2}}{3} I_{y 3}+\left(p^{2}+p^{\prime 2}\right)\left(I_{y 2}-I_{y 3}\right)\right\} \\
& -\frac{1}{16 \pi^{2} M_{W}^{2}}\left\{\frac{1}{3}\left(p^{\mu} p^{\nu}+p^{\prime \mu} p^{\prime \nu}\right)+\frac{1}{6}\left(p^{\mu} p^{\prime \nu}+p^{\nu} p^{\prime \mu}\right)\right\} I_{y 3} \tag{B.2}
\end{align*}
$$

$$
\begin{aligned}
I_{3}^{\mu}\left(p, p^{\prime}, q ; m_{i}, M_{W}\right) & \equiv \int \frac{d^{d} k}{(2 \pi)^{d} i} \frac{k^{\mu}}{\left[k^{2}-m_{i}^{2}\right]\left[(p+k)^{2}-M_{W}^{2}\right]\left[\left(p^{\prime}+k\right)^{2}-M_{W}^{2}\right]} \\
& =\frac{\left(p+p^{\prime}\right)^{\mu}}{32 \pi^{2} M_{W}^{2}} I_{y 2}
\end{aligned}
$$

$$
\begin{align*}
I_{4}\left(p, p^{\prime}, q ; m_{i}, M_{W}\right) & =\int \frac{d^{d} k}{(2 \pi)^{d} i}\left[k^{2}-m_{i}^{2}\right]\left[(p+k)^{2}-M_{W}^{2}\right]\left[\left(p^{\prime}+k\right)^{2}-M_{W}^{2}\right] \\
& =-\frac{1}{16 \pi^{2} M_{W}^{2}} I_{y 1}-\frac{1}{32 \pi^{2} M_{W}^{2}}\left\{\frac{q^{2}}{3 M_{W}^{2}} I_{y 3}^{\prime}+\frac{p^{2}+p^{\prime 2}}{M_{W}^{2}}\left(I_{y 2}^{\prime}-I_{y 3}^{\prime}\right)\right\} \tag{B.4}
\end{align*}
$$

where $x_{i} \equiv m_{i}^{2} / M_{W}^{2}, C_{\mathrm{UV}}=\frac{2}{\eta}-\gamma+\ln 4 \pi$ with $d=4-\eta$ and

$$
\begin{align*}
I_{n y} & =\int_{0}^{1} d y \frac{y^{n}}{x_{i} y+1-y}  \tag{B.5}\\
I_{l y} & =\int_{0}^{1} d y y \ln \left[m^{2} y+M^{2}(1-y)\right]  \tag{B.6}\\
I_{y l} & \equiv \int_{0}^{1} d y y \ln \left[y+x_{i}(1-y)\right]  \tag{B.7}\\
I_{y n} & \equiv \int_{0}^{1} d y \frac{y^{n}}{y+x_{i}(1-y)}  \tag{B.8}\\
I_{y n}^{\prime} & \equiv \int_{0}^{1} d y \frac{y^{n}}{\left[y+x_{i}(1-y)\right]^{2}} \tag{B.9}
\end{align*}
$$

## B.1.2 Wavefunction renormalization for quark fields

The QED Lagrangian with the bare down-type quark fields is,

$$
\begin{equation*}
\mathcal{L}_{d}^{Q}=\overline{d_{L}^{0 i}}\left(i \not \partial-e Q_{d} A\right) d_{L}^{0 i}+\overline{d_{R}^{0 i}}\left(i \not \partial-e Q_{d} A\right) d_{R}^{0 i}-\overline{d_{L}^{0 i}} m_{d}^{0 i} d_{R}^{0 i}-\overline{d_{R}^{0 i}} m_{d}^{0 i} d_{L}^{0 i} \tag{B.10}
\end{equation*}
$$


(c)

(f)

(g)

(e)

(d)

(h)

Figure B.2. The diagrams for the $b \rightarrow s \gamma$ vertex in the SM. The symbols $p, p^{\prime}$ and $q$ denote the momentum of the $b$-quark, $s$-quark and photon, respectively. The symbol $u^{i}$ with $i=1,2,3$ represents the SM up-type quarks.
where index $i=1,2$ and 3 corresponds to the $d$-, $s$ - and $b$-quark, respectively. The subscript " 0 " means bare quantities. We define the wave function renormalization constant for the down-type quark fields:

$$
\begin{align*}
d_{L}^{0 i} & ={\sqrt{Z_{L}}}^{i j} d_{L}^{j},  \tag{B.11}\\
d_{R}^{0 i} & ={\sqrt{Z_{R}}}^{i j} d_{R}^{j} . \tag{B.12}
\end{align*}
$$

The quantities without the subscript " 0 " are renormalized quantities. The other renormalization constants, such as the wave function renormalization of the photon field, do not lead to the flavor changing counterterms. Therefore, it is sufficient to take account of only the renormalization of the down-type quark fields in our calculations. We obtain counterterms by inserting Eqs.(B.11) and (B.12) into Eq.(B.10):

$$
\begin{align*}
& \mathcal{L}_{d}^{Q}=\overline{d_{L}^{j}}\left(i \not \partial-e Q_{d} A\right) d_{L}^{j}+\overline{d_{R}^{j}}\left(i \not \partial-e Q_{d} A\right) d_{R}^{j}-\overline{d_{L}^{j}} m_{d}^{j} d_{R}^{j}-\overline{d_{R}^{j}} m_{d}^{j} d_{L}^{j} \\
& +\bar{d}_{L}^{j}\left({\sqrt{Z_{L}}}^{\dagger j i}{\sqrt{Z_{L}}}^{i k}-\delta^{j k}\right) i \not \partial d_{L}^{k}+\overline{d_{R}^{j}}\left({\sqrt{Z_{R}}}^{\dagger j i}{\sqrt{Z_{R}}}^{i k}-\delta^{j k}\right) i \not \partial d_{R}^{k} \\
& -\overline{d_{L}^{j}}\left({\sqrt{Z_{L}}}^{\dagger j i} m_{d}^{0 i}{\sqrt{Z_{R}}}^{i k}-m_{d}^{j} \delta^{j k}\right) d_{R}^{k}-\overline{d_{R}^{j}}\left({\sqrt{Z_{R}}}^{\dagger j i} m_{d}^{0 i}{\sqrt{Z_{L}}}^{i k}-m_{d}^{j} \delta^{j k}\right) d_{L}^{k} \\
& -e Q_{d} \bar{d}_{L}^{j}\left({\sqrt{Z_{L}}}^{\dagger j i}{\sqrt{Z_{L}}}^{i k}-\delta^{j k}\right) A d_{L}^{k}-e Q_{d} \overline{d_{R}^{j}}\left({\sqrt{Z_{R}}}^{\dagger j i}{\sqrt{Z_{R}}}^{i k}-\delta^{j k}\right) A d_{R}^{k} . \tag{B.13}
\end{align*}
$$

The off-diagonal part of the counterterms is given as,

$$
\begin{align*}
\Sigma_{\text {count. }}^{i j}(p)= & \left({\sqrt{Z_{L}}}^{\dagger} \sqrt{Z_{L}}\right)^{i j} p L+\left({\sqrt{Z_{R}}}^{\dagger} \sqrt{Z_{R}}\right)^{i j} p R \\
& -\left({\sqrt{Z_{L}}}^{\dagger} m_{d}^{0} \sqrt{Z_{R}}\right)^{i j} R-\left({\sqrt{Z_{R}}}^{\dagger} m_{d}^{0} \sqrt{Z_{L}}\right)^{i j} L  \tag{B.14}\\
\Gamma_{\text {count. }}^{\mu, i j}= & -e Q_{d}\left({\sqrt{Z_{L}}}^{\dagger} \sqrt{Z_{L}}\right)^{i j} \gamma^{\mu} L-e Q_{d}\left({\sqrt{Z_{R}}}^{\dagger} \sqrt{Z_{R}}\right)^{i j} \gamma^{\mu} R \tag{B.15}
\end{align*}
$$

with $i \neq j$. The renormalization constants $\sqrt{Z_{L}}$ and $\sqrt{Z_{R}}$ are determined so as to remove the divergence in the amplitudes of the self-energy diagrams. We parametrize the amplitudes of the self-energy diagrams as,

$$
\begin{equation*}
\Sigma^{s b}(p)=A_{\mathrm{LL}}^{s b}\left(p^{2}\right) \not \not L L+A_{\mathrm{RR}}^{s b}\left(p^{2}\right) \not \not \subset R+A_{\mathrm{LR}}^{s b}\left(p^{2}\right) R+A_{\mathrm{RL}}^{s b}\left(p^{2}\right) L, \tag{B.16}
\end{equation*}
$$

where the functions $A_{\mathrm{LL}}^{s b}, A_{\mathrm{RR}}^{s b}, A_{\mathrm{LR}}^{s b}$ and $A_{\mathrm{RL}}^{s b}$ can be obtained by computing the amplitudes of the self-energy diagrams shown in Fig.B.1. Adding the counterterm $\Sigma_{\text {count. }}^{s b}$ to $\Sigma^{s b}$, we obtain the renormalized amplitude of the self-energy diagrams:

$$
\begin{align*}
\sum_{\text {ren. }}^{s b}(p)= & \Sigma^{s b}(p)+\Sigma_{\text {count. }}^{s b}(p) \\
= & \left\{A_{\mathrm{LL}}^{s b}\left(p^{2}\right)+\left({\sqrt{Z_{L}}}^{\dagger}{\sqrt{Z_{L}}}^{s b}\right\} \not p L+\left\{A_{\mathrm{RR}}^{s b}\left(p^{2}\right)+\left({\sqrt{Z_{R}}}^{\dagger} \sqrt{Z_{R}}\right)^{s b}\right\} \not p R\right. \\
& +\left\{A_{\mathrm{LR}}^{s}\left(p^{2}\right)-\left({\sqrt{Z_{L}}}^{\dagger} m_{d}^{0} \sqrt{Z_{R}}\right)^{s b}\right\} R+\left\{A_{\mathrm{RL}}^{s b}\left(p^{2}\right)-\left({\sqrt{Z_{R}}}^{\dagger} m_{d}^{0} \sqrt{Z_{L}}\right)^{s b}\right\} L . \tag{B.17}
\end{align*}
$$

The functions $A_{\mathrm{LL}}^{s b}, A_{\mathrm{RR}}^{s b}, A_{\mathrm{LR}}^{s b}$ and $A_{\mathrm{RL}}^{s b}$ contain divergence. There are some freedom of how to subtract the divergence in these functions. Here we impose the on-shell renormalization conditions [111]:

$$
\begin{array}{ll}
\left\{\not p-m_{b}+\sum_{\text {ren. }}^{s b}(p)\right\} u_{b}(p)=0, & \text { with: } \not p u_{b}(p)=m_{b} u_{b}(p), \text { and } p^{2}=m_{b}^{2}, \\
\overline{u_{s}}(p)\left\{\not p-m_{s}+\sum_{\text {ren. }}^{s b}(p)\right\}=0, & \text { with: } \overline{u_{s}}(p) \not p=m_{s} \overline{u_{s}}(p), \text { and } p^{2}=m_{s}^{2}, \tag{B.19}
\end{array}
$$

where $u_{b}(p)$ and $\overline{u_{s}}(p)$ denote the spinor of the $b$ - and $s$-quark, respectively. Inserting Eq.(B.17) into these conditions, we obtain expressions of the renormalization constants in terms of the functions $A_{\mathrm{LL}}^{s b}, A_{\mathrm{RR}}^{s b}, A_{\mathrm{LR}}^{s b}$ and $A_{\mathrm{RL}}^{s b}$ :

$$
\begin{align*}
{\sqrt{Z_{L}}}^{\dagger} \sqrt{Z_{L}}= & -\frac{1}{m_{b}^{2}-m_{s}^{2}}\left[A_{\mathrm{LL}}\left(m_{b}^{2}\right) m_{b}^{2}-A_{\mathrm{LL}}\left(m_{s}^{2}\right) m_{s}^{2}+\left\{A_{\mathrm{RR}}\left(m_{b}^{2}\right)-A_{\mathrm{RR}}\left(m_{s}^{2}\right)\right\} m_{b} m_{s}\right. \\
& \left.+\left\{A_{\mathrm{LR}}\left(m_{b}^{2}\right)-A_{\mathrm{LR}}\left(m_{s}^{2}\right)\right\} m_{b}+\left\{A_{\mathrm{RL}}\left(m_{b}^{2}\right)-A_{\mathrm{RL}}\left(m_{s}^{2}\right)\right\} m_{s}\right],  \tag{B.20}\\
\sqrt{Z_{R}}{ }^{\dagger} \sqrt{Z_{R}}= & -\frac{1}{m_{b}^{2}-m_{s}^{2}}\left[A_{\mathrm{RR}}\left(m_{b}^{2}\right) m_{b}^{2}-A_{\mathrm{RR}}\left(m_{s}^{2}\right) m_{s}^{2}+\left\{A_{\mathrm{LL}}\left(m_{b}^{2}\right)-A_{\mathrm{LL}}\left(m_{s}^{2}\right)\right\} m_{b} m_{s}\right. \\
& \left.+\left\{A_{\mathrm{RL}}\left(m_{b}^{2}\right)-A_{\mathrm{RL}}\left(m_{s}^{2}\right)\right\} m_{b}+\left\{A_{\mathrm{LR}}\left(m_{b}^{2}\right)-A_{\mathrm{LR}}\left(m_{s}^{2}\right)\right\} m_{s}\right] . \tag{B.21}
\end{align*}
$$

We calculate the amplitudes of the sefl-energy diagrams in Fig.B. 1 to determine the functions $A_{\mathrm{LL}}^{s b}, A_{\mathrm{RR}}^{s b}, A_{\mathrm{LR}}^{s b}$ and $A_{\mathrm{RL}}^{s b}$.

## B.1.3 Self-energy diagrams and counterterms

We define the loop integral,

$$
\begin{align*}
I_{\mathrm{self}}\left(p ; m_{i}, M_{W}\right) & \equiv \int \frac{d^{d} k}{(2 \pi)^{d} i} \cdot \frac{1}{\left[\not p+k-m_{i}\right]\left[k^{2}-M_{W}^{2}\right]} \\
& =\frac{1}{16 \pi^{2}}\left(\frac{\not Q}{2}+m_{i}\right) C_{\mathrm{UV}}-\frac{1}{16 \pi^{2}} \int_{0}^{1} d z\left\{\not p(1-z)+m_{i}\right\} \ln s^{2}, \tag{B.22}
\end{align*}
$$

with

$$
\begin{equation*}
s^{2}\left(p^{2}\right) \equiv-p^{2} z(1-z)+M_{W}^{2}(1-z)+m_{i}^{2} z \tag{B.23}
\end{equation*}
$$

The amplitude of the diagram (a) in Fig.B. 1 is given as,

$$
\begin{align*}
\Sigma_{W}^{s b}(p) & =\left(-i \frac{g}{\sqrt{2}} \gamma^{\mu} L V_{i s}^{*}\right) i \cdot\left(-i g_{\mu \nu}\right) I_{\text {self }}\left(p ; m_{i}, M_{W}\right)\left(-i \frac{g}{\sqrt{2}} \gamma^{\nu} L V_{i b}\right) \\
& =\frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left\{C_{\mathrm{UV}}-1-2 \int_{0}^{1} d z(1-z) \ln s^{2}\left(p^{2}\right)\right\} \not p L \tag{B.24}
\end{align*}
$$

where $\lambda_{s b}^{i} \equiv V_{i s}^{*} V_{i b}$. The amplitude of the diagram (b) in Fig.B. 1 is,

$$
\begin{align*}
\Sigma_{\chi}^{s b}(p)= & \left\{i \frac{g}{\sqrt{2} M_{W}}\left(m_{i} R-m_{s} L\right) V_{i s}^{*}\right\} i \cdot i I_{\text {self }}\left\{i \frac{g}{\sqrt{2} M_{W}}\left(m_{i} L-m_{b} R\right) V_{i b}\right\} \\
= & \frac{g^{2}}{32 \pi^{2} M_{W}^{2}} \lambda_{s b}^{i}\left\{\frac{1}{2} C_{\mathrm{UV}}-\int_{0}^{1} d z(1-z) \ln s^{2}\left(p^{2}\right)\right\} \not p\left(m_{i}^{2} L+m_{s} m_{b} R\right) \\
& +\frac{g^{2}}{32 \pi^{2} M_{W}^{2}} \lambda_{s b}^{i}\left\{-C_{\mathrm{UV}}+\int_{0}^{1} d z \ln s^{2}\left(p^{2}\right)\right\}\left(m_{b} R+m_{s} L\right) m_{i}^{2} \tag{B.25}
\end{align*}
$$

The total amplitude of the self-energy is obtained as follows:

$$
\begin{align*}
\Sigma^{s b}(p) \equiv & \Sigma_{W}^{s b}(p)+\Sigma_{\chi}^{s b}(p) \\
= & \frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left\{C_{\mathrm{UV}}\left(1+\frac{m_{i}^{2}}{2 M_{W}^{2}}\right)-1-2\left(1+\frac{m_{i}^{2}}{2 M_{W}^{2}}\right) \int_{0}^{1} d z(1-z) \ln s^{2}\left(p^{2}\right)\right\} \not p L \\
& +\frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left\{\frac{m_{s} m_{b}}{M_{W}^{2}}\left(\frac{1}{2} C_{\mathrm{UV}}-\int_{0}^{1} d z(1-z) \ln s^{2}\left(p^{2}\right)\right)\right\} \not p R \\
& +\frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left\{-C_{\mathrm{UV}}+\int_{0}^{1} d z \ln s^{2}\left(p^{2}\right)\right\} \frac{m_{i}^{2}}{M_{W}^{2}} m_{b} R \\
& +\frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left\{-C_{\mathrm{UV}}+\int_{0}^{1} d z \ln s^{2}\left(p^{2}\right)\right\} \frac{m_{i}^{2}}{M_{W}^{2}} m_{s} L . \tag{B.26}
\end{align*}
$$

The functions $A_{\mathrm{LL}}^{s b}, A_{\mathrm{RR}}^{s b}, A_{\mathrm{LR}}^{s b}$ and $A_{\mathrm{RL}}^{s b}$ are determined as,

$$
\begin{align*}
& A_{\mathrm{LL}}^{s b}\left(p^{2}\right)=\frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left\{C_{\mathrm{UV}}\left(1+\frac{x_{i}}{2}\right)-1-2\left(1+\frac{x_{i}}{2}\right) \int_{0}^{1} d z(1-z) \ln s^{2}\left(p^{2}\right)\right\}  \tag{B.27}\\
& A_{\mathrm{RR}}^{s b}\left(p^{2}\right)=\frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left\{\frac{m_{s} m_{b}}{M_{W}^{2}}\left(\frac{1}{2} C_{\mathrm{UV}}-\int_{0}^{1} d z(1-z) \ln s^{2}\left(p^{2}\right)\right)\right\}  \tag{B.28}\\
& A_{\mathrm{LR}}^{s b}\left(p^{2}\right)=\frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left\{-C_{\mathrm{UV}}+\int_{0}^{1} d z \ln s^{2}\left(p^{2}\right)\right\} x_{i} m_{b}  \tag{B.29}\\
& A_{\mathrm{RL}}^{s b}\left(p^{2}\right)=\frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left\{-C_{\mathrm{UV}}+\int_{0}^{1} d z \ln s^{2}\left(p^{2}\right)\right\} x_{i} m_{s} \tag{B.30}
\end{align*}
$$

We then abtain the renormalization constants by using Eqs.(B.20) and (B.21):

$$
\sqrt{Z_{L}}{ }^{\dagger} \sqrt{Z_{L}}=-\frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left[\left\{C_{\mathrm{UV}}\left(1+\frac{x_{i}}{2}\right)-1\right\}-\left(1+\frac{x_{i}}{2}\right) \ln \left[\frac{M_{W}^{2}}{\mu^{2}}\right]\right.
$$

$$
\begin{align*}
& -2\left(1+\frac{x_{i}}{2}\right) \int_{0}^{1} d y(1-y) \ln \left[(1-y)+x_{i} y\right] \\
& \left.+\frac{m_{b}^{2}+m_{s}^{2}}{M_{W}^{2}}\left\{2\left(I_{1 y}-2 I_{2 y}+I_{3 y}\right)-x_{i}\left(I_{2 y}-I_{3 y}\right)\right\}\right]  \tag{B.31}\\
{\sqrt{Z_{R}}}^{\dagger} \sqrt{Z_{R}}= & -\frac{g^{2}}{32 \pi^{2}} \lambda_{s b}^{i}\left[\frac{m_{s} m_{b}}{M_{W}^{2}}\left\{\frac{1}{2} C_{\mathrm{UV}}-\frac{1}{2} \ln \left[\frac{M_{W}^{2}}{\mu^{2}}\right]-\int_{0}^{1} d y(1-y) \ln \left[(1-y)+x_{i} y\right]\right\}\right. \\
& \left.+\frac{m_{b} m_{s}}{M_{W}^{2}}\left\{2\left(I_{1 y}-2 I_{2 y}+I_{3 y}\right)-x_{i}\left(I_{1 y}-I_{3 y}\right)\right\}\right] \tag{B.32}
\end{align*}
$$

Finally the counterterm for the $b \rightarrow s \gamma$ vertex $\Gamma_{\text {count. }}^{\mu, s b}$ in Eq.(B.15) is given as follows:

$$
\begin{align*}
\Gamma_{\text {count. }}^{\mu, s b}= & -e Q_{d}\left({\sqrt{Z_{L}}}^{\dagger} \sqrt{Z_{L}}\right)^{s b} \gamma^{\mu} L-e Q_{d}\left(\sqrt{Z_{R}}{ }^{\dagger} \sqrt{Z_{R}}\right)^{s b} \gamma^{\mu} R \\
= & \frac{g^{2} e Q_{d}}{32 \pi^{2}} \lambda_{s b}^{i}\left[\left(C_{\mathrm{UV}}-\ln \frac{M_{W}^{2}}{\mu^{2}}\right)\left\{\left(1+\frac{x_{i}}{2}\right) \gamma^{\mu} L+\frac{m_{s} m_{b}}{2 M_{W}^{2}} \gamma^{\mu} R\right\}\right. \\
& +\left\{-1-2\left(1+\frac{x_{i}}{2}\right) \int_{0}^{1} d y(1-y) \ln \left[(1-y)+x_{i} y\right]\right\} \gamma^{\mu} L \\
& +\frac{m_{s} m_{b}}{M_{W}^{2}} \gamma^{\mu} R\left\{2\left(I_{1 y}-2 I_{2 y}+I_{3 y}\right)-x_{i}\left(I_{1 y}-I_{3 y}\right)-\int_{0}^{1} d z(1-y) \ln \left[(1-y)+x_{i} y\right]\right\} \\
& \left.+\frac{m_{b}^{2}+m_{s}^{2}}{M_{W}^{2}} \gamma^{\mu} L\left\{2\left(I_{1 y}-2 I_{2 y}+I_{3 y}\right)-x_{i}\left(I_{2 y}-I_{3 y}\right)\right\}\right] \tag{B.33}
\end{align*}
$$

Since $Q_{d}=-\frac{1}{3}=Q_{u}+Q_{W}$ with $Q_{W}=-1$, we separate the counterterm $\Gamma_{\text {count. }}^{\mu, s b}$ into the terms which are proportional to $Q_{u}$ and the terms which are proportional to $Q_{W}$ :

$$
\begin{equation*}
\Gamma_{\text {count. }}^{\mu, s b}=\Gamma_{c, Q_{u}}^{\mu, s b}+\Gamma_{c, Q_{W}}^{\mu, s b} . \tag{B.34}
\end{equation*}
$$

## B.1.4 $b \rightarrow s \gamma$ amplitudes at one-loop level

We show the result of the amplitude for the diagrams in Fig.B.2. We define $q=p-p^{\prime}$.

$$
\begin{align*}
\Gamma_{\rho}^{(c)}= & -\frac{g^{2}}{2} e Q_{u} \lambda_{s b}^{i} \gamma^{\mu} L I_{1 \rho}\left(p, p^{\prime}, q ; m_{i}, M_{W}\right) \gamma_{\mu} L \\
= & \frac{g^{2} e Q_{u} \lambda_{s b}^{i}}{32 \pi^{2}}\left[\left\{-\left(C_{\mathrm{UV}}-2\right)+2\left(I_{l y}-x_{i} I_{1 y}\right)\right\} \gamma_{\rho} L\right. \\
& +\left\{\frac{q^{2}}{M_{W}^{2}}\left(\frac{x_{i}}{3} \frac{\partial}{\partial x_{i}} I_{2 y}-\frac{2}{3} I_{3 y}-2\left(I_{1 y}-I_{2 y}\right)\right)+\frac{m_{b}^{2}+m_{s}^{2}}{M_{W}^{2}}\left(x_{i} \frac{\partial}{\partial x_{i}}\left(I_{1 y}-I_{2 y}\right)-I_{2 y}+I_{3 y}\right)\right\} \gamma_{\rho} L \\
& -2\left(I_{1 y}-2 I_{2 y}+I_{3 y}\right) \frac{m_{s} m_{b} \gamma_{\rho} R}{M_{W}^{2}}-\left(2 I_{1 y}-3 I_{2 y}+I_{3 y}\right) \frac{1}{2 M_{W}^{2}}\left[\not q, \gamma_{\rho}\right]\left(m_{b} R+m_{s} L\right) \\
& \left.+\left(2 I_{1 y}-I_{2 y}-\frac{1}{3} I_{3 y}\right) \frac{q_{\rho} \not \subset}{M_{W}^{2}} L\right]  \tag{B.35}\\
\Gamma_{\rho}^{(d)}= & e Q_{u} \frac{g^{2}}{2 M_{W}^{2}} V_{i s}^{*} V_{i b}\left(m_{i} R-m_{s} L\right) I_{1 \rho}\left(p, p^{\prime}, q ; m_{i}, M_{W}\right)\left(m_{i} L-m_{b} R\right)
\end{align*}
$$

$$
\begin{align*}
& =\frac{e Q_{u} g^{2} \lambda_{s b}^{i}}{32 \pi^{2}}\left[x_{i}\left\{\frac{1}{2}\left(1-C_{\mathrm{UV}}\right)+\left(I_{l y}-x_{i} I_{1 y}\right)\right\} \gamma_{\rho} L-\frac{m_{s} m_{b}}{2 M_{W}^{2}} C_{\mathrm{UV}} \gamma_{\rho} R\right. \\
& +\frac{m_{b}^{2}+m_{s}^{2}}{M_{W}^{2}} \gamma_{\rho} L\left\{\frac{x_{i}}{2}\left(2 I_{1 y}-3 I_{2 y}+I_{3 y}\right)+\frac{x_{i}^{2}}{2} \frac{\partial}{\partial x_{i}}\left(I_{1 y}-I_{2 y}\right)\right\} \\
& +\frac{m_{s} m_{b}}{M_{W}^{2}} \gamma_{\rho} R\left\{\frac{1}{2}-x_{i} I_{3 y}+I_{l y}\right\}-\frac{x_{i}}{4 M_{W}^{2}}\left[\not q, \gamma_{\rho}\right]\left(m_{b} R+m_{s} L\right)\left(I_{2 y}+I_{3 y}\right) \\
& \left.+\frac{q^{2}}{M_{W}^{2}} \gamma_{\rho} L\left\{-\frac{x_{i}}{3} I_{3 y}+\frac{x_{i}^{2}}{6} \frac{\partial}{\partial x_{i}} I_{2 y}\right\}+\frac{q_{\rho} \not \underline{q}}{M_{W}^{2}} L\left\{\frac{x_{i}}{2} I_{2 y}-\frac{x_{i}}{6} I_{3 y}\right\}\right],  \tag{B.36}\\
& \Gamma_{\rho}^{(e)}=\int \frac{d^{D} k}{(2 \pi)^{D} i}\left(-i \frac{g}{\sqrt{2}} \gamma_{\mu} L V_{i s}^{*}\right) \frac{i}{-\nless-m_{i}}\left(-i \frac{g}{\sqrt{2}} \gamma_{\nu} L V_{i b}\right) \frac{-i g^{\mu \alpha}}{\left(p^{\prime}+k\right)^{2}-M_{W}^{2}} \frac{-i g^{\nu \beta}}{(p+k)^{2}-M_{W}^{2}} \\
& \times i e\left[g_{\alpha \rho}\left(p^{\prime}-p+p^{\prime}+k\right)_{\beta}+g_{\alpha \beta}\left\{-p^{\prime}-k-(p+k)\right\}_{\rho}+g_{\beta \rho}\left\{p+k-\left(p^{\prime}-p\right)\right\}_{\alpha}\right] \\
& =\frac{g^{2}}{32 \pi^{2}} e \lambda_{s b}^{i}\left[\left(3 C_{\mathrm{UV}}-2-3 \ln M_{W}^{2}\right) \gamma_{\rho} L-6 I_{y l} \gamma_{\rho} L+\frac{m_{b}^{2}+m_{s}^{2}}{M_{W}^{2}}\left(5 I_{y 2}-5 I_{y 3}\right) \gamma_{\rho} L\right. \\
& +\frac{q^{2}}{M_{W}^{2}}\left(\frac{4}{3} I_{y 3}-2 I_{y 2}\right) \gamma_{\rho} L+\frac{\not q q_{\rho}}{M_{W}^{2}}\left(\frac{2}{3} I_{y 3}+2 I_{y 2}\right) L+\frac{2 m_{s} m_{b}}{M_{W}^{2}}\left(I_{y 2}-I_{y 3}\right) \gamma_{\rho} R \\
& \left.-\frac{\not q \gamma_{\rho} m_{b} R-m_{s} \gamma_{\rho} \not \subset L}{M_{W}^{2}}\left(\frac{1}{2} I_{y 2}+I_{y 3}\right)\right],  \tag{B.37}\\
& \Gamma_{\rho}^{(f)}=\int \frac{d^{d} k}{(2 \pi)^{d} i}\left(-i \frac{g}{\sqrt{2}} \gamma_{\mu} L V_{i s}^{*}\right) \frac{i}{-\nless-m_{i}}\left\{i \frac{g}{\sqrt{2} M_{W}}\left(m_{i} L-m_{b} R\right) V_{i b}\right\} \\
& \times \frac{-i g^{\mu \alpha}}{\left(p^{\prime}+k\right)^{2}-M_{W}^{2}} i e M_{W} g_{\alpha \rho} \frac{i}{(p+k)^{2}-M_{W}^{2}} \\
& =\frac{g^{2}}{32 \pi^{2}} e \lambda_{s b}^{i}\left[x_{i} I_{y 1} \gamma_{\rho} L+\frac{x_{i}}{2}\left\{\frac{q^{2}}{3 M_{W}^{2}} I_{y 3}^{\prime}+\frac{m_{b}^{2}+m_{s}^{2}}{M_{W}^{2}}\left(I_{y 2}^{\prime}-I_{y 3}^{\prime}\right)\right\} \gamma_{\rho} L\right. \\
& \left.-\frac{1}{2 M_{W}^{2}} I_{y 2}\left(2 m_{b}^{2} \gamma_{\rho} L-2 q_{\rho} \not p L+m_{b} \not q \gamma_{\rho} R\right)\right],  \tag{B.38}\\
& \Gamma_{\rho}^{(g)}=\int \frac{d^{d} k}{(2 \pi)^{d} i}\left\{i \frac{g}{\sqrt{2} M_{W}}\left(m_{i} R-m_{s} L\right) V_{i s}^{*}\right\} \frac{i}{-\not k-m_{i}}\left(-i \frac{g}{\sqrt{2}} \gamma_{\mu} L V_{i b}\right) \\
& \times \frac{i}{\left(p^{\prime}+k\right)^{2}-M_{W}^{2}} i e M_{W} g_{\alpha \rho} \frac{-i g^{\mu \alpha}}{(p+k)^{2}-M_{W}^{2}} \\
& =\frac{g^{2}}{32 \pi^{2}} e \lambda_{s b}^{i}\left[x_{i} I_{y 1} \gamma_{\rho} L+\frac{x_{i}}{2}\left\{\frac{q^{2}}{3 M_{W}^{2}} I_{y 3}^{\prime}+\frac{m_{b}^{2}+m_{s}^{2}}{M_{W}^{2}}\left(I_{y 2}^{\prime}-I_{y 3}^{\prime}\right)\right\} \gamma_{\rho} L\right. \\
& \left.-\frac{1}{2 M_{W}^{2}} I_{y 2}\left(2 m_{s}^{2} \gamma_{\rho} L+2 q_{\rho} \not{ }^{\prime} L-m_{s} \gamma_{\rho} \not \subset L\right)\right],  \tag{B.39}\\
& \Gamma_{\rho}^{(h)}=\int \frac{d^{d} k}{(2 \pi)^{d} i}\left\{i \frac{g}{\sqrt{2} M_{W}}\left(m_{i} R-m_{s} L\right) V_{i s}^{*}\right\} \frac{i}{-\nless-m_{i}}\left\{i \frac{g}{\sqrt{2} M_{W}}\left(m_{i} L-m_{b} R\right) V_{i b}\right\} \\
& \times i e\left\{(p+k)+\left(p^{\prime}+k\right)\right\}_{\rho} \frac{i}{\left(p^{\prime}+k\right)^{2}-M_{W}^{2}} \frac{i}{(p+k)^{2}-M_{W}^{2}} \\
& =\frac{g^{2}}{32 \pi^{2}} e \lambda_{s b}^{i}\left[\frac{1}{2}\left(C_{\mathrm{UV}}-\ln M_{W}^{2}\right) \gamma_{\rho}\left(x_{i} L+\frac{m_{b} m_{s}}{M_{W}^{2}} R\right)-I_{y l} \gamma_{\rho}\left(x_{i} L+\frac{m_{b} m_{s}}{M_{W}^{2}} R\right)\right. \\
& +\frac{x_{i}}{6 M_{W}^{2}} q^{2} I_{y 3} \gamma_{\rho} L+\frac{x_{i}}{2 M_{W}^{2}}\left(m_{b}^{2}+m_{s}^{2}\right)\left(-2 I_{y 1}+4 I_{y 2}-2 I_{y 3}\right) \gamma_{\rho} L
\end{align*}
$$

$$
\begin{align*}
& +x_{i}\left(-2 I_{y 1}+3 I_{y 2}-I_{y 3}\right)\left\{\frac{m_{s} m_{b}}{M_{W}^{2}} \gamma_{\rho} R+\frac{1}{2 M_{W}^{2}}\left[m_{b} \not q \gamma_{\rho} R-m_{s} \gamma_{\rho} \not q L\right]\right\} \\
& \left.+x_{i}\left(\frac{1}{3} I_{y 3}-\frac{3}{2} I_{y 2}+I_{y 1}\right) \frac{\not q q_{\rho}}{M_{W}^{2}} L\right] \tag{B.40}
\end{align*}
$$

where we used the on-shell relations,

$$
\begin{align*}
\not p u_{b}(p)=m_{b} u_{b}(p), & p^{2}=m_{b}^{2},  \tag{B.41}\\
\overline{u_{s}}\left(p^{\prime} \not \not p^{\prime}=m_{s} \overline{u_{s}}\left(p^{\prime}\right),\right. & p^{\prime 2}=m_{s}^{2} . \tag{B.42}
\end{align*}
$$

We sum up these amplitudes in addition to the counterterms in Eq.(B.34). Here we separate sum into two parts, $\sum_{x=c, d} \Gamma_{\rho}^{(x)}+\Gamma_{c, Q_{u}}^{\mu, s b}$ and $\sum_{x=e \sim h} \Gamma_{\rho}^{(x)}+\Gamma_{c, Q_{W}}^{\mu, s b}$. Taking account of the sum with respect to the up-typq quarks, we obtain,

$$
\begin{align*}
& \sum_{i=u, c, t}\left[\sum_{x=c, d} \Gamma_{\rho}^{(x)}+\Gamma_{c, Q_{u}}^{\mu, s b}\right] \\
= & \frac{g^{2} e Q_{u}}{32 \pi^{2} M_{W}^{2}} \sum_{i=u, c, t} \lambda_{s b}^{i}\left[\left(q^{2} g_{\rho \nu}-q_{\rho} q_{\nu}\right) \gamma^{\nu} L \frac{f_{u}^{\prime}\left(x_{i}\right)}{2}+\left[\not \phi, \gamma_{\rho}\right]\left(m_{b} R+m_{s} L\right) \frac{F_{u}^{\prime}\left(x_{i}\right)}{2}\right],  \tag{B.43}\\
& \sum_{i=u, c, t}\left[\sum_{x=e \sim h} \Gamma_{\rho}^{(x)}+\Gamma_{c, Q_{W}}^{\mu, s b}\right] \\
= & \frac{g^{2} e}{32 \pi^{2}} \sum_{i=u, c, t} \lambda_{s b}^{i}\left[2\left(C_{\mathrm{UV}}-\ln \frac{M_{W}^{2}}{\mu^{2}}\right) \gamma_{\rho} L\right. \\
& \left.+\frac{1}{2 M_{W}^{2}}\left\{q^{2} \gamma_{\rho} f_{W}^{(1)^{\prime}}\left(x_{i}\right)+\not q q_{\rho} f_{W}^{(2)^{\prime}}\left(x_{i}\right)\right\} L+\frac{1}{M_{W}^{2}}\left[\not q, \gamma_{\rho}\right]\left(m_{b} R+m_{s} L\right) \frac{F_{W}^{\prime}\left(x_{i}\right)}{2}\right] \tag{B.44}
\end{align*}
$$

where the functions $f_{u}^{\prime}\left(x_{i}\right), F_{u}^{\prime}\left(x_{i}\right), f_{W}^{(1)^{\prime}}\left(x_{i}\right), f_{W}^{(2)^{\prime}}\left(x_{i}\right)$ and $F_{W}^{\prime}\left(x_{i}\right)$ are defined as,

$$
\begin{align*}
f_{u}^{\prime}\left(x_{i}\right) & \equiv-\frac{4+38 x_{i}-63 x_{i}^{2}+14 x_{i}^{3}+7 x_{i}^{4}-6\left(4-16 x_{i}+9 x_{i}^{2}\right) \ln x_{i}}{18\left(x_{i}-1\right)^{4}},  \tag{B.45}\\
F_{u}^{\prime}\left(x_{i}\right) & \equiv \frac{-8+38 x_{i}-39 x_{i}^{2}+14 x_{i}^{3}-5 x_{i}^{4}+18 x_{i}^{2} \ln x_{i}}{12\left(x_{i}-1\right)^{4}},  \tag{B.46}\\
f_{W}^{(1)^{\prime}}\left(x_{i}\right) & \equiv \frac{-20+116 x_{i}-153 x_{i}^{2}+56 x_{i}^{3}+x_{i}^{4}+6 x_{i}^{2}\left(12-10 x_{i}+x_{i}^{2}\right) \ln x_{i}}{18\left(x_{i}-1\right)^{4}},  \tag{B.47}\\
f_{W}^{(2)^{\prime}}\left(x_{i}\right) & \equiv \frac{32-164 x_{i}+225 x_{i}^{2}-104 x_{i}^{3}+11 x_{i}^{4}-6 x_{i}^{2}\left(12-10 x_{i}+x_{i}^{2}\right) \ln x_{i}}{18\left(x_{i}-1\right)^{4}},  \tag{B.48}\\
F_{W}^{\prime}\left(x_{i}\right) & \equiv-\frac{10-43 x_{i}+78 x_{i}^{2}-49 x_{i}^{3}+4 x_{i}^{4}+18 x_{i}^{3} \ln x_{i}}{12\left(x_{i}-1\right)^{4}} \tag{B.49}
\end{align*}
$$

It is clear that there remain the divergence in Eq.(B.44) even though we add the counterterms obtained from the wavefunction renormalization of the quark fields. In the case of the SM where the CKM unitarity holds, the remaining divergence in Eq.(B.44) vanishes by using the CKM unitarity relation $\sum_{i=u, c, t} \lambda_{s b}^{i}=0$.

## B.1.4.1 With CKM unitarity $\rightarrow$ SM case

When we use the CKM unitarity relation $\sum_{i=u, c, t} \lambda_{s b}^{i}=0$, we obtain the amplitudes in the case of the SM:

$$
\begin{align*}
& \sum_{i=u, c, t}\left[\sum_{x=c, d} \Gamma_{\rho}^{(x)}+\Gamma_{c, Q_{u}}^{\mu, s b}\right]_{\mathrm{SM}} \\
= & \frac{g^{2}}{32 \pi^{2}} e Q_{u} \sum_{i=c, t} \lambda_{s b}^{i}\left[\frac{\gamma^{\nu} L}{M_{W}^{2}}\left(q^{2} g_{\rho \nu}-q_{\rho} q_{\nu}\right) \frac{f_{u}\left(x_{i}\right)}{2}+\frac{1}{M_{W}^{2}}\left[\not, \gamma_{\rho}\right]\left(m_{b} R+m_{s} L\right) \frac{F_{u}\left(x_{i}\right)}{2}\right]  \tag{B.50}\\
& \sum_{i=u, c, t}\left[\sum_{x=e \sim h} \Gamma_{\rho}^{(x)}+\Gamma_{c, Q_{W}}^{\mu, s b}\right]_{\mathrm{SM}} \\
= & \frac{g^{2}}{32 \pi^{2}} e \sum_{i=c, t} \lambda_{s b}^{i}\left[\frac{1}{M_{W}^{2}}\left(q^{2} g_{\rho \nu}-q_{\rho} q_{\nu}\right) \gamma^{\nu} L \frac{f_{W}\left(x_{i}\right)}{2}+\frac{1}{M_{W}^{2}}\left[\not q, \gamma_{\rho}\right]\left(m_{b} R+m_{s} L\right) \frac{F_{W}\left(x_{i}\right)}{2}\right], \tag{B.51}
\end{align*}
$$

where we set $x_{u} \rightarrow 0$ and,

$$
\begin{align*}
f_{u}\left(x_{i}\right) & \equiv-\frac{x_{i}\left\{18-29 x_{i}+10 x_{i}^{2}+x_{i}^{3}+\left(32-18 x_{i}\right) \ln x_{i}\right\}}{6\left(x_{i}-1\right)^{4}}+\frac{4}{3\left(x_{i}-1\right)^{4}} \ln x_{i}-\frac{4}{3} \ln x_{u}  \tag{B.52}\\
F_{u}\left(x_{i}\right) & \equiv \frac{x_{i}\left(2+3 x_{i}-6 x_{i}^{2}+x_{i}^{3}+6 x_{i} \ln x_{i}\right)}{4\left(x_{i}-1\right)^{4}}  \tag{B.53}\\
f_{W}\left(x_{i}\right) & \equiv \frac{x_{i}\left\{12-11 x_{i}-8 x_{i}^{2}+7 x_{i}^{3}+2 x_{i}\left(12-10 x_{i}+x_{i}^{2}\right) \ln x_{i}\right\}}{6\left(x_{i}-1\right)^{4}}  \tag{B.54}\\
F_{W}\left(x_{i}\right) & \equiv \frac{x_{i}\left(1-6 x_{i}+3 x_{i}^{2}+2 x_{i}^{3}-6 x_{i}^{2} \ln x_{i}\right)}{4\left(x_{i}-1\right)^{4}} . \tag{B.55}
\end{align*}
$$

The leading order Wilson coefficient in the case of SM, denoted as $C_{7 \gamma}^{(0) S M}$, can be determined by the terms which are proportional to $\left[d, \gamma_{\rho}\right]\left(m_{b} R+m_{s} L\right)$ in Eqs.(B.50) and (B.51). We note that the functions with respect to the parameter $x_{i}$ in Eqs.(B.52)(B.55) are derived by using the functions in Eqs.(B.45)-(B.49). For example,

$$
\begin{equation*}
\sum_{i=u, c, t} \lambda_{s b}^{i} F_{u}^{\prime}\left(x_{i}\right)=\sum_{i=c, t} \lambda_{s b}^{i}\left\{F_{u}^{\prime}\left(x_{i}\right)-F_{u}^{\prime}\left(x_{u}\right)\right\} \xrightarrow{x_{u} \rightarrow 0} \sum_{i=c, t} \lambda_{s b}^{i} F_{u}\left(x_{i}\right) . \tag{B.56}
\end{equation*}
$$

The terms which do not proportional to the up-type quark masses $x_{i}$ in $F_{u}^{\prime}\left(x_{i}\right)$ are cancelled out because of the subtraction $F_{u}^{\prime}\left(x_{i}\right)-F_{u}^{\prime}\left(x_{u}\right)$. If the $W$ boson is much heavier than the top quark, that is $x_{t} \ll 1$, the leading order terms in $\sum_{i=c, t} \lambda_{s b}^{i}\left\{F_{u}^{\prime}\left(x_{i}\right)-\right.$ $\left.F_{u}^{\prime}\left(x_{u}\right)\right\}$ are written as,

$$
\begin{equation*}
\sum_{i=c, t} \lambda_{s b}^{i}\left\{F_{u}^{\prime}\left(x_{i}\right)-F_{u}^{\prime}\left(x_{u}\right)\right\} \sim \lambda_{s b}^{c} \frac{m_{c}^{2}-m_{u}^{2}}{M_{W}^{2}}+\lambda_{s b}^{t} \frac{m_{t}^{2}-m_{u}^{2}}{M_{W}^{2}} \tag{B.57}
\end{equation*}
$$

Therefore, the function $F_{u}\left(x_{i}\right)$ is suppressed by the factor $\frac{m_{i}^{2}-m_{u}^{2}}{M_{W}^{2}}$ in addition to the CKM factor $\lambda_{s b}^{i}$. We note that $\frac{m_{c}^{2}-m_{u}^{2}}{M_{W}^{2}} \sim 2.5 \times 10^{-4}$ with the values in [65]. This suppression factor is the result of the GIM mechanism [6]. In realistic case where the
top quark is heavier than the $W$ boson, the parameter $x_{t}$ is larger than $1\left(x_{t} \sim 4.6\right)$ and thus the top quark contribution becomes $F_{u}\left(x_{t}\right) \sim \frac{1}{4} \gg \frac{m_{c}^{2}-m_{u}^{2}}{M_{W}^{2}}$. It is clear that the function $F_{u}\left(x_{i}\right)$ vanishes if all the up-type quark masses are the same, that is $m_{u}=m_{c}=m_{t}$.

## B.1.4.2 Violation of CKM unitarity

When we use the violation of the CKM unitarity in the model with VLQ Eq.(4.81),

$$
\begin{equation*}
\sum_{i=u, c, t} \lambda_{s b}^{i} \simeq Z_{d \mathrm{NC}}^{s b} \tag{B.58}
\end{equation*}
$$

the Eqs.(B.43) and (B.44) become,

$$
\begin{align*}
& \sum_{i=u, c, t}\left[\sum_{x=c, d} \Gamma_{\rho}^{(x)}+\Gamma_{c, Q_{u}}^{\mu, s b}\right] \\
= & \frac{g^{2}}{32 \pi^{2}} e Q_{u} \sum_{i=c, t} \lambda_{s b}^{i}\left[\frac{\gamma^{\nu} L}{M_{W}^{2}}\left(q^{2} g_{\rho \nu}-q_{\rho} q_{\nu}\right) \frac{f_{u}\left(x_{i}\right)}{2}+\frac{1}{M_{W}^{2}}\left[\not, \gamma_{\rho}\right]\left(m_{b} R+m_{q} L\right) \frac{F_{u}\left(x_{i}\right)}{2}\right] \\
& +\frac{g^{2}}{32 \pi^{2}} e Q_{u} Z_{\mathrm{NC}}^{s b}\left[\frac{\gamma^{\nu} L}{M_{W}^{2}}\left(q^{2} g_{\rho \nu}-q_{\rho} q_{\nu}\right)\left(-\frac{1}{9}+\frac{2}{3} \ln x_{u}\right)-\frac{1}{3 M_{W}^{2}}\left[\not, \gamma_{\rho}\right]\left(m_{b} R+m_{q} L\right)\right],  \tag{B.59}\\
& \sum_{i=u, c, t}\left[\sum_{x=e \sim h} \Gamma_{\rho}^{(x)}+\Gamma_{c, Q_{W}}^{\mu, s b}\right] \\
= & \frac{g^{2}}{32 \pi^{2}} e \sum_{i=c, t} \lambda_{s b}^{i}\left[\frac{1}{M_{W}^{2}}\left(q^{2} g_{\rho \nu}-q_{\rho} q_{\nu}\right) \gamma^{\nu} L \frac{f_{W}\left(x_{i}\right)}{2}+\frac{1}{M_{W}^{2}}\left[\not q, \gamma_{\rho}\right]\left(m_{b} R+m_{s} L\right) \frac{F_{W}\left(x_{i}\right)}{2}\right] \\
& +\frac{g^{2} e}{32 \pi^{2}} Z_{d \mathrm{NC}}^{s b}\left[2\left(C_{\mathrm{UV}}-\ln \frac{M_{W}^{2}}{\mu^{2}}\right) \gamma_{\rho} L\right] \\
& +\frac{g^{2} e}{32 \pi^{2} M_{W}^{2}} Z_{d \mathrm{NC}}^{s b}\left[\frac{1}{2}\left(-\frac{10}{9} q^{2} \gamma_{\rho}+\frac{16}{9} \not q q_{\rho}\right) L+\left[\not q, \gamma_{\rho}\right]\left(m_{b} R+m_{s} L\right) \frac{F_{W}^{\prime}\left(x_{u}\right)}{2}\right], \tag{B.60}
\end{align*}
$$

As we see above, there remain the divergence even though we add the counterterms which come from the wave function renormalization of the external quark fields. Therefore, we need additional counterterms which do not exist in the case of the SM.

## B. $2 \quad Z-\gamma$ and $\chi_{0}-\gamma$ mixing diagrams

We need additional counterterms to remove the divergence in Eq.(B.60). It is important to consider mixing the $Z$ boson and the neutral NG boson $\chi_{0}$ with the photon at the one-loop level. Relevant diagrams are shown in Figs.B. 3 and B.4.








Figure B.3. Mixing $Z$ with the photon at one-loop level. The symbol $C$ is Faddeev-Popov ghost. The symbol $f$ denotes fermions in the SM , that is $f=e, \mu, \tau, u^{a}, c^{a}, t^{a}, d^{a}, s^{a}, b^{a}$ where $a$ is the color index, $a=r, g, b$.



Figure B.4. Mixing $\chi_{0}$ with the photon at one-loop level. The symbol $C$ is Faddeev-Popov ghost.

Such mixing effects lead to the following wave function renormalization [111]:

$$
\begin{align*}
\binom{Z_{0}^{\mu}}{A_{0}^{\mu}} & =\left(\begin{array}{cc}
\sqrt{Z_{\mathrm{ZZ}}} & \sqrt{Z_{\mathrm{ZA}}} \\
\sqrt{Z_{\mathrm{AZ}}} & \sqrt{Z_{\mathrm{AA}}}
\end{array}\right)\binom{Z^{\mu}}{A^{\mu}}  \tag{B.61}\\
\chi_{0,0} & =\sqrt{Z_{\chi_{0}}} \chi_{0} \tag{B.62}
\end{align*}
$$

where the subscript " 0 " in the left-hand side means bare quantities while quantities in the right-hand side are renormalized. The symbols $\sqrt{Z_{i j}}$ with $i, j=Z, A$ and $\sqrt{Z_{\chi_{0}}}$ are the renormalization constants. In the case of the SM, there are no FCNC in both the $Z$ and photon interactions, the wave function renormalization Eq.(B.61) does not contribute to the computation of the $b \rightarrow s \gamma$ process. On the other hand, there is FCNC in the $Z$ boson interaction,

$$
\begin{equation*}
\mathcal{L}_{Z} \supset \frac{g}{2 c_{w}} Z_{d \mathrm{NC}}^{s b} \overline{s_{L}} \gamma^{\mu} b_{L} Z_{0 \mu} \tag{B.63}
\end{equation*}
$$

in the model with VLQ, as seen in Eq.(4.71). This FCNC leads to a counterterm,

$$
\begin{equation*}
\mathcal{L}_{c}=\sqrt{Z_{\mathrm{ZA}}} \frac{g}{2 c_{w}} Z_{d \mathrm{NC}}^{s b} \bar{s}_{L} \gamma^{\mu} b_{L} A_{\mu}, \tag{B.64}
\end{equation*}
$$

through the wave function renormalization shown in Eq.(B.61).
The renormalization constants in Eqs.(B.61) and (B.62) can be determined so as to remove the divergence in the amplitudes of the diagrams shown in Figs.B. 3 and B.4. Here we use the $\overline{\mathrm{MS}}$ scheme. Counterterms for the amplitudes are given as [111],

$$
\begin{equation*}
\mathcal{L}_{c}=Z_{\mu}\left[\left(\sqrt{Z_{\mathrm{ZA}}}+\sqrt{Z_{\mathrm{AZ}}}\right)\left(g^{\mu \nu} \square-\partial^{\mu} \partial^{\nu}\right)+\sqrt{Z_{\mathrm{ZA}}} g^{\mu \nu} M_{Z}^{2}\right] A_{\nu}-\sqrt{Z_{\mathrm{ZA}}} M_{Z} A^{\mu} \partial_{\mu} \chi_{0}, \tag{B.65}
\end{equation*}
$$

which lead to,

$$
\begin{align*}
& \Pi_{Z A, c}^{\mu \nu}\left(q^{2}\right)=-\left(\sqrt{Z_{\mathrm{ZA}}}+\sqrt{Z_{\mathrm{AZ}}}\right)\left(g^{\mu \nu} q^{2}-q^{\mu} q^{\nu}\right)+\sqrt{Z_{\mathrm{ZA}}} g^{\mu \nu} M_{Z}^{2},  \tag{B.66}\\
& \Pi_{\chi 0}^{\mu}, c, c  \tag{B.67}\\
&\left.q^{2}\right)=i \sqrt{Z_{\mathrm{ZA}}} M_{Z} q^{\mu} .
\end{align*}
$$

We express the total amplitudes of the diagrams shown in Figs.B. 3 and B. 4 as,

$$
\begin{align*}
\Pi_{Z A}^{\mu \nu}\left(q^{2}\right) & =\Pi_{Z A, \text { div }}^{\mu \nu}\left(q^{2}\right)+\Pi_{Z A, \text { finite }}^{\mu \nu}\left(q^{2}\right),  \tag{B.68}\\
\Pi_{\chi_{0} A}^{\mu}\left(q^{2}\right) & =\Pi_{\chi_{0} A, \text { div. } .}^{\mu \nu}\left(q^{2}\right)+\Pi_{\chi_{0} A, \text { finite }}^{\mu \nu}\left(q^{2}\right), \tag{B.69}
\end{align*}
$$

where the terms with index "div." are proportional to the divenrgent part $C_{\mathrm{UV}}$ while the terms with index "finite" consist of finite terms. Here we focus on the divergent part which are given as,

$$
\begin{align*}
\Pi_{Z A, \text { div }}^{\mu \nu}\left(q^{2}\right) & =\frac{e g c_{w}}{16 \pi^{2}}\left[2 g^{\mu \nu} M_{Z}^{2}+\left(g^{\mu \nu} q^{2}-q^{\mu} q^{\nu}\right) A\right] C_{\mathrm{UV}},  \tag{B.70}\\
\Pi_{\chi_{0} A, \text { div. }}^{\mu}\left(q^{2}\right) & =i \frac{e g c_{w}}{8 \pi^{2}} M_{Z} q^{\mu} C_{\mathrm{UV}}, \tag{B.71}
\end{align*}
$$

with,

$$
\begin{equation*}
A=3+\frac{M_{Z}^{2}}{6 M_{W}^{2}}-\frac{M_{Z}^{2}}{M_{W}^{2}}\left[\sum_{f=e, \mu, \tau} \frac{2}{3} Q_{f}\left(I_{f}-2 Q_{f} s_{w}^{2}\right)+3 \sum_{f=u, c, t, d, s, b} \frac{2}{3} Q_{f}\left(I_{f}-2 Q_{f} s_{w}^{2}\right)\right] \tag{B.72}
\end{equation*}
$$

The factor 3 comes from the degree of freedom with respect to the $\mathrm{SU}(3)_{c}$ color. We then determine the $\sqrt{Z_{\mathrm{ZA}}}$ so as to remove the divergence in $\chi_{0}-A$ mixing,

$$
\begin{equation*}
\Pi_{\chi_{0} A, \mathrm{div} .}^{\mu}\left(q^{2}\right)+\Pi_{\chi_{0} A, c}^{\mu}\left(q^{2}\right)=0, \rightarrow \sqrt{Z_{\mathrm{ZA}}}=-\frac{e g c_{w}}{8 \pi^{2}} C_{\mathrm{UV}} \tag{B.73}
\end{equation*}
$$

Then we can determine $\sqrt{Z_{\mathrm{AZ}}}$ by,

$$
\begin{equation*}
\Pi_{Z A, \text { div. }}^{\mu}\left(q^{2}\right)+\Pi_{Z A, c}^{\mu}\left(q^{2}\right)=0, \rightarrow \sqrt{Z_{\mathrm{AZ}}}=\frac{e g c_{w}}{16 \pi^{2}} C_{\mathrm{UV}}(2+A) \tag{B.74}
\end{equation*}
$$

These results agree with Ref.[111]. We then obtain the counterterm for the $b \rightarrow s \gamma$ vertex from Eqs.(B.64) and (B.73):

$$
\begin{equation*}
\Gamma_{c, Z_{\mathrm{NC}}}^{\mu, s b}=-\frac{e g^{2}}{16 \pi^{2}} Z_{d \mathrm{NC}}^{s b} C_{\mathrm{UV}} \gamma^{\mu} L \tag{B.75}
\end{equation*}
$$

Also the finite part $\Pi_{Z A, \text { finite }}^{\mu \nu}$ and $\Pi_{\chi_{0} A \text {,finite }}^{\mu \nu}$ in Eqs.(B.68) and (B.69) contribute to the $b \rightarrow s \gamma$ vertex as follows:

$$
\begin{align*}
\Gamma_{\rho}^{(Z A)}= & -\frac{e g^{2}}{32 \pi^{2}} Z_{d \mathrm{NC}}^{s b}\left\{-2 g_{\rho \nu} \ln \frac{M_{W}^{2}}{\mu^{2}}+\frac{1}{3 M_{W}^{2}} g_{\rho \nu} q^{2}\right\} \gamma^{\nu} L-\frac{e g^{2}}{32 \pi^{2}} Z_{d \mathrm{NC}}^{s b} \cdot \frac{g_{\rho \nu} q^{2}}{M_{Z}^{2}} \cdot 2\left(-\ln \frac{M_{W}^{2}}{\mu^{2}}\right) \gamma^{\nu} L \\
& -\frac{e g^{2}}{32 \pi^{2}} Z_{d \mathrm{NC}}^{s b}\left(g_{\rho \nu} q^{2}-q_{\rho} q_{\nu}\right)\left\{-\left(\frac{3 c_{w}^{2}}{M_{W}^{2}}+\frac{1}{6 M_{W}^{2}}\right) \ln M_{W}^{2}+\frac{2 c_{w}^{2}}{3 M_{W}^{2}}\right\} \gamma^{\nu} L \\
& +\frac{e g^{2} Q_{u}}{16 \pi^{2} M_{W}^{2}} Z_{d \mathrm{NC}}^{s b}\left(\frac{1}{2}-2 Q_{u} s_{w}^{2}\right) \ln \frac{\mu_{W}^{2}}{m_{t}^{2}} \cdot\left(g_{\rho \nu} q^{2}-q_{\rho} q_{\nu}\right) \gamma^{\nu} L,  \tag{B.76}\\
\Gamma_{\rho}^{\left(\chi_{0} A\right)}= & \frac{e g^{2}}{32 \pi^{2}} Z_{d \mathrm{NC}}^{s b} \frac{q_{\rho} q_{\nu}}{M_{Z}^{2}}\left[2\left(-\ln \frac{M_{W}^{2}}{\mu^{2}}\right)\right] \gamma^{\nu} L . \tag{B.77}
\end{align*}
$$

where $\Gamma_{\rho}^{(Z A)}$ and $\Gamma_{\rho}^{\left(\chi_{0} A\right)}$ correspond to the contributions from $\Pi_{Z A, \text { finite }}^{\mu \nu}$ and $\Pi_{\chi_{0} A, \text { finite }}^{\mu \nu}$, respectively. In Eq.(B.76), we do not include the contribution from the light SM particles since we do not integrate out these light particles. It is clear that the counterterm shown in Eq.(B.75) removes the divergence in the amplitude Eq.(B.60).

## B. 3 Unitarity Violation in the model with VLQ

Adding the amplitudes Eqs.(B.75)-(B.77) to Eqs.(B.59) and (B.60), we obtain the contributions to the $b \rightarrow s \gamma$ vertex from the same diagrams as the SM without the CKM unitarity:

$$
\begin{align*}
& \sum_{i=u, c, t}\left[\sum_{x=c, d} \Gamma_{\rho}^{(x)}+\Gamma_{c, Q_{u}}^{\mu, s b}\right] \\
= & \frac{e g^{2} Q_{u}}{64 \pi^{2} M_{W}^{2}}\left[\left[q, \gamma_{\rho}\right]\left(m_{b} R+m_{q} L\right)\left\{\sum_{i=c, t} \lambda_{q b}^{i} F_{u}\left(x_{i}\right)-\frac{2}{3} Z_{d \mathrm{NC}}^{s b}\right\}\right. \\
& \left.+\left(q^{2} g_{\rho \nu}-q_{\rho} q_{\nu}\right) \gamma^{\nu} L\left\{\sum_{i=c, t} \lambda_{q b}^{i} f_{u}\left(x_{i}\right)+Z_{d \mathrm{NC}}^{s b}\left(-\frac{2}{9}+\frac{4}{3} \ln x_{u}\right)\right\}\right],  \tag{B.78}\\
& \sum_{i=u, c, t}\left[\sum_{x=e \sim h} \Gamma_{\rho}^{(x)}+\Gamma_{c, Q_{W}}^{\mu, s b}+\Gamma_{c, Z_{\mathrm{NC}}}^{\mu, s b}+\Gamma_{\rho}^{(Z A)}+\Gamma_{\rho}^{\left(\chi_{0} A\right)}\right] \\
= & \frac{e g^{2}}{64 \pi^{2} M_{W}^{2}}\left[\left(q^{2} g_{\rho \nu}-q_{\rho} q_{\nu}\right) \gamma^{\nu} L\left\{\sum_{i=c, t} \lambda_{q b}^{i} f_{W}\left(x_{i}\right)-\frac{16}{9} Z_{d \mathrm{NC}}^{s b}\right\}\right. \\
& +\left[\not q, \gamma_{\rho}\right]\left(m_{b} R+m_{q} L\right)\left(\sum_{i=c, t} \lambda_{q b}^{i} F_{W}\left(x_{i}\right)-\frac{5}{6} Z_{d \mathrm{NC}}^{s b}\right) \\
& \left.-Z_{d \mathrm{NC}}^{s b}\left(g_{\rho \nu} q^{2}-q_{\rho} q_{\nu}\right)\left\{\left(10 c_{w}^{2}+\frac{1}{3}\right) \ln \frac{\mu^{2}}{M_{W}^{2}}+\frac{4}{3} c_{w}^{2}\right\} \gamma^{\nu} L\right] \\
& +\frac{e g^{2} Q_{u}}{16 \pi^{2} M_{W}^{2}} Z_{d \mathrm{NC}}^{s b}\left(\frac{1}{2}-2 Q_{u} s_{w}^{2}\right) \ln \frac{\mu_{W}^{2}}{m_{t}^{2}} \cdot\left(g_{\rho \nu} q^{2}-q_{\rho} q_{\nu}\right) \gamma^{\nu} L . \tag{B.79}
\end{align*}
$$
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