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Abstract

We analyze the asymptotic behavior of solutions to wave equations with strong damping
terms in R" (n > 1),

Ut — Au — Aut = 07 U(OVT) = U’O(x)v ut(O,x) = Ul(I)

If the initial data belong to suitable weighted L! spaces, lower bounds for the difference
between the solutions and the leading terms in the Fourier space are obtained, which implies
the optimality of expanding methods and some estimates proposed in [13] and in this paper.

1 Introduction

In this paper we consider the Cauchy problem of the solution to the linear strongly damped
wave equation

uy — Au — Aug =0 t>0, zeR"

{ tt t Y ) ) (11)

u(0,2) = up(x), wu(0,2)=ui(z), x€R",

where n > 1 and wg, u; € L*(R™) N LY (R"). The weighted L' space L'7(R"™) (v > 0) is
defined by

LYY(RY) = {f € 'R : [ flhy = /R (U [ ()] dr < oo}.

Celebrated mathematical results for equation (1.1) are LP-L? decay estimates obtained by
Ponce [14] and Shibata [15]. Later seveval mathematicians have studied wave equations with
structural damping terms such as (—A)%u; and exterior domain cases for (1.1). See e.g., [1], [2],
[3], [5], [8], [10], [12] and references therein. Especially, [4] has obtained (L' N L?)-L? and L2-L?
estimates for the solution to (1.1). They also studied the critical exponent for equation (1.1)
with nonlinear terms but asymptotic profiles were not investigated.

Now we focus on reviewing known results on the asymptotic behavior of the solution to
(1.1). Recently, Ikehata-Todorova-Yordanov [11] obtained the asymptotic profile in the abstract
framework including (1.1). Limited to equation (1.1), they indicated that the solution of (1.1)

behaves like , 2 gin(s
¢l — _ tlgl —
e 2 cos(t|¢)ug+ e 2 Mul, t — o0,

€]
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in the Fourier space. However, such diffusion wave properties are not investigated in detail.
Quite recently, Michihisa [13] have found a way to obtain higher order asymptotic expansions of
the solution to (1.1) in the L? framework. He used the explicit solution formula in the Fourier
space and defined some suitable functions generated by evolution operators for (1.1) to apply
the Taylor theorem efficiently. It is based on a quite natural and simple idea. So the obtained
results in [13] seems to be optimal, however, the evidence is not shown anywhere.

When we discuss the optimality of asymptotic expansions, appropriate lower bounds need to
be shown. Concerning this optimality, Ikehata [6] proved that the solution u = wu(t,z) of (1.1)
with n > 3 satisfies the following inequalities:

/n uy(x) dx

where C7 > 0 is a constant independent of ¢ and the initial data, and C5 > 0 is a constant
independent of t. Furthermore, the lower dimensional cases n = 1,2 are also treated by Ikehata-
Onodera [9]. They obtained meaningful inequalities corresponding to the above, which says the
optimal infinite time blow-up rates are v/t (n = 1) and v/log? (n = 2). So in order to obtain
L? bounded solutions we have to impose the additional condition that the mass of u; is zero.
However, in this case we face the same problem on the decay rate again. In order to answer
this question, in this paper we obtain some asymptotic estimates by taking into account the
first moments of the initial value, which were out of interests in [13] but can lead to the optimal
lower bound for the L? difference between the solution to (1.1) and its leading term.

c T < u(t)|ls < Cot~it2, >,

The rest of this paper is as follows. In Section 2, we confirm the solution formula with some
notation. We also define several functions which are components of asymptotic profiles. Main
results are stated in Section 3. Theorem 3.4 is the most important result in this paper. We
prepare some lemmas in Section 4. Expect for Theorem 3.3, proofs of theorems are in Section 5.

2 Notation

In this paper, N denotes the set of all natural numbers, and write N := NU{0}. We also write
the surface area of the n-dimensional unit ball as

27‘('%
Wy = dS = .
/M_l [(n/2)

Let us denote the function f by the Fourier transform of f,

for= [ et

In the Fourier space, the solution u = u(t, z) of (1.1) is formally expressed by

2
i(t,6) = Bo(t, 9T + Br(e.6) (@ +7) (2.1)

where E; (i = 0,1) are evolution operators given by

s PP
('é' V;"f') <o,

2 /
e %5 cosh <t§||2£2_4> , €l > 2,

2



67# |:Sin <t|£\/§_Tl2> /|£|\/Z;_T|2:| ) ’§| S 27

g [sinh <t|£\/l2£|27—4> /5'\/'2527_4} 1€l > 2.

For example, in [11], it is shown that the problem (1.1) has a unique weak solution u €
C([0, +00); HY(R™)) N C*([0, +00); L2(R™)) if [ug,u1] € HY(R™) x L>(R™). So it is natural to
consider ug € H*(R™) but we treat uy € L?(R™) in this paper since we can impose additional
regularity on the initial datum wug as far as we need.

We define the following functions (see [13]):

a
Lo(a,t,§) := cos <t‘§| - t§|24+2\/m> ;

a >/|£|\/4—a2
4+ 24— a2 2 '

Li(a,t,€) = sin (tlfl e

Note that

Let k € Ng. Put

k o — j k .
e’i (t7§) =e 2 k' aak (O7t7£) : |€’ ’ 2_0717

and

!
!
la|=k

_1)lel
i) = 3 COF ([ arar) ot rerttm,

At the end of this section, we confirm the following remark. Let u be the function defined
by (2.1) with wug, u; € L2(R™). Then there exist constants § € (0,1/2) and Cs > 0 such that

()]l 2 g1>1) < Coe* (luollz + lhurll2), ¢ > 0.

See [13, Remark 3.1] for details. In this sense the behavior of 4 in the high frequency region is
not essential when we consider asymptotic profiles of the solution. So, hereafter, we concentrate
on analyzing the behavior of @ in the low frequency region.

3 Main results

In [13], the author proposed a method for expanding evolution operators E; (i = 0,1) but did
not provide expanding techniques taking into account the higher moments of the initial data. In
order to obtain the precise estimate such as (3.6), we need to prepare more detailed estimates,
e.g., (3.3) and (3.5).

Theorem 3.1 Let u; € LY7(R™) with

1
>§, nzl,
TY>0, n=2, (3.1)
0,



Then it holds that

[ [yl-k
Ey(tur— Y | ei(t) Y mhwl < Clulli, (40757372, 1 >0,
k=0 j=0

L2(Jgl<1)

Here, C' > 0 is a constant independent of t and ui. Moreover, it holds that

[] [v]—Fk
Ey(tyar— Y | b)Y mlul —o(t™173%2), t— oo
k=0 =0

L2(|¢1<1)

Theorem 3.2 Let n > 1 and ug € LY (R"™) with v > 0. Then it holds that

] [v]-k
Eo(tyug — ) | e5(t) D mluol’ < Clugliy(1+6)"57%,  t>0.
k=0 j=0

L2(|¢1<1)

Here, C > 0 is a constant independent of t and ug. Moreover, it holds that

[v] [v]-k
Eo(tyug — Y | et(t) > mluo) =o(t™172),  t— o0
k=0 j=0

L2(J¢<1)

We refer to the following theorem proved in [6] and [9]. It motivated the derivation of

Theorem 3.4 which is the goal of this paper.

Theorem 3.3 [6],[9] Let n > 1 and u = u(t,z) be the solution to (1.1) with ug € L“'(R™) N

HY(R™), uy € LYY(R")N L*(R™). Put

P = / i (z) dz.

Then it holds that

CHPVE< [Ju(t)]|, < C3 V4, n=1,
C?|Py|/logt < |u(®)]], < C2./logt, n=2,
CPIPE 572 < |u(t)|, < Cot~ 373, n>3,

for sufficiently large t. Here, C7" > 0 (n > 1) are constants independent of t and the initial data,

and C% >0 (n > 1) are constants independent of t.

When the mass of u; is zero, we cannot obtain information on lower bounds from Theo-

rem 3.3. However, as we can see Theorem 3.4 below, even if

P :/ ui(x)de =0,

the right-hand side of (3.6) can be positive as long as one of the quantities

/nmjul(m)d:n (j=1,...,n) and /nuo(:v)dx

is not equal to zero. This is the advantage of higher order expansions near zero frequency.
Theorems 3.3 and 3.4 indicate that moments of initial data are important quantities for precise

asymptotic profiles.



Theorem 3.4 Let n > 1 and @ be the function defined by (2.1) with uy € L*(R™) N L*(R™),
up € LYY(R™) N L2(R™). Then it holds that

.~ ([ wloyar) e 2

>C (/ dx) +Z </n:1:]u1 d:c>2—|— </nu0(x)dx>2t—2

for sufficiently large t. Here, C' > 0 is a constant independent of t.

Remark 3.1 The constant C > 0 in (3.6) can be taken not to depend on the initial data if

/nul(x)dm ~0 o /nug(az)dx ~0.

In general, it depends on the ratio
/ / ui(x)dx|.

/n uo(z) dz

See the latter part of the proof of Theorem 3.4 for details.

When we consider the case ug € L'(R"™) N L?(R"™), u; € LY'(R™) N L?(R™), it follows from
(3.2) with v =1 that

1 1—-k
Ei(tyur =Y | ei(t) Y mlul! < Cllulha(1+6)7%,  t>0.
h=0 7=0 L2(jg<1)
Direct calculation shows
1
> e tymlu]' < Cllua|ia(1+8)"%,  t>0.
k=0 L2(J¢|<1)

So we obtain

ﬁ(t)—(/n ()dx> _ugls ‘(;\ﬁl)

where I(ug,u1) := [[uoll1 + [lutll1,1 + [[uoll2 + [lu1[2-

< CI(ug,u)(1+4)"%, t>0,  (3.7)
2

Inequalities (3.6) and (3.7) imply the optimality of the leading term, i.e., the zero-th order
asymptotic expansion and the decay estimate for the difference between the solution to (1.1)
and the leading term.

4 Preliminaries

Although proofs of results in [13] were mainly focused on the analysis of Ey, here we deal with
E7 more extensively. The following lemma is a fundamental result for expanding evolution
operators.



Lemma 4.1 [13] Let n > 1 and p € Ny. Then there ezists a constant C > 0 such that

p
Ei(t) =Y k) <C+t)7i 5, (4.1)
k=0 L2(|¢|<1)
P n__ p+1
Eo(t) = > _e(t) <C(+t)y"i %, (4.2)
k=0 L2(jg]<1)

fort>0.
Proof. We reconfirm the proof of (4.1). Here we consider £ € R"™ with |{] < 1. By the Taylor
theorem we see that

p

_ug? pl’“h k
Ey(t,€) - Zet&—e La(lgl 4,6) = Y 2550 (0:4:6) - [¢]
2]

=0

g2 1 oPFLL,

) (p+1)! Jartl (11€],¢,€) - |§|p+1

for some 0 < 7 < 1. The function

a
4+ 2v/4 — a?

and its derivatives are all bounded for 0 < @ < 1. Thus, for k € Ny, there exists a constant

C > 0 such that

ok Ly ‘ C I~ oy
gt o< =S¢ 4.3
g (1:8)| < g P (43)
for0<a<1,t>0and & € R" So we obtain
E ko <Cp+1 p e n_p
)= Y et <O |eP) lepe s <C(L+t)"4>
k=0 L2(|€|<1) £=0 L2(Jg|<1)

for t > 0. One can similarly prove inequality (4.2). OJ
The following lemma is used to expand the Fourier transform of the initial data. Lemma 4.2
is already proved by [7] but we give a simpler proof than that of [7].
Lemma 4.2 [7] Let n > 1 and v > 0.
(i) It holds that

[]

flo) = mi@| < clel [ Pl ce R (14)

k=0
for f € LY(R"™). Here, C > 0 is a constant independent of & and f;
(ii) For ¢ > 0 and f € L(R"), one has
[

lim ¢33 =€ f(6) = > m[f)H(©)e || =0, (4.5)

t—00
k=0 9



Proof. First, we prove (i). The Taylor theorem yields

. —1)lal 1 [fl+1
e Z (=1) x (i) = 1/ (1-— 7')M d e~ g,
0

I
l| <[] '

We calculate

Since

|z]1€]>1 |z[|¢1=1

‘R[V]H(az,{)} 1 1 1
sup —————— < sup + — 0 | <00,
|lz[v]&]7 (|=1€]) 2 ol (Jz[|g[)y=lel
there exists a constant C' > 0 such that
| Rpys1(,8)| < Cla|g]

for z € R" and £ € R"™. Hence we obtain

R [v] A _1\lal
Fo - mint©|=|fo - X S ([ eswan) e
k=0 || <[] '
. —1)lel
-/ (f > B w“(ié)“) r@)e = | [ Reperto 70 ds
|| <[]

<clel [ laPifie)]da

for f € L¥(R™).
Next, we check (ii). First, we calculate

2

[7]
l‘ect€2f _ Z 7”'“L[f]k6_0t|§‘2 = / e~ 2etlél?
k=0 8

-2 —2c|¢]? |12 §
=t 2 v/ne €1 {2 RnRM“ <:c, \/7?) f(z)dx

Now we see there exists a constant C' > 0 such that
v 13 §
t2R T, —— x —
[y]+1 ( ﬁ) f(z) :

.
|f(@)| = CIE[7]=]"| f ()]
\f
for x € R", £ € R" and t > 0. So, for arbitrary fixed £ € R", the Lebesgue dominated

convergence theorem assures

2
/11" R[’Y}""l('xaé)f(l‘) dx dé

2
d.

< Ctz |zl

2
lim =0
t—o00

t3 Riyj+1 (:B, \%) f(z)dx

R"



under f € L7(R") since the following estimates holds for each € R" and ¢ € R™:

_ _\+1 1 i
t%R[V]H (ac, \2) — V(Z[,)y]‘(ac . S)MH/O (1—7)Ple vidr — 0, t — 0.

Furthermore, from the above estimate one can also show there exists a constant C' > 0 such that

t2 /R" Riy+1 <:1:, \%) f(z)dx

for £ € R" and t > 0. Again applying the Lebesgue dominanted convergence theorem, we obtain

t3 - Riyj+1 (:L', \%) f(z)dzx

which implies the desired estimate. [

2

_ 2 _ 2
e < CIfIR e

2
d§ =0,

lim 2l
t—o00 R”

Remark 4.1 Since

ol
o <[] k=0

we have just applied the Taylor theorem for a single-variable function in the proof of assertion (i).

The following lemma is a generalized version of the results obtained in [6] whose proof is
based on the double angle formulae and the Riemann-Lebesgue lemma.

Lemma 4.3

(i) Let n > 1 and let v satisfy (3.1). Then it follows that

. 2 1
|£|27€—t\§|2 sm(t\f\) d¢ > Wn x27+n—3€—:c2 dr t—%—w—i—l (4.6)
g[<1 4 \Jo

€]
for sufficiently large t;

(ii) Letn>1 and v > 0. Then it follows that

1
/€|<1 ‘5’2767”5'2 |cos(t[€])|? de¢ > %" (/0 2=l ,—a? dx) i W)

for sufficiently large t.

Remark 4.2 Here we also confirm the corresponding upper bounds to show their optimality. In
[1], condition (3.1) is essentially used to recover the integrability of sin(t|£])/|&| near & = 0.

1] If n > 1 and v satisfies (3.1), then it follows that

/ ‘5’276—t|§|2 Sin(ﬂ&’)
l€1<1

€]

2
‘ dg < / €272 gg
|€]<1

e+ i [ et ay
In|<vt

n \/i 2
= ew, (1 + )72 7T / VBT 4y
0

<C+t) 27 >0



[II] If n > 1 and vy > 0, one has
| 1P os(hel) dg < [ fefreel ag
1€1<1 l§1<1

<e(nE0 [ et ay
In|<v't

n \/Z 2
= ewn (1 —|—t)_2_7/ g leme 4y
0
<O(+t)727, t>0.

Proof of Lemma 4.3. Let n > 1 and ~ satisfy (3.1). Then we have

. 2 . 2
/ |£‘2'y€—t|§\2 Sln(t|£|) ‘ d¢ = t—%—*y—i—l / |77|2'y€—\17|2 Sln(\/ﬂﬁD dn
jel<1 €] Inl <V l
. 2
> t*%*’%#l / ‘77|2'y€f|n\2 Sm(\/ﬂUD dn
- Inl<1 n|

1
n_ 3 a2 .
= wpt™ 2 'YH/ z2H 307 gin?(Vix) da
0

Wn

1 1
=5 </ g2rtn—de-a’ da:) U I w;tg“/“/ g2rtn—de-a’ cos(2v/tz) dx
0 0

for t > 1. Assumption (3.1) assures that 277" 3¢=2" ¢ L(0,1) (see also [I] in Remark 4.2) and

the Riemann-Lebesgue lemma implies

1

tlim g2rtn—3e—a? cos(2V'tz) dz = 0.
—00 0

So we obtain assertion (i). Assertion (ii) can be proved similarly. [J

5 Proofs of main results

Proof of Theorem 3.1. If u; € L'(R™) with v satisfying (3.1), we see that

El(t&)a
[ ) [v] (7 (]
=D et + (Emf,f) e’f(tf))] {Zm[uﬂ’“(SH (aI(&)Zm[ul]’“(f))]
_k:O k=0 k=0 k=0
[ [
= Ze’f(t,é)) (Zm[uﬂ’“(&))
k=0 k=0

[] [ (]
+ ( e’f(t,o) (uﬁ(&) - m[uﬂ’“(f)) + (E1<t,f> - Ze’f(t,é)) (Zm[uﬂ’“@)
k=0 k=0 k=0 k=0
(] [
+ (El(tyf) - Ze’f(t@) ai(€) - Zm[uﬂ’“(ﬁ)) -
k=0

k=0



From (4.3), there exists a constant C' > 0 such that

[v] 6_@ [v]
> et <c G > e
k=0 =0
for t > 0 and £ € R" with || < 1. Thus we have
[] [7] |s|
>_et) ) (- Zm w* < Cllualhy Y ||HEF) e e 2
k=0 L2(je|<1) =0 L2(|¢1<1)
< Cluliy (146757372, =0,
with the aid of (4.4) and [I] in Remark 4.2. It follows from (4.1) that
[] [] b
Ey(t) = ei) ] | D mlua)* < Cllualypy(1+8t)~472,  t>0.
k=0 F=0 L2(jgl<1)
The last term is estimated by
(] (] R,
Ei(t) = et(t) | |ur =Y mlul]* < Cllurfiy(T+0)757 72, =0
h=0 F=0 L2(jgl<1)
Furthermore, one has
[v] []
Do) ] | Y mhul*(©)
k=0 k=0
(] -k _ [ [] '
=Y e (t.9) D mul©) |+ | e, €) mlui}’ () | -
k=0 j=0 k=1 j=ly]—k+1

If [y] = 0, then the second term of the right-hand side does not appear. So we consider the case
v > 1. In this case it follows from (4.3) that

(] [7] [ 5
j i1t
Z €]f(t) Z m[ul]J < CHUlHl[’Y]ZZ Z (t’£‘2>£’5‘k+] =5
k=1 j=[y]—k+1 L2(€]<1) k=1 =0 j=[y]—k+1 L2(Jgl<1)
n_ u
<Clulym@+)~s72,  t=0.
Thus we obtain (3. 2)
In order to prove (3.3), it suffices to check
[7] - D] . e
ulem[ul] =o(t 4 272), t — oo
k=0 L2(Je[<1)
We calculate
& & M —tel® M
e | [ ur =Y mlu)* <O |(He) H ur =y mlu]*
h=0 h=0 L2(Jg[<1) F=0 k=0 L2(j¢|<1)




[v] e [v]
< C’Zsup<ake_4) — | ay - Zm u1
h=0 L2(Jel<1)
12

_n_y.1 e 2 ol
SCt 4 ’2Y+2 Anw t;/an (:18%) U1(l‘)d:£

Recalling the proof of Lemma 4.2, there exists a constant C' > 0 such that

2
dn

_In?
e 2 | o n
W ‘tz /n R (x, ﬁ) ui(x) dx

for n € R™ and ¢ > 0. By a similar argument to the proof of (ii) in Lemma 4.2 with [I] in
Remark 4.2, the Lebesgue dominated convergence theorem yields

t;//an (g: \7}%) w1 (z) dz

So we obtain (3.3) and the proof is now complete. [J

2
oy _Inf?
< Clluallf [n[* e

|2

6

2
dn = 0.

li

The proof of Theorem 3.2 is similar to that of Theorem 3.1, which is simpler. Hence we omit
the proofs of (3.4) and (3.5).

Proof of Theorem 3.4. It follows from (3.3) with v =1 and (3.5) with v = 0 that

u(t) — T (t|£|) =la(t) — 2(H)mfuq]° a(t) — ¥ (H)mlug]°
(t </ n <>d> |, = tomiar| 2fue - dwmpar|
1 1 l—k A
>3 ek (ymlua] ' 7F + e (tymluo)® Z mlu;}?
k=0 L2(‘§|§1) k= j:0 L2(¢|<1)
_HE 0 0 !5\2
o(t)ug — eq(t)mlug]
2(lel<1) L2(¢]<1)
1
>3 e @ymu]' ™ + ed(t)ymluo)’ ot i) —o(t"T)—O(t"i72), t— oo
Pt L2(j¢|<1)

Here, the following estimate is just used:

2
H F <o [ PP a<car i, o0

L2(|§|<1) l€1<1

Recall that

:_,Z(/ sty o) e 5 D e L (] ) ) e S costl)

laf=1

t¢)?

cos(t[€]),

—
o~
I
S—
™
S—

[l
(S,
j~

o
~—
K
SN—
QL
K
N—
Q\
N



and so we have

1 2
> i) 4 eg(t, E)mlug]”
k=0 L2(¢]<1)
- —tlel? |; (1) d >sin(t|£|) o
/|5|§16 zC;l(/an ui(x) dx €] I3

2

s ([ mtorae) e coste) — ([ uate) e ) costi

. 2

_ Algle_tm? { Lzl (/Rn a%uy () dm) Sln(;{)ga]
([ @) er - ([ da:)] rcos<t|a>|2} ¢

Z;(/ — da:)Q/mSl —tlef? Smﬁsﬂf% g
vz Y </n1:ju1(:13)dx> (/nxkul(:r)d:p> /Ml e SIHEFD e (5.1)

1<j<k<n

Joa 5 (e e = ([ woterac) eostri) de.

Now we calculate the first term. For all j =1,...,n, it follows from (4.6) that
sin([¢])

ot e [ e
Aflﬂ €] G| /|<1

1
= 1/ 5 |2 —t¢|? Sm(t|f|)' d¢ > Wn </ gn—le—e’ dm) tz
n Jg<1 €] 4n \ Jo

for sufficiently large t.
We can ignore the second term on the right-hand side of (5.1). This is just because this term
never appears if n = 1, and it also holds that

/ —tle]?
\§|§1

when n > 2. So let us estimate the integral

= Pryep z—t\sl2 S 2
P [ (eE R e st

P 2 e
[ (=) e cost i
IS

sin(t[¢]) ‘ J
o | A

Sung{f‘ ’ éjf df 1 E;j <:k §;n’

0[3

=t

where
P; ::/ uj(x) dx, j=0,1.

12



If P, =0, then it follows from (4.7) that

1
I= Pg/ e P cos(¢[¢]) |2 dé > Pg% (/ v le=e’ dx> %, > 1.
|£1<1 0

Conversely, in the case Py = 0, from (4.7), one has

P22 n 1 n
1= [ e s e = P (Lot an) it s

Finally, we deal with the case P; # 0 and Py # 0. Let § > 0 be an arbitrary real number. Then,
one has

. P 2
IZFQ/ <1WF—RJ€4WW%WQWF®
5<Ini<20 \ 8

for t > 462 > 0. Now we choose

0:=4 M>0.

If |n| > 6, then
Lii}
8

So we can estimate I in two ways:

|P1

ﬁ\ﬁ\z > | Pl

Py
o = 7o) = Bl = ) =

I t_gPOQ/ €_|’7|2| cos(Vt|n|)|* dn
6<In|<26
20
“n </ gl d$> Pyt s,
4 \Js

n (P2
I>t7% (1) / [nl*e ™1 cos(v/Eln])|? dn

w 20 2 n
> — / 2" B3e™ dr | PEt 2,
1024 \ J;

for sufficiently large ¢ > 462. Therefore we obtain the desired statement of Theorem 3.4. O
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