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Chapter 1

Introduction

1.1 Background

1.1.1 Stereo Vision
Stereo vision is a range-sensing technique for distant real-world scenes using multi-

ple images observed at different viewpoints with triangulation, and many stereo matching

algorithms have been reported for stereo disparity map estimation [1–8]; they are clas-

sified into (1) global algorithms to perform global optimization for the whole image to

estimate the disparity of every pixel with numerical methods [9–14], and (2) local algo-

rithms with window-based matching that only requires local image features in a finite-

size window when computing disparity at a given point with the winner-take-all strat-

egy [15–21]. Compared with accurate but time-consuming global algorithms, local algo-

rithms are much less time-consuming in estimating disparity maps, and therefore many

real-time stereo systems capable of executing local algorithms have been reported, such as

Graphic Processing Unit (GPU)-based stereo matching [22–26] and Field Programmable

Gate Array (FPGA)-based embedded systems [27–30].

Typical stereo vision system is made up of two cameras with synchronization to

capture stereo images just like human eyes. Depth information can be extracted by exam-

ining the relative positions of scene in the two image panels by comparing information

from two vantage points, The difference between two images for the same target is called

as disparity map, which encodes the difference in horizontal coordinates of correspond-

ing image points. The baseline of these systems are always fixed and short, because it is

1



2 CHAPTER 1. INTRODUCTION

difficult to conect two or more cameras for synchronization. Therefore, the field of view

is limited and it can not be used as the active vision system to track or capture moving

object.

For a wider field of view in stereo measurement without decreasing resolution,

many active stereo systems that mount cameras on pan-tilt mechanisms have been re-

ported [31–34]; they are classified into (1) multiple cameras on a single pan-tilt mecha-

nism; and (2) multiple pan-tilt cameras, on which each camera has its pan-tilt mechanism.

In the former approach, the relative geometrical relationship between cameras are fixed

on the common pan-tilt mechanism in a way that the camera parameters can be easily

calibrated for stereo measurement; its measurable range in depth is limited because the

vergence angle between cameras is fixed. The latter approach can expand the measurable

range in the depth direction, as well as those in the pan and tilt directions, because the ver-

gence angle between cameras can be freely controlled; the camera parameters should be

calibrated for accurate stereo measurement frame by frame according to the time-varying

vergence angle in stereo tracking.

With the recent spread of distributed camera networks for wide-area video surveil-

lance, many studies that concern on gaze control [35–37], camera calibration [38–43],

and image rectification in stereo matching [44, 45], for the latter approach, have been

reported for stereo tracking using multiple PTZ (pan-tilt-zoom) cameras located at dif-

ferent sites. However, These systems using two or multiple pan-tilt cameras are difficult

to switch their viewpoints quickly and are high cost using multiple cameras or mecha-

nisms. The pros and cons of the stereo vision techniques and the active stereo systems are

summarized in Table 1.1.

1.1.2 Monocular Stereo Vision System
Monocular stereo vision means that stereo vision images are obtained using only

one camera. Monocular stereo system has the advantages of only one camera used as mul-

tiple virtual cameras. Many monocular stereo methods using a single camera have been

proposed to reduce the complexity in calibration of camera parameters and synchroniza-



1.1 BACKGROUND 3

Table 1.1: Pros and cons of stereo vision techniques and active stereo systems.
Stereo Vision Techniques Active Stereo Systems

classification local methods [15–21] global methods [9–14] single pan-tilt
mechanism
[31, 34]

multiple pan-tilt
mechanisms
[32, 33]

self-calibration [41, 43, 44]
Pros: automatic parameter acquisition
Cons: complex theory and control

direct calibration (eg. Zhang’s method [46]) LUT-based calibration [33, 38]
calibration Pros: high calibration precision Pros: on-line parameter acquisition

Cons: suitable for fixed stereo system Cons: complex preprocessing for LUT
feature-based calibration [39, 40, 42]

Pros: parameters from image features
Cons: time-consuming and imprecise

advantages
efficient for stereo
matching and less
time-consuming

accurate matching
particularly for
ambiguous
regions

easy stereo
calibration and gaze
control

flexible views and
extensive depth
range

disadvantages sensitive to locally
ambiguous regions very time-consuming fixed baseline and

limited depth range

real-time stereo
calibration and
complex gaze
control

tion of camera shutter timings when using multiple cameras, These systems have been

proposed mainly using catadioptric system or other mechanism. A simpler approach to

realize stereo vision by only one camera is to capture two or more images from different

veiws at different time by moving the single camera [47, 49]. Another common way is to

use catadioptric system such as planar mirrors [53, 54], convex mirrors [67, 68], bi-prism

mirrors [61, 62], rotation mirrors and so on. The former is called motion stereo and the

later is called catadioptric stereo. Other methods including image layering stereo by using

lens aperture, coded aperture or micro lens array are also proposed.

Motion stereo can freely set the baseline width and vergence angle between virtual

cameras at different timings for accurate stereo measurement, whereas it is limited to

measuring stationary scenes due to the synchronization error caused by the delay time

among multiple images. Image-layering stereo requires a decoding process to extract

multi-view data from a single image; it is limited in accuracy due to the very narrow

baseline width of stereo measurement on their designed apertures. Corresponding to the

number of viewpoints, catadioptric stereo has to divide the cameras field of view into
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smaller fields for multi-view, whereas it can provide a relatively long baseline width and

large vergence angle between mirrored virtual cameras for accurate stereo measurement.

However, these stereo systems have not been used as an active stereo to switch quickly

and expand the field of view for wide-area surveillance.

1.1.3 High-speed Catadioptric Vision
For both typical stereo vision system and monocular stereo vision systems, the vi-

sion device is one of the most importance parts for capturing stereo pairs. many kinds of

vision systems have been applied to various fields, such as multimedia, industrial inspec-

tion, three-dimensional reconstruction, traffic system, and so on. Most of conventional

vision systems with standard video signals are designed on the basis of the characteristics

of the human eye, which implies that the processing speed of these systems is limited

to the recognition speed of human eye. Therefore, various high-speed vision systems

that can operate at sound-level frame rate have been developed for various hyper-human

applications.

The key issue of high speed vision is the transmission speed from photo-detectors

(PD) to processing elements (PE). To accelerate the transmission speed, vision chips or

FPGAs have been developed and execute real-time processes at a rate of 1000 fps or more

by integrating sensors and processors compactly. Bernard et al. proposed an on-chip ar-

ray of bare Boolean processors with half toning facilities and developed a 65×76 Boolean

retina on a 50 mm2 CMOS 2 µm circuit for the imager of an artificial retina [69]. Ek-

lund et al. verified the near-sensor image processing (NSIP) concept, which describes a

method to implement a two-dimensional (2-D) image sensor array with processing capac-

ity in every pixel, and have fabricated and measured a 32×32 pixels NSIP [70]. Ishikawa

et al. have developed a COMS vision chip for 1ms image processing and proposed the

S3PE(simple and smart sensory processing elements) vision chip architecture with each

PE connected to a PD without scanning circuits [71, 72]. Komuro et al. proposed a dy-

namically reconfigurable single-instruction multiple-data (SIMD) processor for a vision

chip and developed a prototype vision chip based on their proposed architecture, which
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has 64×64 pixels in a 5.4 mm 5.4 mm area fabricated using the 0.35 µm TLM CMOS

process [73]. Ishii et al. proposed a new vision chip architecture specialized for target

tracking and recognition, and developed a prototype vision chip using 0.35 µm CMOS

DLP/TLM(3LM) process [74].

Many real-time HFR-vision systems that can process images at hundreds of frames

per second or more have been made by implementing image processing algorithms using

parallel processing circuits on a field-programmable gate array (FPGA) board that is di-

rectly connected to an HFR camera head. Hirai et al. developed an flexibility FPGA-based

vision system using the logic circuit to implement the image algorithm [75]. Watanabe

et al. developed a high-speed vision system for real-time shape measurement of a mov-

ing/deforming object at a rate of 955 f ps (256×256 resolution) [76]. Ishii et al. devel-

oped a high-resolution high-speed vision platform, H3(Hiroshima Hyper Human) Vision,

which can simultaneously process a 1024×1024 pixels image at 1000 f ps and a 256×256

pixels image at 10000 f ps by implementing image processing algorithms as hardware

logic on a dedicated FPGA board [77]. In the latest two years, Ishii et al. developed a

high-speed vision system called IDP Express, as shown in Figure 1.1., which can execute

real-time image processing at a rate from 2000 f ps (512×512 resolution) to 10000 f ps

(512×96 resolution), and high frame rate video recording simultaneously [78].

Some real-time monocular stereo vision systems can be obtained by combining

high-speed vision and catadioptric system. For the fixed catadioptric system, the image

resolution is reduced as half of original resolution because the wo images are acquired

for stereo. For rotating mirror based monocular stereo system, the image resolution is

integrated. However, these rotating mirrors move slowly because it is difficult to drive

these heavy mirrors. The mirror galvanometer, however, can drive and switch mirrors

quickly.

In general, high-speed mirror galvanometers are employed in laser light shows to

move the laser beams and produce colorful geometric patterns in fog around the audience.

Such high speed mirror galvanometers have proved to be indispensable in industry for

laser marking systems for everything from laser etching hand tools, containers, and parts

to batch-coding semiconductor wafers in semiconductor device fabrication. nowadays,
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Compact High-speed 
Camera Heads

IDP Express Board

Personal Computer

images

512 x 512 pixels
@2000fps x 2

FPGA1
FPGA2

images features commands

FPGA1 
* Camera I/F

* Noise reduction

* PCI Express bus I/F

PCI-Express

* Image capture

FPGA2
* User-specific

image processing

* Data processing

* High-frame-rate
video recording

* Visualization

(a) configuration of IDP Express vision system

Compact High-speed 
Camera Head IDP Express Board

(b) photo of IDP Express vision system

Figure 1.1: IDP Express high-speed imaging system

many systems based on high-speed mirror galvanometers are proposed for object tracking

by combining high-speed vision.

1.2 Outline of Thesis
This thesis is organized as 7 Chapters including this introduction.

Chapter 2 summarizes related works on monocular stereo vision using catadioptric

system, 3-D motion tracking methods, and wide baseline stereo vision system.

In Chapter 3, I proposed the concept of monocular stereo active vision system based

on the high speed vision and ultrafast pan-tilt mirror system for 3-D shape measurement

and real-time marker based 3-D motion capturing. Besides, a concept of wide baseline
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monocular stereo system is also proposed.

In Chapter 4, monocular stereo measurement system based on high-speed catadiop-

tric device is proposed to track the target and obtain the stereo pairs at the same time.

In Chapter 5, marker based real-time 3-D motion tracking method is introduced by 

using the monocular catadioptric stereo system.

In Chapter 6, a novel monocular wide baseline stereo measurement system is pro-

posed to realize wide baseline stereo even in limited indoor environment.

Chapter 7, the final chapter, summarizes the contributions of this study and also 

discusses the future work.
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Chapter 2

Related Works

2.1 Monocular Stereo Measurement
Monocular stereo vision system can be classified into (1) motion stereo that cal-

culates range information from multiple images captured at different timings [47–49];

(2) image layering stereo that incorporates multi-view information in a single image via a

single-lens aperture [50] and coded aperture [51,52]; and (3) catadioptric stereo for which

a single image involves mirror-reflected multi-view data; the camera’s field of view is di-

vided either by a single planar mirror [53, 54], two or three planar mirrors [55–57], four

planar mirrors [58, 60], bi-prism mirrors [61, 62], or convex mirrors [63–68].

Considering camera calibration and stereo rectification [79, 80], several real-time

catadioptric stereo systems have also been developed [81–86]. However, most catadiop-

tric stereo systems have not been used for an active stereo to expand the field of view

and baseline distance. This is because catadioptric stereo systems involving large mir-

rors are too heavy to quickly change their orientations, and it is difficult to control the

pan and tilt angles of mirrored virtual cameras independently. Monocular stereo systems

that can quickly switch their viewpoints with dynamic changing apertures, such as a pro-

grammable iris with a liquid crystal device [87] and multiple pinhole apertures with a

rotating slit [88], also have been reported as expansions of an image-layering stereo with

designed apertures, whereas they have not considered an active stereo for a wide field of

view due to a very narrow baseline stereo measurement.

9
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2.2 Three-Dimensional Motion Tracking
Motion tracking [89, 90] is an important technique in computer vision for captur-

ing and analyzing the movements of objects, and motion capture systems have been used

widely in many application areas such as entertainment [91–93], surveillance [94, 95],

human interfaces [96, 97], and robotics [98, 99]. Vision-based motion capture systems

are mainly categorized as marker-based systems that use passive retroreflective mark-

ers [100–102] or LED markers [103, 104], and markerless systems where motion esti-

mation employs object kinematic models [105, 106]. Many real-time marker-based mo-

tion capture systems that operate at hundreds or thousands of frames per second (fps)

have been already developed in order to rapidly capture the motions of objects in real

time [107, 108]. During marker-based motion capture, image processing is employed to

extract the regions with markers and calculate their positions in images, which is much

less time-consuming than marker-less motion capture.

Most motion capture systems employ multiple cameras at fixed locations to ob-

tain the three-dimensional (3-D) positions of the markers via triangulation using multiple

images with different views. However, the control and management of these systems be-

comes more complex and costly as the number of cameras increases in order to obtain

a wider view field without decreasing the resolution especially when multiple moving

objects should be independently tracked and captured for accurate stereo measurement.

Besides, for multiple target objects it is hard to track and capture their 3D motions in-

dependently. 3-D motion capture could be executed to obtain a wider view field without

increasing the number of cameras if we can mechanically track moving objects for obser-

vation in the view fields of cameras in order to capture different views for triangulation.

For monocular stereo measurement, Hu et al. [109] had developed a catadioptric stereo

tracking system that can function as a single pair of virtual left and right pan-tilt tracking

cameras by switching hundreds of different views in a second, whereas it had been limited

in offline monocular stereo measurement for a single moving object.

Many high-speed vision systems have been developed for capturing and process-

ing images in real time at hundreds or more fps in order to track fast-moving objects
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[77, 78, 110]. High frame-rate image processing accelerated by field-programmable gate

arrays (FPGAs) and graphic processing units has been reported for applications in op-

tical flow [111], multi-object tracking [112], and face tracking [113]. The effectiveness

of high-speed vision has been demonstrated in tracking applications such as robot-hand

grasping [114], drone tracking [115, 116], cell analysis in microchannels [117, 118], and

vibration analysis [119]. However, in contrast to the accelerated sensor and computing

based on these tracking systems, the actuator cannot be accelerated sufficiently so the

tracking control requires dozens of fps for convergence. Recently, a mirror-drive ac-

tive vision system [120] was developed that uses galvanomirrors with accelerated pan-tilt

actuators to achieve ultrafast gaze control for tracking fast-moving objects, and it can

function as a virtual multi-pan and tilt camera [121] to observe different views in one

second. The installation and management costs would be reduced greatly in many 3-D

tracking applications with a wider view of field if a single ultrafast tracking system can

simultaneously track the same object in multiple images with different views for stereo

measurement instead of multi-camera stereo.

2.3 Wide Baseline Stereo Vision System
Stereo vision techniques have been widely used in many robotic vision applications

to extract depth information. Classical stereo vision system which is made up of two par-

allel placed cameras with short baseline has been studied widely [122]. Unlike short base-

line stereo techniques, wide baseline stereo can yield more accurate depth estimates and

tolerate a large change in viewpoint between the images [123, 124]. Most studies about

wide baseline stereo have mainly focused on epipolar geometry [125], stereo matching

algorithms [126] and synchronization between cameras [127]. However, these studies are

almost based on two or more real-camera systems, which have the problems of connecting

and adjusting two cameras and are impossible to make the wide baseline stereo system in

limited space.

Monocular stereo system in contrast has the advantages of easier setting and con-

trolling the baseline, because that of the virtual cameras. Many monocular stereo systems
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have been presented such as motion stereo, image layering stereo, catadioptric stereo and

so on. However, the baselines of these systems are almost short distance and difficult to

adjust. Hu et al. [109] had summarized these different kinds of monocular stereo mea-

surement systems and proposed an adjustable baseline monocular stereo system for both

stereo measurement and multiple targets stereo tracking [128]. However, drawbacks such

as limited baseline and additional illumination still remain. We designed the new cata-

dioptric system to make the stereo baseline wider and make it possible to work without

additional illumination.



Chapter 3

Concept

3.1 Active Monocular Stereo Measurement
This section describes our concept of catadioptric stereo tracking on an ultrafast

mirror-drive active vision system that can perform as two virtual pan-tilt cameras for

left and right-side views by frame-by-frame switching the direction of the mirrors on

the active vision system. Figure 3.1 shows the concept of catadioptric stereo tracking.

Our catadioptric stereo tracking system consists of a mirror-based ultrafast active vision

system and a catadioptric mirror system. The former consists of a high-speed vision

system that can capture and process images in real time at a high frame rate, and a pan-

tilt mirror system for ultrafast gaze control. It can be unified as an integrated pan-tilt

camera and its complexity in system management is similar to those of standard PTZ

cameras, which are commonly used in video surveillance applications. Figure 3.1 shows

a catadioptric mirror system consisting of multiple planar mirrors on the left and right

sides, and a pan-tilt mirror system installed in front of the lens of the high-speed vision

system to switch between left- and right-side views by alternating the direction of its

mirrors. The images on the side of the left-side mirror and the left half of the angle mirror

are captured as the left-view images, and those on the side of the right-side mirror and the

right half of the angle mirror are captured as the right-view images.

Originating from multithreaded processing in which threads conducting tasks are

simultaneously running on a computer using the time-sharing approach, our catadioptric

stereo tracking method extends the concept of multithread gaze control to the pan-tilt

13
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Figure 3.1: Catadioptric stereo tracking with multithread gaze control.

camera by parallelizing a series of operation with video-shooting, processing, and gaze

control into time-division thread processes with a fine temporal granularity to realize mul-

tiple virtual pan-tilt cameras on a single active vision system. The following conditions

are required so that a single active vision system with multithread gaze control has a

potency equivalent to that of left and right pan-tilt cameras for accurate and high-speed

stereo tracking with sufficient large parallax.

(1) Acceleration of video-shooting and processing

When left and right virtual pan-tilt cameras are shooting at the rate of dozens or

hundreds of frames per second for tracking fast-moving objects in 3D scenes, the frame

capturing and processing rate of an actual single vision system must be accelerated at a

rate of several hundreds or thousands of frames per second to perform the video-shooting,

processing, and tracking for left and right-view images of the virtual pan-tilt cameras.

(2) Acceleration of gaze control

To control the gaze of every frame independently, high-speed gaze control must en-



3.1 ACTIVE MONOCULAR STEREO MEASUREMENT 15

sure that a given frame does not affect the next frame. Corresponding to the acceleration of

video-shooting and processing at a rate of several hundreds of frames per second, the tem-

poral granularity of the time-division thread gaze control processes must be minimized

at the millisecond level, and a high-speed actuator that has a frequency characteristic of a

few kHz is required for acceleration of gaze control.

Compared with catadioptric systems with a fixed camera, catadioptric stereo track-

ing has the advantage of being able to mechanically track a target object as active stereo

while zooming in the fields of views of virtual left and right pan-tilt cameras; multithread

gaze control enables zoom-in tracking when the target is moving in the depth direction by

controlling the vergence angle between two virtual pan-tilt cameras as well as when the

target moves in the left-right or up-down direction. In catadioptric stereo tracking, cor-

respondences among left and right-view images can be easily established because their

camera internal parameters, such as focal length, gain, and exposure time, are the same in

virtual left and right pan-tilt cameras, whose lens and image sensors are perfectly matched

due to differences in their cameras’ internal parameters.

The catadioptric mirror system in catadioptric stereo tracking can be designed flexi-

bly in accordance with the requirements of its practical applications. Moreover, catadiop-

tric stereo tracking has the following advantages over active stereo systems with mul-

tiple PTZ cameras: (1) space-saving installation that enables stereo measurement in a

small space, where multiple PTZ cameras cannot be installed; (2) easy expandability for

multi-view stereo measurement with a large number of mirrors; and (3) stereo measure-

ment with arbitrary disparity without any electrical connection that enables precise long-

distance 3D sensing. Figure 3.2 illustrates the configuration examples of the catadioptric

mirror systems, referring to the practical applications of catadioptric stereo tracking: (a)

precise 3D digital archiving/video logging for fast-moving small objects and creatures;

(b) 3D human tracking without a dead angle, which functions as a large number of vir-

tual pan-tilt cameras by utilizing multiple mirrors embedded in the real environment; and

(c) remote surveillance for a large-scale structure with left and right mirrors at a distant

location that requires a large disparity of dozens or hundreds of meters for precise 3D

sensing. In this study, the catadioptric mirror system used in the experiments detailed in
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Figure 3.2: Configuration examples of catadioptric mirror systems, referring to
practical applications of catadioptric stereo tracking: (a) precise 3-D digital archiv-
ing or 3-D video logging; (b) 3-D human tracking without dead angle; (c) remote
monitoring for a large-scale structure.

Section 4.4 was set up for a short-distance measurement to verify the performance of our

catadioptric stereo tracking system in a desktop environment, corresponding to precise

3D digital archiving for fast-moving small objects.

Catadioptric stereo tracking has disadvantages: (1) inefficient use of incident light,

owing to the small-size pan-tilt mirror, which is designed for ultrafast switching of view-

points; and (2) synchronization errors in stereo measurement of moving targets, due to

the delay time between virtual left and right-view images captured at different timings.

These synchronization errors in catadioptric stereo tracking can be reduced by acceler-

ating alternative switching of left and right views with multithreaded gaze control with

a temporal granularity at the millisecond level. The pros and cons of the catadioptric

systems with fixed mirrors, fixed camera systems, and our catadioptric stereo tracking

system are summarized in Table 3.1.

3.2 Real-time Monocular Three-Dimensional Multiple

Targets Motion Tracking
In this study, we extended a real-time monocular 3-D tracking system for multiple

moving objects based on a catadioptric stereo tracking system with multithread active
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Table 3.1: Pros and cons of catadioptric stereo systems, fixed camera systems, and
catadioptric stereo tracking system.

Catadioptric Systems Fixed Camera Systems Catadioptric Stereo
Tracking System

planar mirror [53–58, 60, 81] lens aperture
based [50, 87, 88], coded
aperture based [51, 52]

classification bi-prism mirror [61, 62] our proposed method
convex mirror [63–68, 82–86]

advantages

multi-view/wide field of
view (convex)/no
synchronization
error/single camera

compact structure/rapid
viewpoint-switching/easy
calibration/single camera

active stereo/full image
resolution/multi-view
tracking/single camera

disadvantages

image distortion
(convex)/half image
resolution (planar or
bi-prism)/inactive stereo

narrow baseline/limited
field of
view/synchronization
errors/inactive stereo

insufficient incident
light/synchronization
errors/complex stereo
calibration.

vision, which we proposed as an offline monocular stereo measurement method for a

single moving object in a previous study [109]. Figure 3.3 illustrates the concept of

multiple virtual stereo tracking cameras employed by this system.

We use an ultrafast active vision system comprising a high-speed vision system for

image acquisition and processing at a high frame rate, a pan-tilt galvanomirror system for

ultrafast gaze control, and a catadioptric mirror system with a pair of planar mirrors on the

left and right sides. This system can serve as virtual left and right pan-tilt tracking cam-

eras to capture the same scene from different views for triangulation by frame-by-frame

viewpoint switching in the pan and tilt directions. By accelerating gaze control as well

as video-shooting and processing, multithread gaze control parallelizes a series of opera-

tion comprising video shooting, processing, and gaze control into time-division processes

with a fine temporal granularity, thereby providing multiple pairs of left and right pan-tilt

tracking cameras with different views via a catadioptric mirror system on a single active

vision system for monocular stereo measurement for multiple moving objects.

Compared with catadioptric systems with a fixed camera, catadioptric stereo track-

ing has the advantage of obtaining accurate stereo measurements by tracking multiple

target objects as active stereo while zooming in on the fields of views observed by multi-

ple pairs of virtual left and right pan-tilt cameras. However, catadioptric stereo tracking

has the disadvantage of synchronization errors when obtaining stereo measurements of
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Figure 3.3: Catadioptric 3-D motion tracking with multithread gaze control for
multiple virtual stereo tracking cameras.

moving target objects due to the time difference when capturing the virtual left- and right-

view images.

3.3 Monocular Wide Baseline Stereo Vision System
The concept of proposed wide baseline monocular catadioptric stereo system is

based on an ultrafast pan-and-tilt mirror device that can switch hundreds of different views

in one second to make two virtual pan-tilt cameras for stereo pairs capturing. Figure 3.4

illustrates the concept of proposed monocular wide baseline stereo vision system includ-

ing a high-speed vision system, pan-tilt mirror system for ultrafast gaze control, and a

catadioptric mirror system consisting two plane mirrors. The pan-tilt mirror device is

installed in front of the lens of the high-speed vision system to switch left and right-

side view directions to the two side-mirrors alternately. Two virtual cameras with wider

baseline can be obtained and images of each virtual camera are captured frame by frame
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Figure 3.4: Concept of proposed monocular wide baseline stereo measurement sys-
tem.

alternately according to the multithread time division control of pan and tilt mirrors.
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Chapter 4

Monocular Stereo Measurement Using

High-Speed Catadioptric Tracking

4.1 Introduction
In this chapter, we implement a monocular stereo tracking system that expands on

a concept of catadioptric stereo with a relatively long-width baseline to an active stereo

that can control the pan and tilt directions of mirrored virtual cameras for the wider field

of view, and develop a mirror-based ultrafast active vision system with a catadioptric

mirror system that enables a frame-by-frame viewpoint switching of pan and tilt controls

of mirrored virtual tracking cameras at hundreds of frames per second.

4.2 Geometry of Catadioptric Stereo Tracking
This section describes the geometry of a catadioptric stereo tracking system that

uses a pan-tilt mirror system with a single perspective camera and a catadioptric mirror

system with four planar mirrors as illustrated in Figure 3.1, and derives the locations and

orientations of virtual left and right pan-tilt cameras for triangulation in active stereo for

time-varying 3D scenes.

21
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Figure 4.1: Geometries of the pan-tilt mirror system and the catadioptric mirror
system: (a) pan-tilt mirror; (b) catadioptric mirror.

4.2.1 Geometrical Definitions
4.2.1.1 Pan-Tilt Mirror System

The pan-tilt mirror system assumed in this study has two movable mirrors in the pan

and tilt directions: pan mirror and tilt mirror. Figure 4.1a shows the xy-view and yz-view

of the geometrical configuration of the pan-tilt mirror system with a perspective camera;

the xyz-coordinate system is set so that the x-axis corresponds to the optical axis of the

camera, the y-axis corresponds to the line between the center points of the pan mirror

and tilt mirror. The depth direction in stereo measurement corresponds to the z-direction.

The center of the pan mirror (mirror 1) is set to a1 = (0, 0, 0)T , which is the origin of the

xyz-coordinate system. The pan mirror can rotate around the z-axis, and its normal vector

is given as n1 = (− cos θ1, sin θ1, 0)T . The center of the tilt mirror (mirror 2) is located at

a2 = (0, d, 0)T , where its distance from that of the pan mirror is represented by d. The tilt

mirror can rotate around a straight line parallel to the x-axis at a distance d, and its normal

vector is given as n2 = (0,− sin θ2, cos θ2)T . θ1 and θ2 indicate the pan and tilt angles of

the pan-tilt mirror system, respectively. The optical center of the perspective camera is

set to p1 = (−l, 0, 0)T , where its distance from the center of the pan mirror is represented

by l.
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4.2.1.2 Catadioptric Mirror System

The catadioptric mirror system with four planar mirrors is installed in front of the

pan-tilt mirror so that all the planar mirrors are parallel to the y-axis. Figure 4.1b shows

the xz-view of its geometry. The locations of mirrors 3 and 4 for the left-side view

and mirrors 5 and 6 for the right-side view are given. The normal vectors of the mir-

ror planes i(= 3, 4, 5, 6) are given as n3 = (sin θ3, 0, cos θ3)T , n4 = (− cos θ4, 0,− sin θ4)T ,

n5 = (cos θ5, 0,− sin θ5)T , and n6 = (− sin θ6, 0, cos θ6)T , respectively. As illustrated in

Figure 4.1b, θ3 and θ6 are the angles formed by the xy-plane and the planes of mirrors 3

and 6, respectively; θ4 and θ5 are those formed by the yz-plane and the planes of mirrors

4 and 5, respectively. A pair of mirrors 3 and 6 at the outside are located symmetri-

cally with the yz-plane as well as a pair of mirrors 4 and 5 at the inside; θ3 = θ6 and

θ4 = θ5. The planes of mirrors 4 and 5, and those of mirrors 3 and 6 are crossed on the

yz-plane, respectively; their crossed lines pass through the points a4 = (0, d,m)(= a5) and

a3 = (0, d, n)(= a6) in front of or behind the center of the tilt mirror, respectively.

4.2.2 Camera Parameters of Virtual Pan-Tilt Cameras
4.2.2.1 Mirror Reflection

The camera parameters of a virtual pan-tilt camera, whose optical path is reflected

on a pan-tilt mirror system and a catadioptric mirror system multiple times, can be de-

scribed by considering the relationship between the real camera and its virtual camera,

reflected by a planar mirror as illustrated in Figure 4.2. The optical center of the real

camera is given as pi, and it is assumed that the mirror plane, whose normal vector is

ni, involves the point ai. The optical center of the mirrored virtual camera pi+1, which is

the reflection of the real camera view on the mirror plane, can be expressed with a 4 × 4

homogeneous transformation matrix Pi as follows:

 pi+1

1

 = Pi

 pi

1

 =

 I − 2ninT
i 2(ninT

i )ai

0 1


 pi

1

 , (4.1)

where I is the 3 × 3 identity matrix.
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Figure 4.2: Relationship between real camera and its virtual camera reflected by a
planar mirror.

4.2.2.2 Pan-Tilt Mirror System

Using the geometric parameters of the pan-tilt mirror system as defined in Section

4.2.1.1, the optical center of the virtual camera ppt, which is reflected by its pan and tilt

mirrors, can be expressed with reflection transformation as follows:

 ppt

1

 = P2 P1

 p1

1

 = P2 P1



−l

0

0

1


, (4.2)

where

P1 =



− cos 2θ1 sin 2θ1 0 0

sin 2θ1 cos 2θ1 0 0

0 0 1 0

0 0 0 1


, P2 =



1 0 0 0

0 cos 2θ2 sin 2θ2 d(1−cos 2θ2)

0 sin 2θ2 − cos 2θ2 −d sin 2θ2

0 0 0 1


.(4.3)

Considering q1 = (1, 0, 0)T , the optical center of the virtual camera ppt and the

direction of its optical axis qpt can be derived from Equations (4.2) and (4.3), as the
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following functions of the pan and tilt angles θ1 and θ2,

ppt(θ1, θ2) =


l cos 2θ1

−(l sin 2θ1 + d) cos 2θ2 + d

−(l sin 2θ1 + d) sin 2θ2

 , qpt(θ1, θ2) =


− cos 2θ1

sin 2θ1 cos 2θ2

sin 2θ1 sin 2θ2

 . (4.4)

4.2.2.3 Catadioptric Mirror System

In the catadioptric mirror system, the pan angle of the pan-tilt mirror system deter-

mines whether the camera gazes the left view via mirrors 3 and 4 or the right view via

mirror 5 and 6.

When the virtual pan-tilt camera gazes the left view, the optical center of the virtual

pan-tilt camera after the mirror reflections of the catadioptric mirror system, pL, can be

expressed by using its geometric parameters described in Section 4.2.1.2 as follows:

 pL

1

 = P3 P4

 ppt

1

 = P3 P4 P2 P1

 p1

1

 , (4.5)

where

P3 =



cos 2θ3 0 − sin 2θ3 n sin 2θ3

0 1 0 0

− sin 2θ3 0 − cos 2θ3 n(1+cos 2θ3)

0 0 0 1


, P4 =



− cos 2θ4 0 − sin 2θ4 m sin 2θ4

0 1 0 0

− sin 2θ4 0 cos 2θ4 m(1−cos 2θ4)

0 0 0 1


.(4.6)

Thus, the optical center of the virtual left pan-tilt camera pL and the direction of its

optical axis qL can be derived from Equations (4.4) and (4.6) as follows:

pL =


−C34l cos 2θ1+S 34(l sin 2θ1+d) sin 2θ2+E

−(l sin 2θ1+d) cos 2θ2+d

S 34l cos 2θ1+C34(l sin 2θ1+d) sin 2θ2+F

, qL =


C34 cos 2θ1 − S 34 sin 2θ1 sin 2θ2

sin 2θ1 cos 2θ2

−S 34 cos 2θ1 − S 34 sin 2θ1 sin 2θ2

 ,(4.7)

where C34, S 34, E, and F are constants, which are determined by the parameters of the
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catadioptric mirror system as follows:

C34 = cos 2(θ3 + θ4), S 34 = sin 2(θ3 + θ4), (4.8)

E = m(− sin 2θ3 + S 34) + n sin 2θ3, F = −m(cos 2θ3 −C34) + n(1 + cos 2θ3).(4.9)

In a similar manner as the left view via mirrors 3 and 4, the optical center of the

virtual pan-tilt camera when the virtual pan-tilt camera gazes the right view via mirrors 5

and 6, pR, can be expressed by as follows:

 pR

1

 = P6 P5

 ppt

1

 = P6 P5 P2 P1

 p1

1

 , (4.10)

where

P5 =



− cos 2θ5 0 sin 2θ5 −m sin 2θ5

0 1 0 0

sin 2θ5 0 cos 2θ5 m(1−cos 2θ5)

0 0 0 1


, P6 =



cos 2θ6 0 sin 2θ6 −n sin 2θ6

0 1 0 0

sin 2θ6 0 − cos 2θ6 n(1+cos 2θ6)

0 0 0 1


.(4.11)

Considering that the mirrors are symmetrically located with the yz-plane (θ6 = θ3,

θ5 = θ4), the optical center of the virtual right pan-tilt camera pR and the direction of its

optical axis qR can be derived as follows:

pR=


−C34l cos 2θ1−S 34(l sin 2θ1+d) sin 2θ2−E

−(l sin 2θ1+d) cos 2θ2+d

−S 34l cos 2θ1+C34(l sin 2θ1+d) sin 2θ2+F

, qR =


C34 cos 2θ1+S 34 sin 2θ1 sin 2θ2

sin 2θ1 cos 2θ2

S 34 cos 2θ1−C34 sin 2θ1 sin 2θ2

 .(4.12)

In our catadioptric stereo tracking, the optical centers and the directions of the op-

tical axes of the virtual left and right pan-tilt cameras are controlled so that the apparent

target positions on their image sensor planes, uL = (uL, vL) and uR = (uR, vR), are tracked

in the view fields of the virtual left and right pan-tilt cameras, respectively.
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Figure 4.3: Overview of catadioptric stereo tracking system.

4.3 Monocular Catadioptric Stereo Tracking System
4.3.1 System Configuration

We developed a catadioptric stereo tracking system, designed for multithreaded

gaze control for switching left and right viewpoints frame-by-frame to capture a pair of

stereo images for fast-moving objects in 3D scenes. The system consists of a high-speed

vision platform (IDP Express) [78], a pan-tilt galvano-mirror (6210H, Cambridge Tech-

nology Inc., Bedford, MA, USA), a right-angle mirror and two flat mirrors on the left and

right sides, and a personal computer (PC) (Windows 7 Enterprise 64-bit OS (Microsoft,

Redmond, WA, USA); ASUS P6T7 WS SuperComputer motherboard (ASUS, Taiwan,

China); Intel Core (TM) i7 3.20-GHz CPU, 6 GB memory (Intel, Santa Clara, CA, USA)).

A D/A board (PEX-340416, Interface Inc., Hiroshima, Japan) is used to send control sig-

nals to the galvano-mirror and an A/D board (PEX-321216, Interface Inc., Hiroshima,

Japan) is used to collect the sensor signals of the pan and tilt angles of the galvano-mirror.

Figure 4.3 provides an overview of our developed catadioptric stereo tracking system.
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The high-speed vision platform IDP Express (R2000, Photron, Tokyo, Japan) con-

sists of a compact camera head and an FPGA image processing board (IDP Express

board). The camera head has a Complementary Metal Oxide Semiconductor (CMOS)

image sensor (C-MOS, Photron, Tokyo, Japan) of 512×512 pixels, with a sensor size and

pixel size of 5.12 × 5.12 mm and 10 × 10 m, respectively. The camera head can capture 8-

bit RGB (Red, Green, Blue) images of 512 × 512 pixels at 2000 fps with a Bayer filter on

its image sensor. A f = 50 mm CCTV (Closed Circuit Television) lens is attached to the

camera head. The IDP Express board was designed for high-speed video processing and

recording, and image processing algorithms can be hardware-implemented on the FPGA

(Xilinx XC3S5000, Xilinx Inc., San Jose, CA, USA). The 8-bit color 512 × 512 images

and processed results are simultaneously transferred at 2000 fps from the IDP Express

board via the Peripheral Component Interconnect (PCI)-e 2.0 × 16 bus to the allocated

memory in the PC.

The galvano-mirror can control two-degrees-of-freedom (DOF) gazes using pan

and tilt mirrors, whose sizes are 10.2 mm2 and 17.5 mm2, respectively. By applying a

voltage signal via the D/A board, the angles of the pan and tilt mirrors are movable in

the range of −10 to 10 degrees, and they can be controlled within 1 ms in the range

of 10 degrees. The pan mirror of the galvano-mirror was installed 25 mm in front of

the CCTV lens, and the tilt mirror was installed 10 mm in front of the pan mirror. A

right-angle mirror, whose lengths of the hypotenuse and legs are 106.1 mm and 75.0 mm,

respectively, and two 250 × 310 mm flat mirrors were symmetrically located in front

of the galvano-mirror. The catadioptric mirror system was set for short-distance stereo

measurement to verify the performance of our catadioptric stereo tracking system in a

desktop environment. This enabled us to easily manage the lighting condition to cope

with insufficient incident light, owing to the small pan-tilt mirror, and to quantitatively

moving at apparently high speeds in images using a linear slider. The configuration of

a catadioptric mirror system consisting of these mirrors is illustrated in Figure 4.4. The

right-angle mirror was installed in front of the tilt mirror of the galvano-mirror, so that

the optical axis of the CCTV lens, which was reflected on the galvano-mirror, comes

to the middle point of the right-angled side of the right-angle mirror when the pan and
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Figure 4.4: Arrangement of mirror system: (a) top view; (b) front view.

tilt angles of the galvano-mirror were zero, corresponding to the center angles in their

movable ranges. On the left and right sides, two flat mirrors were vertically installed with

an angle of 55 degrees.

The right angle mirror and the two side mirrors can cover the view angle of the cam-

era view completely when the pan and tilt angles of the galvano-mirror were in the range

of −10 to 10 degrees, whereas the camera view involved the left-side and right-side views,

which were split by the right-angle mirror, when the pan angle of the galvano-mirror was

around zero; the camera view only involved the left-view image via the left-side mirror

or the right-view image via the right-side mirror, when the pan angle was in the range

of −10 to −2 degrees or in the range of 2 to 10 degrees, respectively. It is assumed that

the reference positions of the virtual left and right pan-tilt cameras were set when the

pan and tilt angles of the galvano-mirror were −5 and 0 degrees, and 5 and 0 degrees,

respectively. Figure 4.5 illustrates the locations of the virtual left and right pan-tilt cam-

eras. The optical centers and the normal direction vectors of the optical axes of the virtual

left and right cameras at their reference positions were (−152 mm, 10 mm,−105 mm)

and (0.174, 0.000, 0.985), and (152 mm, 10 mm,−105 mm) and (−0.174, 0.000, 0.985),

respectively; the xyz-coordinate system was set so that its origin was set to the center

of the pan mirror of the galvano-mirror as illustrated in Figure 4.5. The virtual left and

right pan-tilt cameras can change their virtual pan and tilt angles around their reference

positions in the range of −10 to 10 degrees and in the range of −20 to 20 degrees, respec-
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Figure 4.5: Virtual pan-tilt cameras and stereo-measurable area: (a) top view; (b)
front view.

tively, which corresponded to twice of the movable ranges of the pan and tilt angles of

the galvano-mirror for each virtual pan-tilt camera, whereas the view angle of the camera

view was 8.28 degrees in both the pan and tilt directions, respectively, which were deter-

mined by the focal distance f = 50 mm of the CCTV lens and the 5.12 × 5.12 mm size

of the image sensor.

The stereo-measurable area where a pair of left-view and right-view images can be

captured is also illustrated in Figure 4.5. The stereo-measurable area is 296 × 657 mm

on a vertical plane 757 mm in front of the tilt mirror of the galvano-mirror, on which

the optical axes of two virtual pan-tilt cameras at their reference positions were crossed,

whereas the left-view and right-view images of 512 × 512 pixels corresponded to 94 ×

94 mm on the vertical plane. When the virtual left and right pan-tilt cameras were at their

reference positions, the error in stereo measurement of a nonmoving object 757 mm in

front of the tilt mirror of the galvano-mirror, was ±0.10 mm in the x-direction, ±0.05 mm

in the y-direction, and ±0.2 mm in the z-direction, respectively.
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Figure 4.6: Flowchart of the implemented algorithm.

4.3.2 Implemented Algorithm
Assuming that the target scene to be tracked is textured with a specific color, we

implement an algorithm to calculate the 3D images using the virtual left and right-view

images captured through the ultrafast pan-tilt mirror system: (1) a stereo tracking pro-

cess with multithread gaze control; and (2) a 3D image estimation process with virtually

synchronized images. In this study, the stereo tracking process (1) is executed in real

time for mechanical tracking control to keep the target object in view of the virtual left

and right pan-tilt cameras with visual feedback, while the 3D image estimation process

(2) is executed offline using the left and right-view images, and the pan and tilt angles

of the virtual pan-tilt mirror systems, which are being logged during the stereo tracking.

Figure 4.6 shows the flowchart of the algorithm.

4.3.2.1 Stereo Tracking Process with Multithread Gaze Control

multiple virtual pan-tilt cameras on a single active vision system as illustrated

in Figure 4.7. In the stereo tracking process, the left and right-view subprocesses for

multithread gaze control are alternatively switched at a small interval of ∆t. The left-

view subprocess works for t2k−1 − τm ≤ t < t2k − τm, and that of the right view works for
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t2k−τm ≤ t < t2k+1−τm as the time-division thread executes with a temporal granularity of

∆t. tk = t0 + k∆t (k: integer) indicates the image-capturing time of the high-speed vision

system, and τm is the settling time in controlling the mirror angles of the pan-tilt mirror

system.

[Left-view subprocess]

(L-1) Switching to the left viewpoint

For time t2k−1 − τm to t2k−1, the pan and tilt angles of the pan-tilt mirror system

are controlled to within their desired values θ̂(t2k−1; t2k−3) = (θ̂1(t2k−1; t2k−3), θ̂2(t2k−1; t2k−3))

at time t2k−1, which is estimated at time t2k−3 when capturing the left-view image in the

previous frame.

(L-2) Left-view image capturing

The left-view image I(t2k−1) is captured at time t2k−1; I(t) indicates the input image

of the high-speed vision system at time t.

(L-3) Target detection in left-view image

The target object with a specific color is localized by detecting its center position

u(t) = (u(t), v(t)) in the image I(t) at time t. Assuming that the color of the target object
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to be tracked is different from its background color in this study, u(t2k−1) is calculated

as a moment centroid of a binary image C(t2k−1) = C(u, v, t2k−1) for the target object as

follows:

u(t2k−1) = (Mu/M0,Mv/M0), (4.13)

M0 =
∑
u,v

C(u, v, t2k−1), Mu =
∑
u,v

uC(u, v, t2k−1), Mv =
∑
u,v

vC(u, v, t2k−1), (4.14)

where the binary image C(t) is obtained at time t by setting a threshold for the HSV (Hue,

Saturation, Value) images as follows:

C(t) =

 1, (Hl ≤ H < Hh, S > S l,V > Vl),

0, (otherwise),
(4.15)

where H, S , and V are the hue, saturation, and value images of I(t), respectively. Hl, Hh,

S l, and Vl are parameters for HSV color thresholding.

(L-4) Determination of mirror angles at the next left-view frame

Assuming that the u- and v-directions in the image correspond to the pan and tilt

directions of the pan-tilt mirror system, respectively, the pan and tilt angles at time t2k+1

when capturing the left-view image at the next frame, are determined so as to reduce the

error between the position of the target object and its desired position ud
L in the left-view

image with proportional control as follows:

θ̂(t2k+1; t2k−1) = −K(u(t2k−1) − ud
L) + θ(t2k−1), (4.16)

where θ(t) = (θ1(t), θ2(t)) is collectively the measured values of the pan and tilt angles at

time t, and K is the gain parameter for tracking control.

[Right-view subprocess]

(R-1) Switching to right viewpoint

For time t2k − τm to t2k, the pan and tilt angles are controlled to θ̂(t2k; t2k−2), which is

estimated at time t2k−2 when capturing the right-view image in the next frame.
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(R-2) Right-view image capturing

The right-view image I(t2k) is captured at time t2k.

(R-3) Target detection in right-view image

u(t2k) = (u(t2k), v(t2k)) is obtained as the center position of the target object in the

right-view image at time t2k, by calculating a moment centroid of C(t2k), which is a sub-

image I(t2k) of the right-view image, constrained by a color threshold at time t2k, in a

similar manner as that described in L-3.

(R-4) Determination of mirror angles in the next right-view frame

Similarly, with the process described in L-4, the pan and tilt angles at time t2k+2

when capturing the right-view image in the next frame are determined as follows:

θ̂(t2k+2; t2k) = −K(u(t2k) − ud
R) + θ(t2k), (4.17)

where ud
R is the desired position of the target object in the right-view image.

The input images and the mirror angles captured in the stereo tracking process are

stored as the left-view images IL(t2k−1) = I(t2k−1) and the pan and tilt angles θL(t2k−1) =

θ(t2k−1) at time t2k−1, for the virtual left pan-tilt camera at the odd-numbered frame, and

the right-view images IR(t2k) = I(t2k) and the pan and tilt angles θR(t2k) = θ(t2k) at time t2k

for the virtual right pan-tilt camera at the even-numbered frame.

4.3.2.2 3D Image Estimation with Virtually Synchronized Images

Left and right-view images in catadioptric stereo tracking are captured at differ-

ent timings, and the synchronization errors in stereo measurement increase as the target

object’s movement increases. To reduce such errors, this study introduces a frame inter-

polation technique for virtual synchronization between virtual left and right pan-tilt cam-

eras, and 3D images are estimated with stereo processing for the virtually synchronized

left and right-view images. Frame interpolation is a well-known video processing tech-

nique in which intermediate frames are generated between existing frames by means of

interpolation using space-time tracking [129–132], view morphing [133–135], and opti-
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cal flow [136,137]; it has been used for many applications, such as frame rate conversion,

temporal upsampling for fluid slow motion video, and image morphing.

(S-1) Virtual Synchronization with Frame Interpolation

Considering the right-view image IR(t2k) captured at time t2k as the standard image

for virtual synchronization, the left-view image virtually synchronized at time t2k, ĨL(t2k),

is estimated with frame interpolation using the two temporally neighboring left-view im-

ages IL(t2k−1) at time t2k−1 and IL(t2k+1) at time t2k+1 as follows:

ĨL(t2k) = fFI(IL(t2k−1), IL(t2k+1)), (4.18)

where fFI(I1, I2) indicates the frame interpolation function using two images I1 and I2.

We used Meyer’s phase-based method [138] as the frame interpolation technique in this

study.

In a similar manner, the pan and tilt angles of the left pan-tilt camera are virtually

synchronized with those of the right pan-tilt camera at time t2k, θ̃L(t2k), are also estimated

using the temporally neighboring mirror angles θL(t2k−1) at time t2k−1 and θL(t2k+1) at time

t2k+1 as follows:

θ̃L(t2k) =
1
2

(θL(t2k−1) + θL(t2k+1)), (4.19)

where it is assumed that the mirror angles of the virtual left pan-tilt camera vary linearly

for the interval 2∆t during time t2k−1 and t2k+1.

(S-2) Triangulation Using Virtually Synchronized Images

The virtually synchronized left and right-view images at time t2k, ĨL(t2k) and IR(t2k),

are used to compute the 3D image of the tracked object in a similar way as those in the

standard stereo methodologies for multiple synchronized cameras. Assuming that the

camera parameters of the virtual pan-tilt camera at arbitrary pan and tilt angles θ are

initially given as the 3 × 4 camera calibration matrix P(θ), the 3D image Z(t2k) can be
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estimated at time t2k as a disparity map as follows:

Z(t2k) = fdm(ĨL(t2k), IR(t2k); P(θ̃L(t2k)), P(θR(t2k)), (4.20)

where fdm(IL, IR; PL, PR) indicates the function of stereo matching using a pair of left and

right-view images, IL and IR, when the 3 × 4 camera calibration matrices of the left- and

right cameras are given as PL and PR, respectively. We used the rSGM method [139] as

the stereo matching algorithm in this study.

4.3.3 Specifications
In the stereo tracking process, the viewpoint switching steps (L-1, R-1) require

τm = 1 ms for the settling time in mirror control, and the image capturing steps (L-2, R-2)

require 0.266 ms. The execution time of the target detection steps (L-3,4, R-3,4) is within

0.001 ms, which is accelerated by hardware-implementing the target detection circuit

by setting a threshold for the HSV color in Equations (4.13)–(4.15) on the user-specific

FPGA of the IDP Express board. Here, the mirrors of the pan-tilt system should be in a

state of rest for motion blur reduction in the captured images; the camera exposure in the

image capturing steps cannot be executed during the viewpoint switching steps, whereas

the target detection steps can be executed in parallel with the next viewpoint switching

steps. Thus, the switching time of the left and right-view images is set to ∆t = 2 ms, so

that the settling time in mirror control is τm = 1 ms and the exposure time is 1 ms. We

have confirmed that the stereo tracking process could capture and process a pair of the

left- and right-view 8-bit color 512 × 512 images in real time at 250 fps using a single

camera operating at 500 fps.

In this study, the 3D image estimation is executed offline because the computation it

requires is too heavy to process 512 × 512 images in real time at 250 fps on our catadiop-

tric tracking system; the execution time for virtual synchronization with frame interpola-

tion is 54 s, and that for 3D image estimation is approximately 906.3 ms. The 3D image

estimation with the rSGM method is too time-consuming to conduct real-time applica-

tions such as Simultaneous Localization and Mapping (SLAM) problems and large scale
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mapping, whereas the current setup can be used for precise 3D digital archiving/video

logging to estimate the 3D images of small objects and creatures fast-moving in the wide

area. Our catadioptric stereo tracking system functions as an active stereo system, and its

complexity in calibration is similar to those of standard active stereo systems, where there

is a trade-off between the complexity and accuracy of the calibration. In this study, focus-

ing on calibration accuracy, the initial look-up-table camera-calibration matrices Plut(θi j)

(i = 1, · · · , 52, j = 1, · · · , 31) for 3D image estimation are determined at 52 × 31 differ-

ent mirror angles by applying Zhang’s calibration method [46] to the captured images of

a calibration checkered board at each mirror angle; the pan angle in the range of −10 to

−5 degrees and 5 to 10 degrees at intervals of 0.2 degrees, and the tilt angle in the range

of −3 to 3 degrees at intervals of 0.2 degrees. In this study, the camera calibration matrix

P(θ) at the mirror angle θ is linearly interpolated with the look-up-table matrices Plut at

the four nearest neighbor mirror angles around θ; it can be measured accurately by the

angular sensor of the galvano-mirror system at all times, including when the mirror angle

is not controlled perfectly to its desired value. Here, it is noted that the offline 3D image

estimation that involves heavy computation and the complexity in the camera calibration

are the common issues in standard active stereo systems using multiple PTZ cameras, as

well as in our catadioptric stereo tracking system.

4.4 Experiments
4.4.1 3D Shapes of Stationary Objects

First, we measured the 3D shapes for the stationary objects at different depths.

Figure 4.8 shows the target objects to be measured; a cyan-colored bear doll of 55 ×

65 × 45 mm size sitting on a box of 30 × 15 × 55 mm size, two 100 mm-height textured

cones, and two differently textured background planes with a depth gap of 10 mm. Except

for the bear doll to be tracked, all the objects are black-and-white textured. They were

fixed as a rigid-body scene and can move in the x- or z-directions by a linear slider. In

the experiment, the cyan-colored regions in the virtual left and right-view images were

mechanically tracked at ud
L = (310, 255) and ud

R = (200, 255), respectively; the parameters
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Figure 4.8: 3D scene to be observed.

of the cyan-colored region extraction for 8-bit HSV images were set to Hl = 85, Hh = 110,

S l = 20, and Vl = 80. The gain parameter for mirror control was set to K = 0.01.

Figure 4.9 shows (a) the left-view images; (b) the right-view images; and (c) the

measured 3D images when the distance between the point P1 on the box under the doll

and the system varied along a straight line of x = 0.9 mm and y = 5.3 mm at z = 900.0,

940.0, and 980.0 mm. (d) the xyz coordinate values of the points P1, P2, and P3, (e) the

xy-centroids, and (f) the pan and tilt angles of the virtual left and right pan-tilt cameras

when the target scene was located at different depths from z = 900 to 1000 mm at intervals

of 20 mm. The point P1 is located at the center of the front surface of the box, and the

points P2 and P3 are located at the left and right-side background planes, respectively;

their actual xyz-coordinate values were P1 (0.9 mm, 5.3 mm, 900.0 mm), P2 (−24.0 mm,

97.8 mm, 945.0 mm), and P3 (31.0 mm, 97.8 mm, 955.0 mm). In Figure 4.9c, the 3D

shapes of the bear doll, the box, the two cones, and the background planes with a 10 mm

depth gap are accurately measured, and they were translated in the z-direction, corre-

sponding to the distance from the system. The xyz-coordinate values almost match the

actual coordinate values, and the measurement errors were always within 1.0 mm. The

pan angles in both the virtual left and right pan-tilt cameras slightly decreased as the dis-
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Figure 4.9: Measured 3D images and positions, image centroids, and pan and tilt
angles of virtual left and right pan-tilt cameras for stationary 3D scenes at different
depths: (a) left-view images; (b) right-view images; (c) measured 3D images; (d)
measured 3D positions; (e) image centroids; (f) pan and tilt angles.

tance between the target object and the system became larger, whereas the xy centroids in

the left and right-view images were always held to within (310, 255) and (200, 255), re-

spectively; the tracking errors were always within 0.1 pixel. Thus, our catadioptric stereo

tracking system can correctly measure the 3D shapes of the stationary target objects.
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Next, we measured the 3D images of the target object when the distance between

the point P1 and the system varied along a straight line of y = 5.3 mm and z = 940.0 mm at

x = −60.0, −30.0, 0.0, 30.0, and 60.0 mm. Figure 4.10 shows the (a) left-view images; (b)

right-view images; and (c) measured 3D images when the target object was mechanically

tracked in both the left- and right-view images with multithread gaze control. For the

same scenes at different locations, Figure 4.11 shows the experimental results when the

mirror angles of the virtual left and right pan-tilt cameras were fixed without tracking; the

target object located at x = 0.0 mm was observed at (310, 255) and (200, 255) in the left-

and right-view images, respectively. In Figure 4.11, the target object located at x = −60.0

and 60.0 mm was almost out of the measurable range in the stereo measurement without

tracking, whereas the 3D images of the target object were observable continuously in the

stereo measurement with tracking, as illustrated in Figure 4.10. Thus, our catadioptric

stereo tracking system can expand the measurable area without decreasing resolution by

mechanically tracking the target object in both the left- and right-view images, even for

the short-distance experiments detailed in this subsection.

4.4.2 3D Shape of Moving Objects
Next, the 3D images of a moving scene at different velocities were measured; the

same scene used in the previous subsection was conveyed in the x- and z-directions by

a linear slider. The virtual left and right-view images were tracked by setting the same

parameters used in the previous subsection.

Figure 4.12a–c shows the left and right-view images, and the measured 3D images

when the point P1 on the box was around (x, y, z) = (0.5 mm, 5.3 mm, 930.0 mm); the

target scene moved at 500 mm/s in the x-direction. The 3D images Z(t2k) measured by

using the virtually synchronized left and right-view images ((c) the “FI” method) were

illustrated as well as Z−(t2k) and Z+(t2k), which were measured by using the left-view

image and the right-view one with a 2 ms delay ((a) the “LR” method), and the right-view
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Figure 4.10: Measured 3D images for stationary 3D scenes at different x-coordinates
when the target object was mechanically tracked in both the left- and right-view
images: (a) left-view images; (b) right-view images; (c) measured 3D images.

image and the left-view one with a 2 ms delay ((b) the ‘RL” method), respectively:

Z−(t2k) = fdm(IL(t2k−1), IR(t2k); P(θL(t2k−1)), P(θR(t2k)), (4.21)

Z+(t2k) = fdm(IL(t2k+1), IR(t2k); P(θL(t2k+1)), P(θR(t2k)). (4.22)

Figure 4.12d–f shows the measured 3D positions at the point P1, the deviation errors

from the actual 3D positions at the points P1, P2, and P3, the image centroids, and the

pan and tilt angles of the virtual left and right pan-tilt cameras when the target scene

moved at different speeds from −500, −300, −100, 0, 100, 300, and 500 mm/s in the

x-direction; the actual positions were P1(0.5 mm, 5.3 mm, 930.0 mm), P2(−24.5 mm,

97.8 mm, 975.0 mm), and P3(30.5 mm, 97.8 mm, 985.0 mm). The 3D positions and

errors measured by the “FI” method were compared with those measured by the “LR”
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Figure 4.11: Measured 3D images for stationary 3D scenes at different x-coordinates
when the mirror angles of the virtual left and right pan-tilt cameras were fixed with-
out tracking: (a) left-view images; (b) right-view images; (c) measured 3D images.

and “RL” methods. The pan and tilt angles and image centroids of the virtual right pan-

tilt camera were common in all of the measurements, whereas those of the virtual left one

differed according to whether virtual synchronization was active. Similarly, Figure 4.13

shows (a)–(c) the left and right-view images, and the measured 3D images when the target

scene moved at 500 mm/s in the z-direction; (d) the measured 3D positions at the point

P1; (e) the deviation errors from the actual 3D positions at the points P1, P2, and P3; (f)

the image centroids; and (g) the pan and tilt angles of the virtual left and right pan-tilt

cameras when the target scene moved at different speeds in the z-direction.

The 3D positions measured by the “FI” method were almost constant when the

target scene moved at different speeds in the x- and z-directions, whereas the deviations of

the y- and z-coordinate values measured by “LR” and “RL” methods from those measured
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when the target scene had no motion increased with the amplitude of the target’s speed.

The deviation errors at the point P1 when the target scene moved at 500 mm/s in the x-

direction were 2.87. 2.46, and 0.20 mm, respectively, and those when the target scene

moved at 500 mm/s in the z-direction, were 1.03, 1.08, and 0.11 mm, respectively; the

deviation errors in the “FI” measurement were approximately 1/10 of those in the “LR”

and “RL” measurements. A similar tendency was observed in the deviation errors at the

points P2 and P3. In our system, the target object was always tracked to the desired

positions in the left and right-view images by controlling the pan and tilt angles of the

virtual left and right pan-tilt cameras.

In Figures 4.12f and 4.13f, the image centroids in the left and right-view images

slightly deviated from their desired positions in proportion to the target’s speed, which

was dependent on the operational limit of the pan-tilt mirror system. This tendency was

similar in the “FI”, “LR”, and “RL” measurements; the deviations of the image centroids

in the left and right-view images when the target scene moved at 500 mm/s in the x- and z-

directions were 1.2 and 1.3 pixels and 1.0 and 1.0 pixels, respectively. In Figures 4.12 and

4.13, the left-view images in the “FI”, “LR”, and “RL” measurements were similar, and

the differences of the apparent positions of P1, P2, and P3 in all the measurements were

within one pixel when the target scene moved at 500 mm/s in the x- and z-directions. This

is because the target scene moved together with its background objects as a rigid body,

and the left-view images were not so largely varied by tracking the color-patterned object

to its desired position in the images.

In Figures 4.12g and 4.13g, the pan angle in the left pan-tilt camera in the “FI”

measurement when the target scene moved at different speeds in the x- and z-directions

was 7.478 degrees, the same as that when the target scene had no motion, whereas those

in the “LR” and “RL” measurements deviated in proportion to the target’s speed; those

in the “LR” and “RL” measurements when 500 mm/s in the x- and z-directions were

7.449 and 7.508 degrees, and 7.492 and 7.461 degrees, respectively. The tilt angle of

the left pan-tilt camera and the pan and tilt angles of the right pan-tilt camera were al-

most similar at different speeds in the x- and z-directions. The measurement errors in the

“LR” and “RL” measurements, in which the virtual left pan-tilt camera was not virtually



44 CHAPTER 4. MONOCULAR STEREO MEASUREMENT USING HIGH-SPEED CATADIOPTRIC TRACKING

synchronized with the right one, were mainly caused by these deviations in the pan an-

gle of the left pan-tilt camera, whereas the left-view images were almost similar in the

“LR”, “RL”, and “FI” measurements. This indicates that the 3D images measured by the

“FI” method were accurately estimated as the same information as when the target scene

moved at different speeds in the x- and z-directions because the synchronization errors in

stereo computation were remarkably reduced by synchronizing virtual pan-tilt cameras

with frame interpolation. In contrast, the 2-ms interval between the left- and right-view

images was not sufficiently large, and the deviation errors were not serious even when

the object speed in the experiment was 500 mm/s. Virtual synchronization between left-

and right-view images is more effective when a large galvano-mirror system is used for

viewpoint-switching with sufficient incident light. This is because the synchronization er-

rors increase when the switching time between the left- and right-view images increases

according to the mirror size.

4.4.3 Dancing Doll in 3D Space
Finally, we measured the 3D shapes of a dancing horse doll of size 63 × 25 ×

100 mm as illustrated in Figure 4.14. The doll was dancing 40 mm in front of a back-

ground plane with black and white patterns. The surface of doll was textured with red

color. The virtual left and right-view images were tracked by setting the same param-

eters used in the previous subsection, excluding the parameters for red-colored region

extraction, Hl = 0, Hh = 65, S l = 61, and Vl = 115. The doll and the background plane

was moved together at 100 mm/s in the z-direction from z = 900 to 1000 mm by the

linear slider while the doll was dancing with shaking its body and legs at a frequency of

approximately 2.5 Hz.

Figure 4.15 shows (a) a sequence of the experimental overviews, monitored using a

standard video camera at a fixed position; (b) a sequence of the left-view images; and (c)

a sequence of the estimated 3D images with virtual synchronization (“FI” measurement),

respectively, which are taken at intervals of 0.2 s. Figure 4.16 shows (a)–(c) the left

and right-view images and the 3D images in the “LR”, “RL”, and “FI” measurements at
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Figure 4.12: Left- and right-view images, measured 3D images and positions, devi-
ation errors, image centroids, and pan and tilt angles of virtual left and right pan-
tilt cameras when moving at 500 mm/s in the x-direction: (a) LR method; (b) RL
method; (c) FI method; (d) measured 3D positions at P1; (e) deviation errors at P1 ,
P2 , and P3; (f) image centroids; (g) pan and tilt angles.

t = 0.712 s when the body of the doll quickly moved from up to down with the right-to-

left motion of its front legs; (d) the 3D positions of the points P1 and P2, (e) the image

centroids, and (f) the pan and tilt angles of the left and right pan-tilt cameras in the “FI”
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Figure 4.13: Left- and right-view images, measured 3D images and positions, devi-
ation errors, image centroids, and pan and tilt angles of virtual left and right pan-
tilt cameras when moving at 500 mm/s in the z-direction: (a) LR method; (b) RL
method; (c) FI method; (d) measured 3D positions at P1; (e) deviation errors at P1 ,
P2 , and P3; (f) image centroids; (g) pan and tilt angles.

measurement for 1 s. The points P1 and P2 were located on the leg of the dancing doll

and its background plane, respectively, as illustrated in Figure 4.14.

Figure 4.15 shows that the 3D shapes of the doll’s legs, which were cylinder-shaped

with 5 mm diameter, were accurately measured when the legs moved quickly at different

speeds from those around its other parts, whereas the body of the doll was so controlled
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Figure 4.14: Dancing horse doll to be observed.
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Figure 4.15: [-15](a) Experimental overviews; (b) captured left-view images; and (c)
measured 3D images of a dancing doll.

to its desired value (310, 255) in the left-view images that the z-coordinate values of the

whole scene increased according to the linear slider’s motion from z = 900 to 1000 mm
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Figure 4.16: Measured 3D images and positions, image centroids, and pan and tilt
angles of virtual left and right pan-tilt cameras when observing a dancing doll: (a)
LR method; (b) RL method; (c) FI method; (d) measured 3D positions; (e) image
centroids; (f) pan and tilt angles.

in the z-direction. In Figure 4.16d, the x- and y-coordinate values measured at the point

P2 were always around x = −20 mm and y = 26 mm, respectively, and its z-coordinate

values varied from z = 940 to 1040 mm in a second when the linear slider moved at

100 mm/s in the z-direction; the difference between the z-coordinate values measured at
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the points P1 and P2 was always around 40 mm, corresponding to the 40-mm distance be-

tween the doll and the background plane. The x-coordinate values measured at the point

P1, which was located on the shaking leg of the doll, varied periodically in the range of

x = −14 to 19 mm, and its y-coordinate values decreased from y = 70 to 54 mm accord-

ing to the up-to-down motion of its body. In Figure 4.16e,f, the pan and tilt angles of

the left and right pan-tilt cameras were so controlled that the image centroids in the left-

and right-view images were held to around their desired values (310, 255) and (200, 255),

respectively, when the dancing doll was moved in the z-direction by the linear slider. For

t = 0.6–0.8 s when the body of the doll quickly moved from up and down, the image cen-

troids in the left and right-view images slightly deviated from their desired values; these

deviations corresponded to the tracking errors when the pan-tilt mirror system could not

perfectly track the quick motion of the doll’s body in the y-direction. In Figure 4.16a–c,

the 3D shapes in “LR”, “RL”, and “FI” measurements were similarly obtained, whereas

the numbers of unmeasurable pixels in the 3D images in the “LR” and “RL” measure-

ments were larger than that in the “FI” measurement. This is because the deviation errors

were within 1 mm in the “LR” and “RL” measurements without virtual synchronization

when the slider speed was 100 mm/s in the range of z = 900 to 1000 mm as illustrated

in Figure 4.13e, whereas stereo correspondence was somewhat uncertain or inaccurate in

the “LR” and “RL” measurements, due to the vertical displacement between the unsyn-

chronized left and right-view images when capturing the doll moving in the y-direction.

These experimental results indicate that our catadioptric stereo tracking system can

accurately measure the 3D shapes of time-varying-shape objects that have local parts at

different speeds, while the target object is always tracked at the desired positions in the

left and right-view images.

4.5 Conclusions
In this study, we implemented a catadioptric stereo tracking system for monocular

stereo measurement by switching 500 different-view images in a second with an ultra-

fast mirror-drive pan-tilt camera. It can function as two virtual left and right pan-tilt
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cameras for stereo measurement that can capture a stereo pair of 8-bit color 512 × 512

images at 250 fps. Several 3D measurement results were evaluated using the high-frame-

rate videos, which were being stored in stereo tracking with multithread gaze control; this

evaluation verified the effectiveness of monocular stereo measurement using our catadiop-

tric stereo tracking system with ultrafast viewpoint switching. Synchronization errors in

monocular stereo measurement can be reduced by virtually synchronizing the right-view

image with the frame-interpolated left-view image.



Chapter 5

Real-Time Monocular Three-Dimensional

Multiple Targets Motion Tracking

5.1 Introduction
In this study, we developed a monocular stereo tracking system for use as a marker-

based three-dimensional (3-D) motion capture system to localize dozens of markers on

multiple moving objects in real time by switching 500 different views in 1 s. The ultrafast

mirror-drive active vision used in our catadioptric stereo tracking system can accelerate

a series of operation for multithread gaze control with video shooting, computation, and

actuation within 2 ms. By switching between 500 different views in one second with

real-time video processing for marker extraction at 500 fps, our system can function as

J virtual left and right pan-tilt tracking cameras that operate at 250/J fps to simultane-

ously capture and process J pairs of 512×512 stereo images with different views via the

catadioptric mirror system. We conducted several real-time 3-D motion experiments to

capture multiple fast-moving objects with markers, where the results demonstrated the ef-

fectiveness of our monocular 3-D motion tracking system. We extended the catadioptric

stereo tracking system based on an ultrafast pan-tilt mirror system to real-time monocular

3-D motion capture for multiple moving objectsby employing multithread active vision

that can function as multiple virtual stereo tracking cameras. The system including high-

speed vision and catadioptric device is the same as previous Chapter.

51
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5.2 Monocular 3-D Motion Tracking Algorithm
To estimate the 3-D positions of markers attached to multiple moving objects, we

implemented a monocular 3-D motion tracking algorithm with multithread gaze control

using the ultrafast pan-tilt mirror system; it can function as J pairs of virtual stereo track-

ing cameras. For the j-th virtual stereo tracking camera ( j = 0, · · · , J − 1), the left- and

right-view processes for multithread gaze control were alternated at an interval of ∆t in

order to capture and extract the markers in the left- and right-view images with connected

component labels at different timings. The 3-D positions of the markers were estimated

by triangulation using the stereo pairs of their corresponding points. The J pairs of virtual

left and right pan-tilt cameras independently alternated their tracked areas at an interval

of 2∆t for different moving target objects.

In the algorithm, the virtual left and right pan-tilt cameras are virtually synchro-

nized with frame interpolation in order to reduce stereo measurement errors when the

observed objects make large movements. The left-view image and the mirror angles of

the virtual left pan-tilt camera are frame-interpolated in the left-view process so their cap-

ture timing corresponds to that of the virtual right pan-tilt camera, and the 3-D positions

of the markers are estimated in the right-view process. For the j-th virtual stereo tracking

camera, the left-view process works for t2Jk+2 j−1−τmt ≤ t < t2Jk+2 j−τmt and the right-view

one works for t2Jk+2 j − τmt ≤ t < t2Jk+2 j+1 − τmt. I(u, tk) indicates the image intensity at

pixel u = (u, v) in the input image captured at time tk and tk = t0 + k∆t (k: integer) indi-

cates the capture time for the vision system. τmt is the time required to settle the mirror

angles in the pan-tilt mirror system. For the j-th virtual stereo tracking camera, the 3-D

measuremental results are computed at an interval of 2J∆t by executing the following

left- and right-view processes.

5.2.1 Left-view Process

L1) Viewpoint switching

At time t2Jk+2 j−1, the pan and tilt angles of the pan-tilt mirror system complete their

movement to
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α̂(t2Jk+2 j−1; t2J(k−1)+2 j−1) =

(α̂(t2Jk+2 j−1; t2J(k−1)+2 j−1), β̂(t2Jk+2 j−1; t2J(k−1)+2 j−1)), (5.1)

where α̂(t2Jk+2 j−1; t2J(k−1)+2 j−1) is the desired value of the pan and tilt angles at time t2Jk+2 j−1,

which is estimated at time t2J(k−1)+2 j−1 when capturing the left-view image for the j-th vir-

tual stereo tracking camera in the previous frame.

L2) Image acquisition and binarization

The left-view image I(u, t2Jk+2 j−1) of M × N pixels is captured at time t2Jk+2 j−1 and

it is converted into a binary image B(u, t2Jk+2 j−1) with a threshold Bθ as follows.

B(u, t2Jk+2 j−1) =

 1 (I(u, t2Jk+2 j−1) ≥ Bθ)

0 (otherwise)
. (5.2)

L3) Calculation of cell-based moment features

To reduce the number of pixels scanned for labeling, B(u, t2Jk+2 j−1) is divided into

M′N′ cells Γab (a = 0, . . . ,M′ − 1; b = 0, . . . ,N′ − 1) with m × n pixels, where M = mM′

and N = nN′, and the 0th- and 1st-order moment features are calculated for each cell as

follows:

Mpq(Γab, t2Jk+2 j−1) =

a(m+1)−1∑
u=am

b(n+1)−1∑
v=bn

upvq · B(u, t2Jk+2 j−1), (5.3)

where (p, q) = (0, 0), (1, 0), and (0, 1). Γab is expressed as follows:

Γab = {(u, v) | (am+ξ, bn+η) , 0≤ξ<m, 0≤η<n} , (5.4)

where u is am+ξ, and v is bn+η.

L4) Marker extraction with cell-based labeling

To obtain the moment features of multiple markers in an image, the connected

components labeling process is accelerated by implementing the cell-based labeling al-
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gorithm [112], which can reduce the computational complexity in the order of O(M′N′),

where this is 1/mn of the pixel-level complexity of the order O(MN). In addition to

scanning a flag map F(Γab, t2Jk+2 j−1) of M′N′ cells, the connected regions Oi(t2Jk+2 j−1)

(i = 0, . . . , I j−1) are labeled in the left-view binary image B(u, t2Jk+2 j−1) at time t2k−1, and

the label-domain moment features Mpq(Oi(t2Jk+2 j−1)) are accumulated as follows:

Mpq(Oi(t2Jk+2 j−1)) =
∑

u∈Oi(t2k−1)

upvq · B(u, t2Jk+2 j−1), (5.5)

where the flag map F(Γab, t2Jk+2 j−1) is defined by thresholding M00(Γab, t2Jk+2 j−1) with Fθ

as follows:

F(Γab, t2Jk+2 j−1) =

 1 (M00(Γab, t2Jk+2 j−1) ≥ Fθ)

0 (otherwise)
. (5.6)

The center positions u ji
L (t2Jk+2 j−1) = u(Oi(t2Jk+2 j−1)) of the labeled regions Oi(t2Jk+2 j−1)

at time t2Jk+2 j−1 (i = 0, · · · , I j − 1) are obtained as those of the markers in the left-view

image for the j-th virtual stereo tracking camera using their 0th- and 1st-order moment

features, as follows:

u ji
L (t2Jk+2 j−1)=

(
M10(Oi(t2Jk+2 j−1))
M00(Oi(t2Jk+2 j−1))

,
M01(Oi(t2Jk+2 j−1))
M00(Oi(t2Jk+2 j−1))

)
. (5.7)

The detailed processes in the cell-based labeling algorithm were described previ-

ously by [140].

L5) Determination of mirror angles for the next frame

Assuming that the u and v directions in the image correspond to the pan and tilt

directions of the pan-tilt mirror system, respectively, then the pan and tilt angles at time

t2J(k+1)+2 j−1 are determined when capturing the left-view image of the j-th virtual stereo

tracking camera for the next frame in order to reduce the error between the position of the

target object and its desired position ud
L in the left-view image with proportional control
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as follows:

α̂(t2J(k+1)+2 j−1; t2Jk+2 j−1)=

− K(ū j
L(t2Jk+2 j−1) − ud

L) + α(t2Jk+2 j−1), (5.8)

where K is the gain parameter for tracking control, and α(t2Jk+2 j−1) = (α(t2Jk+2 j−1), β(t2Jk+2 j−1))

comprise the measured values of the pan and tilt angles at time, t2Jk+2 j−1. ū j
L(t2Jk+2 j−1) is

the averaged center position of the markers in the left-view image at time t2Jk+2 j−1 as

follows.

ū j
L(t2Jk+2 j−1) =

1
I j

I j−1∑
i=0

u ji
L (t2Jk+2 j−1). (5.9)

L6) Virtual synchronization with frame-interpolation

The center positions of the markers in the left-view image are virtually synchro-

nized with those in the right-view image captured at time t2Jk+2 j. The virtually synchro-

nized center positions ũ ji
L (t2Jk+2 j) (i = 0, · · · , I j − 1) in the left-view image are estimated

by frame interpolation using the center positions of the markers in the left-view images

captured at time t2Jk+2 j−1 and t2J(k+1)+2 j−1 as follows:

ũ ji
L (t2Jk+2 j)=

(J−1)u ji
L (t2Jk+2 j−1)+u ji

L (t2J(k+1)+2 j−1)
J

(5.10)

Similarly, the pan and tilt angles α̃L(t2Jk+2 j) of the left pan-tilt camera of the j-

th virtual stereo tracking camera virtually synchronized with those of the right pan-tilt

camera at time t2Jk+2 j are as follows:

α̃L(t2Jk+2 j)=
(J−1)αL(t2Jk+2 j−1)+αL(t2J(k+1)+2 j−1)

J
(5.11)

where it is assumed that the center positions of the markers in the left-view images and

the mirror angles of the virtual left pan-tilt camera vary in a linear manner for the interval

2J∆t during times t2Jk+2 j−1 and t2J(k+1)+2 j−1.
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5.2.2 Right-view Process
In the right-view process, the subprocesses in steps R1–R5 are executed in a sim-

ilar manner to those in steps L1–L5 in the left-view process, and the 3-D positions of

the markers are estimated via stereo triangulation for the virtually synchronized pan-tilt

cameras in step R6.

R1) Viewpoint switching

At time t2Jk+2 j, the pan and tilt angles have completed their movement to their de-

sired value α̂(t2Jk+2 j; t2J(k−1)+2 j), which is estimated at time t2J(k−1)+2 j when capturing the

right-view image for the next frame.

R2) Image acquisition and binarization

The right-view image I(u, t2Jk+2 j) is captured at time t2Jk+2 j and it is converted into

a binary image B(u, t2Jk+2 j) with a threshold Bθ.

R3) Calculation of cell-based moment features

B(u, t2Jk+2 j) is divided into M′N′ cells Γab of m×n pixels and the cell-based moment

features Mpq(Γab, t2Jk+2 j) are calculated in a similar manner to those in step L3.

R4) Marker extraction with cell-based labeling

The connected regions Oi(t2Jk+2 j) (i = 0, . . . , I j − 1) are labeled in B(u, t2Jk+2 j) at

time t2Jk+2 j, and their center positions u ji
R (t2Jk+2 j) = u(Oi(t2Jk+2 j)) (i = 0, · · · , I j − 1) are

determined as those of the markers in the right-view image by accumulating the label-

domain moment features Mpq(Oi(t2Jk+2 j)) (p + q ≤ 1) in a similar manner to those in step

L4. In this process, it is assumed that all of the I j markers in both the left- and right-view

images of the j-th virtual stereo tracking camera can be extracted correctly with connected

component labeling.

R5) Determination of mirror angles for the next frame

In a similar manner to step L5, the pan and tilt angles at time t2J(k+1)+2 j are deter-

mined when capturing the right-view image for the next frame by using the pan and tilt

angles α(t2Jk+2 j) measured at time t2Jk+2 j, as follows:

α̂(t2J(k+1)+2 j; t2Jk+2 j)=−K(ū j
R(t2Jk+2 j)−ud

R)+α(t2Jk+2 j), (5.12)
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where ū j
R(t2Jk+2 j) is the averaged center position of the markers at time t2Jk+2 j and ud

R is its

desired value in the right-view image.

R6) Triangulation using virtual synchronized images

The positions of the markers for the left and right pan-tilt cameras, which are vir-

tually synchronized at time t2k, are used for stereo triangulation to compute the 3-D po-

sitions of the observed markers. It is assumed that the camera parameters for the virtual

pan-tilt camera at arbitrary pan and tilt angles α are initially given as the 3×4 camera

matrices P(α). First, the corresponding pairs of the marker positions in the left- and

right-view images of the j-th stereo tracking camera, ũ ji
L (t2Jk+2 j) and u ji

R (t2Jk+2 j), are de-

termined by considering the constraints on the epipolar geometry [141, 142], and the

3-D marker positions of the j-th stereo tracking camera at time t2Jk+2 j, x ji(t2Jk+2 j) =

(x ji(t2Jk+2 j), y ji(t2Jk+2 j), z ji(t2Jk+2 j)) (i = 0, · · · , I j − 1) are estimated by stereo triangula-

tion for the corresponding pairs of the marker positions in a similar manner to those in

the standard stereo methods for multiple synchronized cameras, as follows:

xi j(t2Jk+2 j)= ftri(ũ ji
L (t2Jk+2 j),ui j

R (t2Jk+2 j);

P(α̃L(t2Jk+2 j)), P(αR(t2Jk+2 j)), (5.13)

where ftri(uL,uR; PL, PR) indicates the stereo triangulation function when the camera ma-

trices of the left- and right cameras are PL and PR, respectively. When two or more

markers are located on the same epipolar line of a pair of left and right images, they cor-

respond by considering the ordering consistency constraint so that the markers in the left

and right images have the same order along the epipolar line.

5.2.3 Specifications
In this study, steps L2–L4 and R2–R4 with image size complexity in the order of

O(MN) were accelerated by a hardware implementation of the cell-based labeling circuit

for multi-object extraction [112] on the user-specific FPGA of the IDP Express board.

We used the cell-based labeling circuit to extract connected components with cell sizes

of 4×4 pixels (m = n = 4) in a 512×512 image (M = N = 512). The other steps with
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complexities in the order of O(I j) or less were implemented in software. The execution

time when the number of tracked markers I j = 50 ( j = 0, · · · , J − 1) was evaluated as

follows.

Step L1/R1 for viewpoint switching required τmt = 1 ms for the settling time during

mirror control. Steps L2–L4/R2–R4 from image acquisition to multi-marker extraction

were executed within 0.25 ms by using the cell-based labeling circuit. In step L5/R5,

the mirror angles were determined for the next left- or right-view frame within 0.003 ms.

Step L6 required 0.004 ms for virtual synchronization of the marker positions and mir-

ror angles in the virtual left pan-tilt camera, whereas stereo triangulation using 50 cor-

responding pairs of markers could be executed in 0.01 ms in step R6. The switching

time for the left- and right-view images was set to ∆t = 2 ms, so the settling time dur-

ing mirror control was τmt = 1 ms and the exposure time was 1 ms. By switching and

processing a pair of the left- and right-view 512×512 images using a single camera op-

erating at 500 fps, we confirmed that the 3-D motion tracking process could extract the

3-D positions of 50J markers in real time at 250/J fps when our system functioned as

J virtual stereo tracking cameras. The camera matrices Plut(αξη) at 52×31 mirror angles

(ξ = 0, · · · , 51, η = 0, · · · , 30) were given as a look-up-table. The pan angle was in the

ranges of −10 to −5 degrees and 5 to 10 degrees, and the tilt angle was in the range of

−3 to 3 degrees at intervals of 0.2 degrees. The camera matrix P(α) at the mirror angle α

was linearly interpolated with the look-up table matrices Plut at the four nearest neighbor

mirror angles around α.

5.3 Experiments

5.3.1 Stationary Marker at Different Depths
First, we measured the 3-D position of a stationary object at different depths. The

object was a white circular marker with a diameter of 5 mm on a black background.

The uv centroids in both the virtual left- and right-view images, which corresponded

to the apparent target positions, were controlled to their image centers ud
L = ud

R = (255, 255).

The thresholds for binarization and flag-map generation were set to Bθ = 70 and Fθ =
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Figure 5.1: Measured 3-D positions of a stationary marker at different depths.

0 pixel, respectively. In the experiments, one pair of virtual stereo tracking cameras func-

tioned, (J = 1), and the number of markers for extraction was I0 = 1.

Figure 5.1 shows the 3-D position of the marker when the distance between the

marker and the system was changed along a straight line of x = 0.8 mm and y = 6.0 mm

from z = 704.5 to 804.5 mm at intervals of 10 mm. Figure 5.2 shows (a) the pan and tilt

angles of the virtual left and right pan-tilt cameras, and (b) the uv centroids of the virtual

left- and right-view images when the marker was located at different depths. The xyz

coordinate values in Figure 5.1 were computed by considering the pan and tilt angles as

well as the uv centroids of the virtual pan-tilt cameras. The pan angles in both the virtual

left and right pan-tilt cameras decreased slightly as the distance between the marker and

the system increased. Figure 5.1 shows that the xyz coordinate values almost agreed with

the actual coordinate values, where the errors were within 0.2 mm at all of the measure-

ment points. Thus, our catadioptric stereo tracking system could correctly measure the

3-D position of a stationary marker.
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Figure 5.2: Pan and tilt angles, and image centroids of virtual left and right pan-tilt
cameras when observing a stationary marker at different depths.
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Figure 5.3: Measured 3-D positions and errors when a marker moved at different
velocities in the x direction.
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Figure 5.4: Measured 3-D positions and errors when a marker moved at different
velocities in the y direction.

5.3.2 Unidirectional Moving Marker at Different Velocities
Next, the 3-D positions of a moving marker at different velocities were measured

at (x, y, z) = (0, 0, 870 mm). The same marker mentioned in the previous subsection was

conveyed by a linear slider. In the experiments, one pair of virtual stereo tracking cameras

functioned, and the virtual left- and right-view images were tracked by setting the same

parameters used in Subsection 5.3.1. Figures 5.3, 5.4, and 5.5 show the measured 3-D

positions and their errors compared with the actual position (0, 0, 870 mm) when the

marker moved at different speeds ranging from −500 to 500 mm/s in steps of 50 mm/s
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Figure 5.5: Measured 3-D positions and errors when a marker moved at different
velocities in the z direction.

in the x-, y-, and z-directions, respectively. In these figures, the we compare the 3-D

positions measured by virtual synchronization of the left- and right-views using frame

interpolation (”FIsync”), and those measured without virtual synchronization when: (1)

switching the left- to right-view image with a 2-ms delay (“L to R”) and (2) switching the

right- to left-view with a 2-ms delay (“R to L”).

In all the experiments conducted at different speeds, in the y- and z-directions, there

were minor differences between the 3-D positions measured by the “FI Sync,” “L to R,”

and “R to L” methods and the actual position (0, 0, 870 mm), whereas there were slight
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deviations between the measured 3-D positions and the actual position at different speeds

in the x direction according to the “L to R” and “R to L” measurements obtained without

virtual synchronization. These differences can be explained by the marker’s movement in

the x direction leading to much larger synchronization errors between the virtual left and

right pan-tilt cameras between frames compared with those when observing the marker

moving in the y or z directions. Using ultrafast left- and right-view switching at 2 ms,

the differences in the “L to R” and “R to L” measurements obtained at different speeds

in the x direction were not as large according to Figure 5.3 and they increased slightly in

proportion to the marker’s speed, where the maximum deviation was 3.2 mm when the

marker moved at 500 mm/s. By contrast, there were only small differences between the

3-D positions measured using the “FIsync” method and the actual position at different

speeds in the x direction. This indicates that our catadioptric stereo tracking system could

greatly reduce the synchronization errors after introducing virtual synchronization with

frame interpolation as well as ultrafast left- and right-view switching.

5.3.3 Two Rotating Markers in 3-D Space
Next, we conducted experiments to determine the measured 3-D positions of two

markers rotating at different speeds in 3-D space. The two markers (“M1” and “M2”)

had the same pattern as that mentioned in the previous subsections. The rotation center

of “M1” was 185 mm distant from that of “M2”. Both of “M1” and “M2” rotated on

33-mm radius circular trajectories on the common slanted plane at 2.67 rps and 0.56 rps,

respectively; the plane of rotation was angled at 45.5 degrees with respect to the xz-plane.

In the experiments, two pairs of virtual stereo tracking cameras functioned. (J = 2), and

the number of markers for extraction was I0 = I1 = 1; the other parameters were set to

the same parameters used in Subsection 5.3.1. The 3-D positions of markers could be

extracted in real time at 125 fps. Figure 5.6 and Figure 5.7 shows the measured x, y, and

z-coordinate values, the pan and tilt angles of the virtual pan-tilt cameras, and the image

centroids of the left- and right-view images for t = 0 – 1.8 s. Figure 5.8 shows the 3-D

trajectories for “M1” and “M2” for t = 0 – 1.8 s.
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Figure 5.6: Measured x, y, and z-coordinate values for two rotating markers.

The image centroids of the left- and right-view images were tracked in the field of

512×512-pixel camera views by controlling the pan and tilt angles of the four virtual pan-

tilt cameras, where they deviated from the image centers (255, 255) and the maximum

deviation of image centroids for “M1” and “M2” were 53.0 and 5.0 pixel, respectively;

the deviation increased as the rotation speed became large. The x- and y-coordinate values

measured using the “L to R” and “R to L” methods were similar to the actual values, but

the measured z-coordinate value deviated slightly from its actual value. By contrast, there

was little difference between the 3-D trajectories measured using the “FIsync” method

and the actual trajectories of “M1” and “M2”. Figure 5.9 shows the relationship between

the velocity components in the x-, y-, and z-directions, and the deviations from the actual
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(a) Pan and tilt angles

(b) Image centroids

Figure 5.7: Pan and tilt angles of the virtual left and right pan-tilt cameras, and
image centroids for two rotating markers.
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Figure 5.8: 3-D trajectories of two rotating markers.

Figure 5.9: Relationships between deviations from the actual trajectories and the
marker velocities.
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trajectories for t = 0 – 1.8 s. The deviations in the “L to R” and “R to L” measurements

increased when the amplitude of the velocity component in the x direction increased, but

there was little deviation in the “FIsync” measurements. The maximum deviations using

the “L to R”, “R to L”, and “FIsync” methods were 12.2, 11.8, and 0.6 mm for “M1”, and

5.1, 4.5, and 0.8 mm for “M2”, respectively. This indicates that our catadioptric stereo

tracking system could accurately measure the 3-D positions of two markers rotating at

different speeds without synchronization errors in real time when the moving markers

were not tracked perfectly in the centers of left- and right-view images.

5.3.4 Two Dancing Dolls with Multiple Markers
Finally, two objects with multiple markers were simultaneously tracked, and the

3-D positions of markers were obtained via virtual synchronization (“FI” measurement).

Two dancing horse models (“object 1” and “object 2”) measuring 63×25×100 mm, as

illustrated in Figure 5.10, were measured in the experiments; 18 white circular markers

with a diameter of 3 mm were attached to each horse model. Two pairs of virtual stereo

tracking cameras functioned, (J = 2), and the number of markers for extraction was

I0 = I1 = 18.

The thresholds for binarization and flag-map generation were set to Bθ = 70 and

Fθ = 0 pixel, respectively. The 3-D positions of markers could be extracted in real time at

125 fps. “Object 1” was placed at a distance of 170 mm from “object 2,” as illustrated in

Figure 5.10; the markers on the body centers of “object 1” and “object 2” were initially

located on 0P1(−60, 45, 960 mm) and 1P1(110, 45, 940 mm), respectively, at time t = 0.

“Object 1” moved without dancing at 100 mm/s in the z-direction from z = 960 to 1,060

mm by a linear slider, and “object 2” danced while shaking its body and legs at a frequency

of approximately 2.0 Hz at the same place without any translation.
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Figure 5.10: Observation of two horse models.

Figure 5.11 shows (a) an overview of the experimentally monitored images using a

standard video camera at a fixed position, (b) the left-view images of “object 1”, and (c)

the left-view images of “object 2,” which were taken at intervals of 0.2 s.
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(a) Experimental overview

(b) Left-view images of “object 1”

(c) Left-view images of “object 2”

Figure 5.11: Experimental overview, and captured left-view images of “object 1”

and “object 2”.
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Figure 5.12 shows the measured 3-D positions of the markers attached to “object

1” and “object 2.” Figure 5.13 shows the 3-D positions of the markers 0P1, 0P2, 1P1,

and 1P2 during 1.4 s; markers, 0P1 and 1P1, were located on the body centers of the horse

models, and markers, 0P2 and 1P2, were located on their legs, as shown in the Figure 5.10.

Figures 5.14 and 5.15 show (a) the left and right centroid positions, and (b) pan and tilt

angles of the left and right virtual pan-tilt cameras during 1.4 s, when observing “object

1” and “object 2”, respectively. −100 −50 0 50 100 900950100010501100−5255585 z [mm]x [mm]y [mm]−100 −50 0 50 100 900950100010501100−5255585 z [mm]x [mm]y [mm] −100 −50 0 50 100 900950100010501100−5255585 z [mm]x [mm]y [mm]−100 −50 0 50 100 900950100010501100−5255585 z [mm]x [mm]y [mm] −100 −50 0 50 100 900950100010501100−5255585 z [mm]x [mm]y [mm]−100 −50 0 50 100 900950100010501100−5255585 z [mm]x [mm]y [mm] −100 −50 0 50 100 900950100010501100−5255585 z [mm]x [mm]y [mm]−100 −50 0 50 100 900950100010501100−5255585 z [mm]x [mm]y [mm]
Figure 5.12: Measured 3-D positions of markers attached on ”object 1” and ”object

2”.



72 CHAPTER 5. REAL-TIME MONOCULAR THREE-DIMENSIONAL MULTIPLE TARGETS MOTION TRACKING

Figure 5.13: Measured 3-D positions of markers 0P1, 0P2, 1P1, and 1P2.
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(b) Image centroids

(c) Pan and tilt angles

Figure 5.14: Image centroids, and pan and tilt angles of the virtual left and right

pan-tilt cameras for “object 1”.
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(b) Image centroids

(c) Pan and tilt angles

Figure 5.15: Image centroids, and pan and tilt angles of the virtual left and right

pan-tilt cameras for “object 2”.
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It can be seen that both of “object 1” and “object 2” were always tracked in the

left- and right-view images of two virtual stereo tracking cameras by controlling the pan

and tilt angles so that the uv centroids were located around (255, 255) and (255, 255),

respectively. The 3-D positions of the markers attached to the two horse models were

measured accurately when “object 1” moved at 100 mm/s in the z-direction without danc-

ing, whereas the body and legs of “object 2” moved rapidly at different speeds without

translation. For “object 1”, the z-coordinate values measured at points 0P1 and 0P2 var-

ied from z = 960 to 1060 mm and z = 956 to 1056 mm, respectively, whereas the x-

and y-coordinate values measured at points, 0P1 and 0P2, did not vary largely, because

of no local body and leg motion. For “object 2”, the z-coordinate values, measured at

points, 1P1 and 1P2, were always around 940 mm and 936 mm respectively. The x- and

y- coordinate values measured at point, 1P1, were always around x = 110 mm and y =

68 mm, whereas those measured at point, 1P2, varied periodically in the range of x = 80

to 115 mm and y = 64 to 76 mm, according to the left-and-right shaking of the legs.

Thus, our catadioptric stereo tracking system measured the 3-D positions of markers

on two fast-moving objects in real time at 125 fps with zooming on the fields of view

observed by two pairs of virtual left and right pan-tilt cameras, even when the markers

were attached to time-varying-shape objects where the different parts moved at variable

speeds.

5.4 Concluding Remarks
In this Chapter, we developed a real-time monocular 3-D tracking system that can

function as J virtual stereo tracking cameras for capturing the 3-D positions of markers

attached to multiple moving objects at 250/J fps by accelerating gaze control using an ul-

trafast catadioptric stereo tracking system. The virtual left and right pan-tilt cameras can

be employed for stereo tracking with multithread gaze control by switching among 500

different views in one second via a catadioptric mirror system, with concurrent real-time

video processing for marker extraction at 500 fps. Our experimental results demonstrated

the effective performance of our catadioptric stereo tracking system for real-time monoc-
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ular stereo tracking of multiple objects without decreasing measurement accuracy. At

present, our catadioptric stereo tracking system is constrained by insufficient light inten-

sity due to the small size of the mirror for ultrafast viewpoint switching. Thus, in order to

facilitate sensitive stereo vision for real-world sensing applications, we plan to improve

the efficiency of light collection by the optical system as well as implementing real-time

monocular markerless 3-D motion capture functions.



Chapter 6

Monocular Wide Baseline Stereo Measurement

Using High-speed Catadioptric System

6.1 Introduction
In this Chapter, we propose a novel monocular wide baseline stereo vision sys-

tem based on an ultrafast mirror-drive pan-tilt active vision device that can simultane-

ously switch hundreds of different views in one second. By combining high-speed video-

shooting and multithread ultrafast gaze control processing, one camera can be performed

as two virtual cameras with different views. Stereo image pairs can be captured by two

virtual cameras frame by frame at arbitrary viewpoints by adding auxiliary catadioptric

equipment and designing suitable way of pan-tilt mirror device switching. In this study,

two additional plane mirrors are used to make up a wide stereo system in a limited space

such as indoor environment. Frame interpolation is used to eliminate the unsynchroniza-

tion problem for moving object.

By switching 125 different views in a second with real-time image recording at 125

fps, the proposed system can function virtually as two cameras operating at 62.5 fps that

can capture stereo pairs of 8-bit 512×512 color images. 3-D measurement experiment

and analysis are demonstrated to verify the effectiveness of the proposed monocular wide

baseline stereo system. In this Chapter, we developed a catadioptric monocular stereo vi-

sion system based on an ultrafast pan-tilt mirror device, which can function as two virtual

stereo cameras with wide and easily adjusted baseline even in limited space. Experimental

results obtained for depth estimation verify efficacy of the proposed system.

77
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6.2 Geometry of Monocular Wide Baseline

Stereo Vision System
The geometry of the proposed wide baseline stereo system that uses a pan-tilt device

with single high-speed camera and two additional plane mirrors is described as shown in

Figure 3.4. The positions and orientations of the two virtual cameras, as well as the

value of baseline can be calculated using the geometrical relationship. The parameters of

the virtual camera reflected on a pan-tilt mirror and a catadioptric mirror system can be

described using mirror reflection. The relationship between the real camera and its virtual

camera reflected by one planar mirror can be described as follows:

 pi+1

1

 = Pi

 pi

1

 , (6.1)

where pi is the optical center of the real camera, and pi+1 is the optical center of the

mirrored virtual camera, which is the reflection of the real camera view on the mirror

plane. Pi is the homogeneous transformation matrix made up of the normal vector of

mirror ni and one point ai on the mirror plane. Pi can be expressed as follows:

Pi =

 I − 2ninT
i 2(ninT

i )ai

0 1

 (6.2)

where I is the 3×3 identity matrix.

6.2.1 Geometrical Definitions of Mirrors
The pan-tilt mirror system has two movable mirrors in the pan and tilt directions and

the geometrical relationship is shown as Figure 6.1. The center of the pan mirror is set to

aα = (0, 0, 0)T , which is the origin of the xyz-coordinate system. The pan mirror can rotate

around the z-axis, and its normal vector is given as nα = (− cosα, sinα, 0)T . The center

of the tilt mirror (mirror 2) is located at aβ = (0, d, 0)T , where its distance from that of the

pan mirror is represented by d. The tilt mirror can rotate around a straight line parallel to
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the x-axis at a distance d, and its normal vector is given as nβ = (0,− sin β, cos β)T . α and

β indicate the pan and tilt angles of the pan-tilt mirror system, respectively. The center of

high-speed camera is installed to p1 = (−l, 0, 0)T , where l is the distance from the center

of the pan mirror. xy-viewtilt mirrorperspective camera yz-viewtilt mirrorpan mirror pan mirror
Figure 6.1: Geometries of pan-tilt mirror system.

The catadioptric mirror system with two planar mirrors is installed in front of the

pan-tilt mirror paralleling to the y-axis. Figure 6.2 shows the xz-view of its geometry.

The normal vectors of the mirror 1 and mirror 2 are given as n1 = (cos θ1, 0,− sin θ1)T ,

n2 = (− cos θ2, 0,− sin θ2)T , respectively. θ1 and θ2 are the angles formed by the xy-plane

and the planes of mirrors 1 and 2. The planes of mirrors 1 and 2 are crossed on the

yz-plane passing through the points a1 = (0, d, h)(= a2) in front of the center of the tilt

mirror.

6.2.2 Parameters of Virtual Cameras and Baseline
According to the geometric parameters of the pan-tilt mirror system and the two

side mirrors, the optical center of the virtual cameras pv can be expressed with reflection
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mirror 2
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mirror 1 pan-tilt mirror1 2
a = a

Figure 6.2: Geometries of catadioptric mirror system system.

transformation as follows:  pv
1

 = Ps PβPα

 p1

1

 , (6.3)

where Pα, Pβ and Ps are the transformation matrix of pan, tilt and side mirrors, respec-

tively.

The optical center p1 and p2 of the virtual camera 1 and 2 are described by the

following functions related to the variable pan and tilt angles of α and β.

p1=


−l cos 2α cos 2θ1−h sin 2θ1−A sin 2βsin 2θ1

d − A cos 2β

−A cos 2θ1sin 2β+2h sin2 θ1+l cos 2α sin 2θ1

, (6.4)

p2=


−l cos 2α cos 2θ2+h sin 2θ2+A sin 2βsin 2θ2

d − A cos 2β

−A cos 2θ2sin 2β+2h sin2 θ2−l cos 2α sin 2θ2

. (6.5)

where A = l sin 2α+d.
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The virtual baseline Db can be calculated using the locations of the two virtual

cameras p1 and p2 expressed as Db (α, β) = |p2 − p1|. The baseline Db can be calculated

easily by adjusting the pan and tilt mirrors angles when other parameters such as θ1, θ2

and h are fixed.

6.3 Implemented Algorithm and System Configuration
In this section, we implement the algorithm to calculate the 3-D images using the

virtual stereo pair of images captured through the ultrafast pan-tilt mirror system. The

flowchart of implemented algorithm is illustrated in Figure 6.3 including multithread gaze

control for stereo pair acquisition and depth calculation.

v1-1) switching to viewpoint 1

v1-2) view 1 image capturing

v1-3) pan-tilt mirror angles control

v1-1) switching to viewpoint 1

v1-2) view 1 image capturing

v1-3) pan-tilt mirror control

v2-1) switching to right viewpoint

v2-2) right-view image capturing

v2-3) pan-tilt mirror angles control

S-1) virtual synchronization 
with frame interpolation

S-2) triangulation with virtual
synchronized images

 1 frame 2k-1

frame 2k

frame 2k+1

real-time offline

3-D images

stereo pair t2k 

Image 1 ( t2k-1 ) 

Image 1 ( t2k+1 ) 

Image 2 ( t2k ) 

t2k 

Figure 6.3: Flowchart of implemented algorithm.

6.3.1 Multithread Gaze Control for Stereo Pair Acquisition
The multithread gaze control processing is to coordinate high-speed video-shooting,

processing and pan-tilt mirror switching. A fine temporal granularity for view 1 and

view 2 is necessary to realize multiple virtual cameras using a single high-speed vision

system. The accelerations of video-shooting and gaze control ensure the accurate and

high-speed stereo pairs acquiring with sufficient large parallax. Compared with traditional
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wide baseline stereo systems using two or more real cameras, the proposed system using

virtual cameras has the advantages including no need to connect two real cameras, easier

to adjust virtual camera positions, wide baseline stereo especially in limited space where

two real cameras can’t be placed and only one camera used.

Gaze directions for view 1 and view 2 are controlled according to the frame se-

quence of high-speed camera alternately. View 1 works for t2k−1 − τm ≤ t < t2k − τm, and

view 2 works for t2k − τm ≤ t < t2k+1 − τm (τm is the settling time in controlling the mirror

angles of the pan-tilt mirror system). The time-division thread executes with a temporal

granularity of ∆t. tk = t0 + k∆t (k: integer) indicates the image-capturing time of the

high-speed vision system,

The images for view 1 and view 2 are captured at different timing leading to syn-

chronization errors in stereo measurement especially when target object moves largely.

In this study, we use frame interpolation technique [138] for virtual synchronization to

eliminate unsynchronization caused by mirror switching. View 1 images were interpo-

lated to correspond with view 2 images. Considering the view 2 image I2(t2k) captured

at time t2k as the standard image for virtual synchronization, the virtually synchronized

view 1 image Ĩ1(t2k) at time t2k can be estimated with frame interpolation using the two

temporally neighboring view 1 images I1(t2k−1) at time t2k−1 and I1(t2k+1) at time t2k+1 as

follows:

Ĩ1(t2k) = fFI(I1(t2k−1), I1(t2k+1)), (6.6)

where fFI(Ia, Ib) indicates the frame interpolation function using two images Ia and Ib.

Note that image horizontal flipping is essential because each side virtual camera captures

images by three mirror reflections (pan-and-tilt mirrors and one side plane mirror), thus

odd number of mirror reflection makes image mirroring.

6.3.2 Depth Estimation Using Virtual Synchronized Images
3-D depth information is estimated using virtually synchronized view 1 and view

2 images, Ĩ1(t2k) and I2(t2k), at time t2k after mirroring. Figure 6.4 shows the flowchart
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of depth estimation using stereo pairs. View 1 and view 2 stereo images are firstly recti-

fied with stereo calibration parameters to make epipolar horizontal. Then, some standard

stereo matching methods can be used to calculate the depth disparity map of the corre-

sponding pixel. In this study, the rSGM method [139] are used as the stereo matching

algorithm.

Figure 6.4: Flowchart of depth estimation using stereo pairs.

6.3.3 System Configuration
The proposed system is mainly made up of three parts: the high-speed vision part,

catadioptric part and control system. The overview of the whole system is shown in Fig-

ure 4.3. The high-speed vision platform is IDP Express [78] consisting of a compact cam-

era head and an FPGA (Xilinx XC3S5000) image processing board, which can capture

8-bit RGB images of 512×512 pixels at 2,000 fps. A f = 50 mm CCTV lens is attached

to the camera head. The catadioptric system includes two-degrees-of-freedom (DOF)

pan-tilt mirror and two additional side mirrors. The pan mirror was installed 25 mm in

front of the CCTV lens, and the tilt mirror was installed 10 mm in front of the pan mirror.
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The two side mirrors were vertically installed 5.4 m in front of the tilt mirror and the

distances between two mirrors were 0.6 m and 2.9 m as shown in Figure 4.3. The con-

trol system includes a personal computer (PC) (Windows 7 Enterprise 64-bit OS, ASUS

P6T7 WS Super Computer motherboard, Intel Core (TM) i7 3.20-GHz CPU, 6 GB mem-

ory) and A/D and D/A communication system. The D/A board (PEX-340416, Interface

Inc, Japan) is used to send control signals to the pan-tilt mirrors (Cambridge Technology

6240H) and the A/D board (PEX-321216, Interface Inc, Japan) is used to receive signals

of the pan and tilt angles. The pan and tilt mirrors are movable in the range of -10 to 10

degrees controlled within 2 ms.

6.4 Experiments

6.4.1 3-D Depth Measurement of Human Body
Figure 6.5 shows the human body 3-D measurement experiment using the proposed

system. Human body and arm were moved during the measurement experiment and we

selected images at the time of t=1.2 s, 2.5 s and 3.8 s. Figure 6.5 (a) is the overview of

experiment monitored using a standard video camera. Figure 6.5 (b) and (c) show the

captured images from view 1 and view 2 respectively after image mirroring and frame

interpolation. Figure 6.5(d) shows the 3-D measurement results by using rSGM method

after images rectification using stereo calibration parameters. 3-D depth of body and arm

were measured even when the arm was moved. Experiment results demonstrate that the

proposed monocular stereo system can work effectively by using high-speed camera and

controlling the ultrafast pan-tilt mirror device switching.
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Figure 6.5: 3-D measurement experiment: (a) experiment overviews, (b) captured

images from view 1, (c) captured images from view 2 and (d) depth images.
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6.4.2 Experiment Analysis
Next, we compared the 3-D measurement experiment results with frame interpo-

lation and without frame interpolation. Figure 6.6 shows the experiment results. In the

experiment, two continuous captured view 1 images I1p (t = 2k − 1) and I1n (t = 2k + 1)

were selected to make the frame interpolation image IFI (virtually at t = 2k). View 2

image I2 at t = 2k were selected combining one of the three view 1 images as stereo pair

to calculate the depth image.

In Figure 6.6, the top row shows three view 1 images: I1p, I1n and IFI; the middle

row is the view 2 images I2 (the three images are the same one); the row below shows

3-D depth maps using different view 1 images (I1p, I1n and IFI) and the same view 2 im-

age I2. The numbers of unmeasurable pixels in the 3-D images using images I1p and I1n

were larger than that using frame interpolated image IFI . This is because the deviation

errors were larger without virtual synchronization when arm is moving. The experimental

results indicate that the proposed wide baseline monocular stereo system can accurately

measure the 3-D shapes of objects even in the movement case by using frame interpola-

tion.
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Figure 6.6: 3-D experiment with and without frame interpolation: (a) up: I1p image;

middle: I2 image; down: depth result using I1p and I2, (b) up: I1n image; middle: I2

image; down: depth result using I1n and I2, (c) up: IFI image; middle: I2 image;

down: depth result using IFI and I2.

6.5 Concluding Remarks
In this Chapter, we proposed a wide baseline catadioptric stereo system for monoc-

ular stereo measurement. High-speed vision system ad an ultrafast mirror-drive pan-tilt

device switching different-view at 125 Hz in a second were used to capture 8-bit color
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512×512 stereo pair images at 62.5 Hz. The geometry of the two virtual cameras, camera

1 and camera 2, for stereo measurement were presented to calculate their localizations.

The baseline of two virtual cameras became wider and was able to adjust easily through

pan and tilt angles. Frame interpolation strategy was proposed to reduce the synchroniza-

tion errors caused by mirror switching in monocular stereo measurement. In the experi-

ment, view 1 images were interpolated to be in coordinate with view 2 image. The 3-D

measurement results and analysis were evaluated using the high-frame-rate videos with

multithread gaze control, and verified the effectiveness of monocular stereo measurement

using our monocular catadioptric stereo system with ultrafast viewpoint switching.



Chapter 7

Conclusion

In this study, we proposed the concept of novel high-speed monocular stereo vision sys-

tem using the ultrafast pan-tilt catadioptric system. Based on this concept, we developed

the monocular stereo vision system using only one camera to realize two cameras. Com-

bining geometry relationship of the catadioptric system and flexible pan-tilt mirror device

controlling, two or more active vision virtual stereo cameras can be obtained. In this way,

target can be tracked and the stereo pair images are obtained at the same time by control-

ling the ultrafast pan-tilt mirror system. The parameters for three dimensional shape and

reconstruction such as the positions and orientations of these virtual cameras are calcu-

lated using pan and tilt angles. Using this system, firstly we conducted experiment for

3-D shape measurement with tracking. In order to eliminate the synchronization errors

generated by mirror switching, frame interpolation is introduced to make the stereo image

pairs virtually captured at the same time. The stereo tracking and stereo image pair ac-

quisition are running at the real-time, while the 3-D shape measurement result with frame

interpolation is off-line because of the time consuming algorithms.

Then we applied the system to marker based 3-D motion tracking at the real-time.

We expanded the system from one target stereo tracking to multiple objects stereo tracking

by designing time sequence of the pan and tilt mirrors controlling. Hardware-based cell

labelling algorithm was used to extract the positions of markers in each side image at

the real-time. Interpolation is also needed for left and right switching synchronization,

however frame interpolation is not suitable for real-time application. Thus we interpolated

the centroid positions of each marker to make the marker positions virtually captured at

89
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the same time. By using these strategies, 3-D motion of multiple targets can be tracked

and obtained at real-time.

Finally, a wide baseline monocular stereo vision system was proposed to make it

possible for the wider baseline stereo system realized even in the limited space. We re-

designed the catadioptric system and calculated the geometry relationship of the mirrors.

Larger mirrors were used to avoid insufficient light intensity due to the small-size mirror

for ultrafast viewpoint switching. Stereo pair of human body movement was captured

without additional illumination at real-time. Wide baseline stereo system can make the

stereo measurement more accuracy.

In the future, we plan to expand the concept of virtual pan-tilt cameras to more

applications. Currently, there are some problems to be solved such as offline 3-D image

estimation due to the heavy computation required. To implement more sensitive and real-

time stereo vision for real-world applications such as SLAM problems and large-scale

mapping, we intend to improve both the optical system that maximizes the collection ef-

ficiency of light and the integrated monocular stereo algorithm that can be accelerated by

parallel implementation of a local method with low computational complexity on GPUs

and FPGAs. This is achieved by considering a trade-off between the complexity and accu-

racy in estimating stereo disparity maps on the basis of the monocular catadioptric stereo

tracking system reported in this study.
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