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ABSTRACT

Colorectal endoscopy is widely used to diagnose colorectal cancer throughout the world
and the recent development of narrow-band imaging system enables endoscopists to
perform examinations in a short time. However, the intra/inter-observer variability show

that the diagnosis can be subjective and highly depend on the endoscopist’s experience. Hence,
a computer-aided diagnosis system providing an objective measure for diagnosis could be an
important diagnostic support during examinations. To this end, the prototype of the system has
been developed, which recognize the center of video frame of endoscope and provide classification
results to endoscopists in a frame by frame manner. However, this prototype system has two
problems: one is that the output of the system is highly unstable because each frame is processed
independently. The other is that the system recognizes only part of images or video frames.

In this thesis, we propose three methods to overcome these problems. The first method is a
temporal smoothing method for posterior probability curves with a particle filter of Dirichlet
distribution that introduces defocus information to likelihood estimation. The second method is
an image labeling method with Markov random field and posterior probabilities obtained from a
pretrained classifier. The third method is an image labeling method based on a tree of shapes
and histogram features computed on the tree structure.

Keywords: Colorectal cancer, Endoscopy, Narrow-Band Imaging, Particle filter, Dirichlet dis-
tribution, Rayleigh distribution, Defocus information, Image labeling, Markov random fields,
Texture analysis, Tree of shapes, Histogram feature, Mathematical morphology
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1
INTRODUCTION

Current colonoscopy or colorectal endoscopy, an endoscopic examination of the colon, is

capable of not only observing colorectal tumor but also treating with an endoscope. If a

tumor would be in its early stage without suspicion of progress or metastasis of cancer, it

might be possible to resect it during inspection. However, we need to understand the range and

condition of the tumor correctly for treatment. This is because resecting a tumor might cause

perforation, and resecting shallow might cause to stimulate proliferating and metastasizing

capacity. Accordingly, endoscopists are required diagnosing precisely during colonoscopy. However,

a small tumor tends to be overlooked visually because of difficulty of an operating endoscope and

the shape of tumors. Due to chronic shortage of doctors, moreover, the number of patients per

doctor and the burden of endoscopists are increasing annually.

In general, observations and treatments of tumors are done on different days even if those

can be done simultaneously to enhance the accuracy of diagnosis. At the time of observation,

endoscopists take a lot of pictures of a polyp, and later, other endoscopists decide the level of tu-

mors using the pictures. Our research project provides a recognition system during examinations.

According to the description of the level, endoscopists presume the existence and invasion depth

of polyps. Because the decision depends on the experiences of endoscopists, it may be different for

each endoscopist. Therefore, we provide a quantitative and statistical recognition measurement

based on machine learning for endoscopists to reduce diagnostic error and inter/intra-observer

variability. The recognition results of our system can be data to inform endoscopists of the

possibility of diagnostic error, but not a correct decision.

To this end, we already proposed a narrow-band imaging (NBI) endoscopic patch recognition

system with bag-of-visual words (BoVW) and a support vector machine (SVM) for a three-class

classification problem based on the NBI magnification findings and achieved a high recognition

1



CHAPTER 1. INTRODUCTION

rate. Furthermore, we have developed a prototype system for NBI endoscopic video sequence,

which is an extension of the above system to video sequences. However, there are two problems

in the systems. One is that the output of the system is highly unstable because each frame is

processed independently. The other is that the system recognizes only central parts of movies.

This thesis proposes three methods to improve these problems. For the former, we propose a

smoothing posterior probabilities with a particle filter of Dirichlet distribution. For the latter,

we propose a segmentation method using Markov random field (MRF) framework and posterior

probabilities obtained from SVM and another method based on a tree of shapes and histogram

features computed on the tree structure.

1.1 Colorectal Cancer

This section describes fundamental knowledge of colorectal cancer and endoscopic examination

such as statistical data, inspection, treatment, and microscopic classification to be endoscopist’s

diagnosis index.

1.1.1 General Situation of Colorectal Cancer

Colorectal cancer has been one of the most critical disease in the world. In Japan, the report

estimates that 50,000 people have died from colorectal cancer in 2015 [108]. Figure 1.1 shows

the trend of deaths of colorectal cancer in Japan. The number is increasing year by year, and

have increased by 1.6 times over 20 years. And also, 49,190 people have died in 2016 in the

United States [114], and 15,903 people have died in 2014 in the United Kingdom [15]. World
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Figure 1.1: The time trend of the deaths number cause of colorectal cancer in Japan [108].
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1.1. COLORECTAL CANCER
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Figure 1.2: 5-year survival rate of colorectal cancer [43].

Health Organization has released projections [56] in which the number of deaths in the world is

estimated to be about 780,000 in 2015, and is expected to rise to 950,000 in 2030.

The 5-year survival rate [43] is a medical barometer which measures the prognosis of disease

(Figure 1.2). The rate indicates the ratio of the patient who survives after progress for five

years from diagnosis. Colorectal cancer is classified into four stages (stage 1 ∼ 4) based on the

progress. In stage 1, the cancer has grown into submucosa and has not spread to nearby lymph

or distant sites. Then, the cancer has grown into the muscularis propria, a deeper, thick layer

of muscle that contracts to force the contents of the intestines along in stage 2. The cancer has

spread into the lymph nodes in stage 3. Furthermore, the cancer has attached to other organs

and structures. The percentages of late stage is less than 20, while for early stage nearly 100.

Therefore, it is important to detect a cancer in its early stage. This clarify that colorectal cancer

can be curable if the cancer is detected in early stage. However, patients which colorectal cancer

often have no subjective symptoms, and cancer might be already developed when the symptoms

occur. Therefore, it is desirable to be inspected on a regular basis.

1.1.2 Colorectal Endoscopy (Colonoscopy)

The inspection methods of colorectal cancer include Fecal Occult Blood Test (FOBT) [57, 132],

Digital Rectal Examination (DRE) [39], biomedical markers [73], CT colonography [54, 160],

MR colonography [3, 136], Marvin Positron Emission Tomography (PET) [91], Ultrasound [123],

Double Contrast Barium Enema (DCBE) [16, 68], Confocal Laser Endomicroscopy (CLE) [75],

and Virtual Endoscopy [122]. Among them, colorectal endoscopy (or colonoscopy), an inspection

to observe and treat a colon inserting a slender pipe with a small charge-coupled device (CCD)

camera or lens, is widely used in hospitals as a standard medical procedure. Figure 1.3 shows

the process of colorectal endoscopy. In colorectal endoscopy, a scope of endoscopy is inserted into

near the end of the small intestine firstly, and endoscopists then observe the inside of the colon
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Figure 1.3: Colorectal endoscopy.

with returning the scope. The lesions of colorectal tumors on the colon surface are often visually

inspected. Endoscopists take a lot of pictures, and resect the polyp in some cases. However, there

are some parts to be difficult to observe such as the reverse side of the folds of the intestinal

wall and an incipient tumor has a small lesion. Therefore, endoscopists might overlook polyps.

To enable endoscopists to examine more precisely during examination, endoscopic devices have

been developed. Zoom-videoendoscope with a magnification factor of up to 100 [147] is one of such

developed endoscopic device. Because endoscopists diagnose the presence of colorectal cancer

and the invasion depth by microstructures of tissue, zoom-videoendoscope enables to observe in

detail.

To diagnose histologically by using the visual appearance of colorectal tumors in endoscopic

images, chromoendoscopy is used. During chromoendoscopy, indigo carmine dye spraying or

crystal violet staining are used to enhance the microscopic appearances of the pit patterns

illuminated by a white light source. Figure 1.4a shows an image of a colon taken by an endoscope

without staining, while Figures 1.4b and 1.4c show images stained by two different dyes. In 1.4b

and c, the structure of the mucosal surface on the polyp is well enhanced and the visibility is

much better than in white light colonoscopy 1.4a.

Narrow-band imaging (NBI) [37, 38, 100, 133] is recently developed videoendoscopic system

that uses RGB rotary filters placed in front of a white light source to narrow the bandwidth of

the spectral transmittance. The central wavelength of the RGB filters are set to 540 and 415

nm with a bandwidth of 30 nm, because the hemoglobin in the blood absorbs lights of these

4



1.1. COLORECTAL CANCER

(a) White light colonoscopy (b) Chromoendoscopy with indigo carmine dye

(c) Chromoendoscopy with crystal violet dye (d) NBI colonoscopy

Figure 1.4: Images showing different colonoscopy processes.

wavelengths. NBI provides a limited penetration of light to the mucosal surface, and enhances

the micro vessels and their fine structure on the colorectal surface (see Figure 1.4d). NBI enables

an endoscopist to quickly switch a white light colonoscopy image to an NBI colonoscopy image

when examining tumors, while a chromoendoscopy requires a cost for spraying, washing and

vacuuming dye and water. In this thesis, we use images and video sequences of colorectal cancers

taken by NBI colonoscopy.

1.1.3 Medical Tumor Classification in Colorectal Endoscopy

As described in the preceding section, endoscopists diagnose a polyp by using the visual appear-

ance. In the past clinical research, the microscopic appearances enhanced by chromoendoscopy

are visually inspected, which is called pit-pattern classification. In recent years, classification
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using NBI system has been standard, which is called NBI magnification findings. Herein, we

describe these two type of visual assessment strategies.

1.1.3.1 Pit-pattern Classification

A pit pattern is the shape of a pit [2], the opening of a colorectal crypt, and can be used for

the visual inspection of mucosal surface. The microscopic appearances of the pit patterns are

enhanced by chromoendoscopy, which enables endoscopists to classify progress level of tumor. This

is called the pit-pattern classification and is a standard visual inspection method of colonoscopy.

Pit-pattern analysis started in the 1970s [2, 79], and developed over the next two decades

[67, 81, 82]. Figure 1.5 shows the most widely used pit-pattern classification, which categorizes

pit-pattern into types I to V. Types III and V are further divided into IIIS (S: Smaller) and IIIL (L:

Larger), VI (I: Irregular) and VN (N: Non-structure), respectively.

The pit-pattern classification has been used to differentiate non-neoplastic colorectal lesions

from neoplastic ones, and to guide therapeutic decisions. Indicated diagnosis roughly corresponds

to: follow up (no resection) (type I, and II), endoscopic resection (type IIIS, IIIL, and IV), surgery

(type VN), and further examinations (type VI).

Ⅰ

Ⅱ

ⅢS

ⅢL

Ⅳ

ⅤI

ⅤN

Round pit (normal pit) 

Asteroid pit 

Tubular or round pit that is smaller than the normal pit 
(Type I) 

Tubular or round pit that is smaller than the normal pit 
(Type I) 

Dendritic or gyrus-like pit 

Irregular arrangement and sizes of ⅢS, ⅢL, Ⅳ type pit 
pattern 

Loss or decrease of pits with an amorphous structure 

Figure 1.5: Pit-pattern classification of colorectal lesions [144].
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1.1.3.2 NBI Magnification Findings

NBI has been introduced to overall digestive organs such as gastro, esophageal, and colorectal

examinations from the early 2000’s. Especially, gastro and esophageal examinations demands

NBI due to the irritation of dye-spraying. NBI has been used for colorectal examination from

around 2004 [37, 38, 100, 133]. Because of the high visibility of the microvessels [18, 60, 66], NBI

is used for pit-pattern analysis [63] and microvessel analysis [62].

NBI magnification findings is the view aiming at objective and qualitative diagnosis of

colorectal cancer by evaluating pit-pattern classification and microvessel structures synthetically.

Several categorizations of NBI magnification findings have been developed by different medical

research groups.

• Hiroshima University Hospital: three main types (A, B, and C) and subtypes (C1, C2, and

C3).

• Sano Hospital: three main types (I, II, and III) and subtypes (IIIA and IIIB) based on the

density of capillary vessels, lack of uniformity, ending and branching of the vessels.

• Showa University Northern Yokohama Hospital: six main types (A to F) associated with

two subtypes (1 and 2) based on the thickness, network structure, density and sparsity of

the vessels.

• The Jikei University School of Medicine: four main types (1, 2, 3 and4) and subtypes (3V

and 3I) based on detail and regularity of the vessels.

Type A

Type B

Type C

1 

2 

3 

Microvessels are not observed or extremely opaque. 

Fine microvessels are observed around pits, and clear pits 
can be observed via the nest of microvessels. 

Microvessels comprise an irregular network, pits observed 
via the microvessels are slightly non-distinct, and vessel 
diameter or distribution is homogeneous. 

Microvessels comprise an irregular network, pits observed 
via the microvessels are irregular, and vessel diameter or 
distribution is heterogeneous. 

Pits via the microvessels are invisible, irregular vessel 
diameter is thick, or the vessel distribution is 
heterogeneous, and a vascular areas are observed. 

Figure 1.6: NBI magnification findings [71].
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Among them, in this thesis we use the classification proposed by Tanaka’s group at Hiroshima

University Hospital. Figure 1.6 shows NBI magnification findings proposed by Tanaka’s group. It

divides the microvessel structure in an NBI image into type A, B, C (see Figure 1.6). Type C is

divided into three subtypes C1, C2, and C3 according to detailed texture.

Colonoscopy, however, is affected by the skill and familiarity of each endoscopist, and the

burden of endoscopists is increasing due to the increased number of patients. Moreover, inter/intra-

observer variability [106, 107, 119] shows that diagnosis can be subjective and depends on the

endoscopist’s experience. Therefore, it is important to develop a computer-aided systems able

to provide supporting diagnosis for this type of cancer [143] and a number of studies have been

conducted.

1.2 Previous Work

We have proposed an NBI patch recognition system and extended to recognition of NBI video

sequences as our prior work. In this section, we describe about the details of these systems, the

performance, and the problems.

Type A Type B Type C3

12, 55, 63, …
87, 49, 21, …
32, 20, 73, …
67, 6, 0, …
79, 5, 40, …
11, 36, 87, …

27, 64, 25, …, 87
93, 41, 75, …,   8

…

12, 55, 63, …
87, 49, 21, …
32, 20, 73, …
67, 6, 0, …
79, 5, 40, …
11, 36, 87, …

65, 33, 19, …, 11
52, 51, 32, …, 89

…

12, 55, 63, …
87, 49, 21, …
32, 20, 73, …
67, 6, 0, …
79, 5, 40, …
11, 36, 87, …

66, 95, 47, …, 85
11, 82,   3, …, 124

…

Type A Type B Type C3

84, 99, 40, …, 121
 5, 26, 91, …, 150

…

Clustering

Vector quantization
Vector

quantization

Feature space

Classifier

Histogram

Test image

Learning

Classification result

Description of Local features

Figure 1.7: Overview of BoVW.
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Figure 1.8: Training sample construction by trimming a rectangle (right) from an NBI videoendo-
scope image (left).

1.2.1 NBI Patch Recognition System

Tamaki et al. [145, 146] have proposed an NBI patch recognition system with BoVW [22, 88, 118]

for a three-class classification problem (types A, B, and C3) based on the NBI magnification

findings. The overview of the BoVW is shown in Figure 1.7. BoVW represents an image as a

histogram of representative local features extracted from the image regardless of their location.

As a local features, they used densely sampled scale-invariant feature transform (SIFT) [31, 59,

70, 98, 99]. They used a descriptor of each different scale at a sample point as an element of single

feature vector: for example, if there are 100 points on the grid and 4 scales are being used, then

we have 400 descriptors called gridSIFT descriptors, where each descriptor is a 128 dimensional

vector. An alternative way to define a descriptor is to combine the descriptors of different scales

at the sample point into a single feature vector: e.g., in this case we have 100 descriptors, each

being a 512 dimensional vector (we call this variant multi-scale gridSIFT).

To create visual words histogram, they used two methods: hierarchical k-means clustering

[116] and class-wise concatenation of visual words [161]. In their experiments, they need to

cluster several millions of features densely sampled from almost one thousand training images,

and explore vocabularies of size up to several thousands visual words. Hence, it is necessary to

use hierarchical k-means for reducing the computational cost. Because the scaling is well-known

to affect the classification performance, each bin of the histogram was scaled linearly so that the

range of values of the bin was [−1,1] throughout for the training samples; we then stored the

scaling factor to scale histograms of test data.

In a classifier, they used an SVM [21, 134, 142, 153] with five kernel types (radial basis

function (RBF), linear, χ2, χ2
ng, and histogram intersection (HI)). During training phase, an

SVM was trained with the visual word histogram features of the training samples for different

values of the penalty parameter using a 5-fold cross validation. The values that gave the best

performance were selected and stored.
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Figure 1.9: Performance of NBI patch recognition system with different kernels (quoted from
[145]). As parameters of gridSIFT, grid spacing is set to 5 pixels and scale is set to 5 and 7 pixels.
Used SVM kernels are RBF, linear, χ2 (chi2), χ2

ng (chi2 ng), and HI.

To train the SVM classifier, we collected training samples as follows. As still image of a video

frame was trimmed (see Figure 1.8) by endoscopists into a rectangular patch that contained

typical microvessel structures. Then, labels were assigned to the image patches by endoscopists.

Note that all these trimmed images were collected and all experiments of our previous works

and this thesis were performed at the Hiroshima University Hospital. The guidelines of the

Hiroshima University ethics committee were followed, and informed consent was obtained from

the patients and their families. We are collecting such image patches to construct large-scale

dataset and we have 2247 NBI image patches (Type A: 504, Type B: 847, Type C1: 257, Type

C2: 57, Type C3: 582). Note that the number of used NBI image patches differ depending on the

experiment because the NBI image patches are increasing year by year.

Figure 1.9 shows the performance of the NBI image recognition system. The recognition rate

of 93 percent was obtained for 10-fold cross validation on 908 NBI image patches (Type A: 359,

Type B: 462, Type C3: 87).

1.2.2 NBI Videoendoscopy Recognition System

The NBI patch recognition system enabled us to develop a real-time recognition and assessment

system during endoscopic examination, which is expected to be of a great help for colonoscopy

[143]. One straightforward way is frame-wise classification, or feeding an NBI videoendoscopic

image sequence frame by frame to the recognition system: a rectangular window at the center of

each frame is classified, and the output at each frame can be either a class label or the posterior

probabilities of each class (showing the confidence in the estimated class labels).
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Figure 1.10: Overview of real time recognition system.

Figure 1.10 shows an overview of the real-time recognition system. The region-of-interest

(ROI) is set to a rectangular patch at the center of the frame of the videoendoscope (a white

rectangle inside the video frame in the upper right of Figure 1.10). Then, densely sampled SIFT

descriptors [31, 59, 70, 98, 99] computed on a regular grid of 5 pixels with two different scales

(5 and 7 pixels) are extracted in the ROI. The extracted SIFT descriptors are represented as a

histogram of the visual words (representative SIFT features) computed by hierarchical k-means

clustering [116]. Each bin of this histogram is linearly scaled with a fixed factor mentioned

above. This visual word histogram feature is then classified by a pretrained linear SVM classifier

[21, 134, 142, 153] to obtain the classification probabilities for each category. These results

(probabilities) are finally displayed on a monitor by superimposing the results onto the video

frame.

The classifier-training phase was conducted offline before the online classification. We trained

a linear SVM classifier using the training samples mentioned above, and all the necessary

parameters of the SVM classifier were stored in a file. During the online classification phase, this

file was loaded and used for the SVM classification (therefore, we call it a pretrained classifier).

1.2.3 Problems of the Recognition System

The NBI videoendoscopy recognition system could be greatly helpful for endoscopists during

examinations. However, this system has two critical problems.
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Figure 1.11: Example of frame-wise classification results from an NBI video [145] with snapshots.
For each frame, a patch of size 200 × 200 at the center of the frame is classified by a frame-wise
classifier to obtain posterior probabilities as a result of a 3-class classification problem. These
three classes, type A, B, and C3, correspond to certain diagnostic criteria for a tumor. In the
upper row, the three curves of posterior probabilities represent the classification results obtained
in each frame: the horizontal axis shows frame number and the vertical axis the classification
probabilities for the three classes of type A (blue), B (green), and C3 (red). The bottom row shows
frames of the video at every 100 frames. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Firstly, this strategy is not appropriate for observations by endoscopists. Figure 1.11 shows

a typical result obtained from a frame-wise classification with three classes. The three curves

of posterior probabilities represent the classification results of every frame and are shown to

visualize the confidence of the classifier. Although this video sequence continues to capture

the same tumor, the classification results are highly unstable, and it would not be difficult for

endoscopists to understand the output during an examination. The output therefore should be

temporally smoothed and stabilized in order for endoscopists to easily understand the status of

tumors of interest.

The second problem lies in the fact that they can only a part of images of the video frame. For

instance, in case that a tumor is not in the center of the frame or multiple tumors exist in the

frame, these systems cannot provide appropriate objective measures. Therefore, recognizing an

entire endoscopic image would be a further assistance for endoscopists during examinations, and

could be used to train inexperienced endoscopists.

1.3 Thesis Overview

This thesis proposes three methods to improve the aforementioned two problems.

For the first problem, that is instability of temporal classification results, we propose a method

to smooth posterior probability curves temporally, that is based on a particle filter with Dirichlet

distribution because multi-dimensional probability vector obtained from a classifier should be

12
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smoothed. Moreover, the instability of classification results might be caused by incorrect feature

vectors described in highly defocused video frames. Hence, we introduce defocus information as a

confidence of such defocused video frame and use the defocus information to estimate a likelihood.

For the second problem, that is recognizing a part of a whole image, we deal with the problem

as an image labeling problem and propose two methods. The first image labeling method is based

on MRF framework with a posterior probabilities obtained from a classifier. Since we already have

achieved higher classification performance on patch classification experiments, we simply extend

this patch classification system to a whole endoscopic image. Posterior probabilities obtained from

a classifier are used for a data term of MRF model. Then, the defined MRF model is optimized

by α-β swap graph cut, and we obtain labeling results. In an endoscopic image, moreover, there

exists highlight regions, which could affect to feature descriptor and provide wrong labeling

results. Therefore, we consider highlight regions in a MRF model.

The second image labeling method is based on a tree of shapes and histogram features

computed on the tree structure. In this method, we compute histogram features at every node in

a tree of shapes. Image labeling can be done by classifying optimal subtrees in a tree of shapes

which are discriminative and useful for labeling. The parameters to select such discriminative

subtrees and a classifier are estimated by minimizing a cost function with training images.

The body of this report consists of five chapters, the first one is this introductory chapter.

Chapter 2 proposes a smoothing method for posterior probability curves and demonstrates the

experimental results. Chapter 3 proposes a image labeling method using MRF framework and

posterior probabilities obtained from an SVM classifier. Chapter 4 tackles the image labeling

problem again. We proposed a novel image labeling method based on a tree of shapes and

histogram features computed on the tree structure. Finally, we give conclusions and discuss

future work in Chapter 5.
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DEFOCUS-AWARE DIRICHLET PARTICLE FILTER

As we introduced in Chapter 1, we propose a method to smooth and stabilize posterior

probability curves. A computer-aided system that provides an objective measure for

diagnosis to endoscopists during colonoscopy would be of great assistance [143]. To this

end, we have developed frame-wise classification system, i.e., using a machine-learning-based

classifier trained off-line with training image patches to recognize a part of every endoscopic

video frame and showing classification results (labels or probabilities) on a screen. However, the

problem then arises that we do not see when we independently classify training image patches.

Figure 1.11 shows a typical result obtained from a frame-wise classification with three classes.

The three curves of posterior probabilities represent the classification results of every frame and

are shown to visualize the confidence of the classifier. Although this video sequence continues to

capture the same tumor, the classification results are highly unstable, and it would be difficult

for endoscopists to understand the output during an examination.

One of the principal causes for this instability is scene blur, or defocus, due to the narrow

depth of field (see Figure 2.1). Since operating an endoscope requires expert skill, and the

intestinal wall continues moving, it is difficult to maintain focus on a tumor for a long time.

Features extracted from defocused frames cause unstable results because the classifier has not

been trained with such features. Our preliminary experiments also demonstrate that classifying

defocused image patches performs worse than classifying well-focused ones (see Section 2.4.2).

Removing defocused frames from a video stream [120] would not be helpful in such an application

because results on the screen would frequently stop or disappear.

To overcome this problem, we propose a method for smoothing probability curves, or sequences

of posterior probabilities, such as those shown in Figure 1.11 on the basis of a particle filtering

with a Dirichlet distribution, which is called the Dirichlet particle filter (DPF). Furthermore, we
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Figure 2.1: Example of defocus. The tumor is captured in focus in one frame (left), but is defocused
in another frame (right).

incorporate information representing the degree of defocus from each frame in the frame work of

DPF. We call this proposed method the defocus-aware Dirichlet particle filter (D-DPF). There are

two reasons why we need to develop our own method for smoothing probability curves.

First, smoothing techniques use only given signals; therefore, it is difficult to recover from

failures in frame-wise classification owing to the defocus of frames. In such a case, it is reasonable

to use additional information which represents defocus of each frame; smoothing results tend to

follow the observation of the current frame if the frame is in focus, and to keep the results from

the previous frames otherwise. Our proposed method uses isolated pixel ratio (IPR) (see Section

2.3.2.1) as defocus information in the likelihood of the particle filter so as to show the confidence

of the classification result at each frame.

Second, smoothed results obtained by existing smoothing methods must typically be renor-

malized at each frame to sum to one, leading to inconsistency between frames as this has no

probabilistic significance. Our system outputs confidence values at each frame, i.e., posterior

probabilities for the results when classifying a patch in each frame into three classes (type A,

B, and C3), on the basis of NBI magnification findings [71, 119] (see Section 1.1.3.2). Therefore,

we developed a probabilistic framework with a particle filter to perform “smoothing of probabili-

ties” using the Dirichlet distribution (see Section 3.2) in such a way that defocus information is

incorporated.

2.1 Related Work

Polyp detection has been the most widely performed and studied task in colorectal videoendoscopy

in the past two decades. Maroulis et al. [105] proposed a detection system of colorectal lesions in

endoscopic videos using neural networks, and Karkanis et al. [72] used color wavelet features.

There have also been various other efforts [8, 65, 90, 124].

Surprisingly, classification of endoscopic videos has been scarcely investigated. One possible
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reason might be that a frame-wise classification could be developed by simply applying patch-

based classification to video streams frame by frame. In fact, many patch-based classification

methods for endoscopic images have been proposed for pit-pattern [44–53, 83–85] and NBI-

endoscopic images [42, 141, 145, 151]. Such a simple application of frame-wise classification to

video frames was proposed by Manivannan et al. [103]. They classified video frames into normal

and abnormal using patch statistics and Gaussian scale-space.

Later, they proposed a video-specific SVM, training with video frames to independently

classify images or frames [104]. This approach involves the following problems. First, each video

frame must have a label assigned by endoscopists, which is a very expensive task. Second, an

endoscopic video frame contains many unnecessary parts such as dark background, defocused

parts, and highlights. Therefore, using entire frames for learning would lead to a deterioration

of classification performance. Third, training a classifier with an entire video is more expensive

than training with image patches. Selecting representative image patches is much more efficient

when training a classifier or constructing a training dataset. Hence, we employ a more practical

strategy‚Äìsmoothing as post-processing of a frame-wise classification.

Several methods have been proposed to detect and exclude defocused frames from endoscopic

videos. Oh et al. [120] attempted to classify video frames into informative and non-informative

ones. They proposed two methods, i.e., edge- and clustering-based methods. As an edge-based

method, they apply a Canny edge detector to each frame and calculate the IPR, the ratio of

isolated edge pixels to all edge pixels. They then classify each frame by thresholding the IPR.

As a clustering-based method, they extract seven texture features from gray-level co-occurrence

matrices of discrete Fourier transform magnitude images and then classify each frame by k-

means clustering. To detect indistinct frames, Arnold et al. [1] used the L2-norm of the detail

coefficients of a wavelet conversion. Liu et al. [96] proposed robust tracking by detecting and

discarding endoscopic video frames that lack features useful to track by using the blurry image

detection algorithm proposed by Liu et al. [95].

In our method, we use Oh’s IPR because it is inexpensive to compute and incorporate into a

particle filter.

2.2 DPF

In this section, we develop DPF, which is a particle filter with a Dirichlet distribution.

2.2.1 Particle Filters

Particle filtering [14, 40, 76, 130] is a method for estimating the internal states of a state-

space model sequentially. In particle filters, a probability distribution is represented by Monte

Carlo approximation, i.e., by a set of K random samples, or particles, to handle non-linear and

non-Gaussian problems. A particle filter estimates posterior probabilities of the internal states
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conditioned on observations through the following two steps. A prediction step estimates the prior

probabilities at time t from observations before time t−1 and a state transition. An update step

estimates the posterior probabilities at time t from the prior probabilities and a likelihood. To

avoid confusion of terms, we hereafter refer to classification probability as the discrete (posterior)

probability obtained from a frame-wise classification, and to posterior probability as the smoothed

probability obtained by the particle filter.

Observation yt is the classification probability obtained at time (or frame) t and it has a unit

L1 norm; ‖yt‖1 = 1. Let y1:t = {y1, . . . , yt} be a series of observations obtained prior to time t. The

internal state xt is the posterior probability that should be estimated at time t by smoothing.

Hence ‖xt‖1 = 1, and we use the notation x1:t = {x1, . . . , xt} in the same manner as that for y1:t.

A prediction step estimates the prior probability p(xt | y1:t−1) using the following integral:

(2.1) p (xt | y1:t−1)=
∫

p (xt | xt−1) p (xt−1 | y1:t−1)dxt−1,

where p (xt | xt−1) is a state transition probability between states at time t− 1 and t. Once

p(xt | y1:t−1) is computed, an update step computes the posterior probability p(xt | y1:t) as follows:

(2.2) p (xt | y1:t)∝ p (yt | xt) p (xt | y1:t−1) ,

where p (yt | xt) is the likelihood. Repeating the prediction and update steps from time zero yields

a sequence of estimates of xt.

2.2.2 Dirichlet Distribution

To represent probability distributions of xt, we propose to use the N-dimensional Dirichlet

distribution [7] with parameter α= (α1, . . . ,αN ),αi > 0 defined by

(2.3) Dirx[α]= Γ(
∑N

i=1αi)∏N
i=1Γ(αi)

N∏
i=1

xαi−1
i ,

where Γ is the gamma function and x = (x1, . . . , xN ) is a random variable with ‖x‖1 = 1. The

parameter α controls the shape of distribution. Figure 2.2 shows examples of three-dimensional

(3D) Dirichlet distributions. When αi < 1 for all i, the density has greater probabilities around

the vertices as shown in figure 2.2(c). When αi = 1 for all i, the density flattens. Otherwise, the

density has a peak at the mode α−1
‖α‖1−N , where 1 is a vector of ones, as shown in Figure 2.2(e).

Additionally, the larger the parameter values are, the steeper the peak becomes. In our three-class

classification problem (N = 3), the support of the probability density is a two-dimensional triangle

in a 3D space. Using the Dirichlet distribution enables us to formulate the state transition and

the likelihood of the model.

2.2.3 State Transition

A prediction step models the relationship between internal states at time t−1 and t. To define a

state transition probability, we remember that the internal state of our problem is a posterior
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Figure 2.2: Examples of 3D Dirichlet distributions. (a) Support of the Dirichlet distribution. (b)
Probability density of a Dirichlet distribution (darker the pixels, lower the density). (c, d, and e)
Typical probability density shapes for different parameters α.

probability x that satisfies ‖x‖1 = 1. The support of x is exactly the same as that of the Dirichlet

distribution; thus, it can be used to define the state transition. Intuitively, internal state xt has

a large probability if it is similar to xt−1. Therefore, it is natural to use the probability density

p (xt | xt−1) having a peak around xt−1. We propose to define the state transition probability with

a Dirichlet distribution as follows:

(2.4) p (xt | xt−1)=Dirxt [α (xt−1)],

where parameter α is now a function of xt−1. To constrain the density (2.4) to have a peak around

xt−1, we assume a linearity between α and xt−1:

(2.5) α= Axt−1 +b,
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where A is an N ×N matrix and b is an N-vector. Throughout the remainder of this chapter,

we further simplify the linear function as A = aI and b = b1, and use the following simplified

notation:

(2.6) α (xt−1,a,b)= axt−1 +b1.

Now we redefine Eq. (2.4) as follows:

(2.7) p (xt | xt−1,θ)=Dirxt [α(xt−1,θ,0)].

Here we set b = 0 to make the mean of the density coincide with xt−1:

(2.8) E[xt]= α

‖α‖1
= axt−1

‖axt−1‖1
= axt−1

a‖xt−1‖1
= xt−1,

where we use the scale-invariant property of the L1-norm for the third equation and ‖xt−1‖1 = 1

for the last equation. Figure 2.3 shows examples of the state transition probability density

function of a 3D Dirichlet distribution. According to our observations when changing the range of

the parameter θ, 100 or greater is a typical choice for the value of θ.

2.2.4 Likelihood

In an update step, particles representing prior distribution p(xt | y1:t−1) are weighted by a

likelihood, and the posterior probability p(xt | y1:t) is then estimated on the basis of the weighted

particles. In our problem, we assume that the likelihood has a peak at yt and propose to define

the likelihood by using Dirichlet distribution as follows:

(2.9) p
(
yt | xt,γ

)=Dirxt [α
(
yt,γ,b

)
].

Here, we use the probability distribution of xt as the likelihood of yt. We wish to make the

likelihood have a broad peak at yt because the smoothing effect might decrease if the peak

sufficiently steep such that only particles near yt have extremely large weights. To this end, we

set b = 1 instead of b = 0, because the zero bias leads to a steep peak when the value of yt is

extremely close to 0. Figure 2.4 shows examples with and without the bias term (i.e., b = 0 or

b = 1). When some values in yt are negligible as in Figure 2.4(b) and (c), the likelihood with b = 0

has a steep peak at the edge of the trianglar support. In contrast, the likelihood with b = 1 has

a reasonably broad peak inside the triangle. Based on our observations, typical values of γ and

b should be 10 (or less) and 1 (or greater), respectively. Particularly, setting b = 1 makes the

likelihood have a peak at exactly yt because:

mode[xt]= α−1
‖α‖1 −N

= (γyt +1)−1
‖γyt +1‖1 −N

= γyt

γ‖yt‖1 +‖1‖1 −N

= yt,

(2.10)
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300xt−1 500xt−1100xt−110xt−1xt−1

(a) xt−1 = (0.050,0.300,0.650)

300xt−1 500xt−1100xt−110xt−1xt−1

(b) xt−1 = (0.400,0.300,0.300)

300xt−1 500xt−1100xt−110xt−1xt−1

(c) xt−1 = (0.050,0.900,0.050)

Figure 2.3: Examples of state transition probabilities modeled by Dirichlet distribution.

where ‖yt‖1 = 1 and ‖1‖1 = N.

2.3 D-DPF

Here, we incorporate additional defocus information at each frame to develop D-DPF. The DPF

discussed in the previous section assumes that each observation yt is generated by the true

state xt with a Dirichlet distribution with parameter γ. The graphical model of DPF is shown in

Figure 2.5(a), with factor nodes (black squares) representing potential functions of yt, xt, and the

deterministic parameter γ.

We assume that observation yt is influenced by the true state xt as well as a temporal hidden

variable γt, which is inferred from the additional defocus information. The graphical model of
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10yt 100yt yt + 1 10yt + 1 10yt + 2 10yt + 5yt

(a) yt = (0.4000,0.3000,0.3000)

10yt 100yt yt + 1 10yt + 1 10yt + 2 10yt + 5yt

(b) yt = (0.0001,0.6000,0.3999)

10yt 100yt yt + 1 10yt + 1 10yt + 2 10yt + 5yt

(c) yt = (0.0001,0.9998,0.0001)

Figure 2.4: Examples of likelihood functions modeled by Dirichlet distribution.

D-DPF in this section is shown in figure 2.5(b). The factor nodes now represent yt, xt, and γt. We

further assume that the hidden variable is generated by the defocus information zt.

2.3.1 Update Step

We begin with a modified definition of the update step as follows:

p
(
xt | y1:t,γ1:t, z1:t

)∝
p

(
yt,γt, zt | xt

)
p

(
xt | y1:t−1,γ1:t−1, z1:t−1

)
,

(2.11)

where zt is a scalar value representing the defocus information at time t.

We model the likelihood p(yt,γt, zt | xt) with a Dirichlet distribution with a peak at yt, whose

broadness depends on zt. According to the graphical model in figure 2.5(b), we propose to redefine

the likelihood as follows:

p
(
yt,γt, zt | xt

)= p
(
yt,γt | xt

)
p

(
zt | xt, yt,γt

)
= p

(
yt,γt | xt

)
p

(
zt | γt

)
,

(2.12)

Here, we use the fact that zt is conditionally independent of yt and xt given γt based on the

graphical model. The potential function p(yt,γt | xt), corresponding to the factor node in the
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Figure 2.5: Graphical models of (a) DPF and (b) D-DPF.

graphical model, has a form similar to Eq. (2.9); hence, we define it as follows:

(2.13) p
(
yt,γt | xt

)=Dirxt [α
(
yt,γt,1

)
].

2.3.2 Hidden Variable γt

We model p(zt | γt), the relation between the hidden variable γt, and the defocus information

zt. We wish to reduce the effect of classification failures of a frame-wise classifier at defocused

frames. In that case, observation yt is less reliable, and the likelihood is expected to have a broad

peak with the result that particles far from the peak at yt are assigned larger weights. Therefore,

we control γt to be smaller at defocused frames to have a broad likelihood. Herein, we use the

IPR as zt, and model p(zt | γt) with the Rayleigh distribution.

2.3.2.1 IPR

Isolated pixels are edge pixels extracted by a Canny edge detector, whose eight-neighbors are

not edge pixels, as shown in Figure 2.6. IPR is the ratio of the isolated pixels to all edge pixels

and takes values in the range between 0 and 1. We observe connected edge pixels in a sharp and
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(a) (b)

Edge pixels

Non-edge pixels

Isolated edge 
pixels

(c)

Figure 2.6: The concept of isolated pixel proposed by [120]. (a) An example of endoscopic image
and (b) edges extracted by Canny edge detector. (c) Edges of focused (left) and defocused (right)
frames.

focused image, whereas many isolated pixels are observed in defocused frames. In other words, a

focused frame has a lower IPR value, and a defocused frame has a higher IPR value. IPR can be

used to classify frames as informative or non-informative.

In Oh et al.’s paper, IPR values are distributed in the range between 0 and 0.1. However,

observations can differ in different endoscopic videos due to frame size, zooming, and optical

magnification, or when different types of endoscopes are used. To estimate the distribution of IPR

in our endoscopic videos, we computed a histogram of IPR extracted from 33 videos (see Section

2.4.1 for details), as shown in Figure 2.7. We can see that IPR is distributed between 0 and 0.01.

Using the IPR as zt, we propose the model described in the next section.

2.3.2.2 Rayleigh Distribution

We use the Rayleigh distribution [27] to represent the relationship between the hidden variable

γt and defocus information zt. The Rayleigh distribution is defined by

(2.14) Rayγ [σ]= γ

σ2 exp
(
− γ2

2σ2

)
,
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Figure 2.7: Histogram of IPRs computed from endoscopic videos.

where σ> 0 is a parameter. The top row of Figure 2.8 shows a few examples of the probability

density function of the Rayleigh distribution. Smaller values of σ cause the distribution to peak

toward zero, whereas larger values of σ broaden it.

As discussed above, we wish to have a broad peak of the Dirichlet distribution as a likelihood

when the frame is defocused, and a lower value of γt is preferred in that case. In terms of IPR,

a defocused frame contains many isolated pixels, resulting in larger IPR values. In summary,

at a defocused frame, IPR or zt is larger, and smaller values of γt must be sampled during the

sampling procedure of the particle filter, resulting in a broad peak of the likelihood. Consequently,

we propose to use zt for controlling the parameter σ of the Rayleigh distribution as follows:

(2.15) p
(
zt | γt

)=Rayγt [σ (zt)] ,

where σ(zt) is now a function of zt. To achieve the desired behavior, we use a function of the form:

(2.16) σ (zt)= aexp(bzt),

where a and b are parameters to be tuned. A plot of this function is shown in Figure 2.9. The

reason for using exponential decay is the range of zt. If a frame is in focus, then the IPR might

be zero or some small positive value. However, it can be extremely large (as much as one) for

a defocused frame. Therefore, we assume that the range of zt is [0,0.01], as mentioned above,

but also allow larger values if they have little effect. The use of exponential decay allows larger

values beyond the range above, but they would be effectively squeezed into an extremely narrow

range on the vertical axis, as shown in figure 2.9.

As a reasonable range for the vertical axis, σ, we choose from 1 to 4 for σ, which is in

accordance with observations of typical values of γt. At the end of the previous section, we

mentioned that we prefer γt to take values of 10 or less. When we observe the horizontal axis γ of
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Figure 2.8: The relationship between IPR, Rayleigh distribution and Dirichlet distribution. Top:
examples of the probability density function of the Rayleigh distribution. Bottom: Examples of
Dirichlet distributions corresponding to different values in the Rayleigh distributions.

figure 2.8, the Rayleigh distribution with σ= 4 has support that almost covers the range [0,10].

Therefore, in the current work we use the fixed (but flexible) range [0,0.01] for zt, [1,4] for σ, and

[0,10] for γt. To this end, we solved the following system of equations⎧⎨
⎩4= aexp(b ·0)

1= aexp(b ·0.01),
(2.17)

to obtain a = 4 and b = 1
0.01 ln(1

4 )=− ln4
0.01 .

2.3.3 Prediction Step

We use the same state transition as that discussed in Section 2.2 and define the prediction step as

p
(
xy | y1:t−1,γ1:t−1, z1:t−1

)=∫
p (xt | xt−1) p

(
xt−1 | y1:t−1,γ1:t−1, z1:t−1

)
dxt−1,

(2.18)
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Figure 2.9: Proposed scaling function of σ(zt).

Algorithm 1 Defocus-aware Dirichlet Particle Filter (D-DPF).

1: Sample K particles {s(i)
0|0}K

i=1 from p(x0).
2: for time t = 1. . .T do
3: for i = 1. . .K do
4: Draw a sample s(i)

t|t−1 ∼Dirxt [α(s(i)
t−1|t−1,θ,0)].

5: end for
6: Compute zt from video frame at time t.
7: Compute γt ∼Rayγt

[zt].
8: for i = 1. . .K do
9: Compute a weight π(i)

t =Dirxt=s(i)
t|t−1

[α(yt,γt,1)].
10: end for
11: Sample K times as {s(i)

t|t}
K
i=1 from {s(i)

t|t−1}K
i=1 with replacement according to the weights π(i)

t .

12: Estimate α from {s(i)
t|t}

K
i=1.

13: Compute the mode x̂t of the Dirichlet distribution from α.
14: end for

where

(2.19) p(xt | xt−1)=Dirxt [α (xt−1,θ,0)].

2.3.4 Algorithm

Algorithm 1 details the proposed D-DPF. At each time step t, the mode x̂t of the Dirichlet

distribution is obtained to visualize a plot along with the input observation yt in the experiments:

1. Sample K particles according to an initial Dirichlet distribution p(x0) with α= (0.4,0.3,0.3)

(line 1).
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2. Sample prediction particles by performing transition of particles at time t−1 according to

the state transition probability (lines 2 to 5).

3. Compute the defocus information zt and sample γt according to zt (lines 6 and 7).

4. Estimate weights π(i)
t for prediction particles (lines 8 to 10).

5. Sample with replacement for s(n)
t|t to be proportional to weight π(i)

t (line 11). Subsequently,

compute the maximum likelihood estimate of α of Dirichlet distribution [113] from particles

s(n)
t|t (line 12). Then, each component of the mode x̂t of Dirichlet distribution is computed

separately by

(2.20) xi = αi −1∑N
i=1αi −N

,αi > 1.

In case that αi is smaller than 1, we set αi = 0 (line 13).

6. Return to step 2.

2.4 Experimental Results

This section demonstrates the effectiveness of the proposed D-DPF smoothing. The following

subsections describe the dataset of image patches and videos, and the classification results for

blurred image patches and endoscopic video sequences.

2.4.1 Dataset and Frame-wise Classification

We used a dataset of 1671 NBI image patches of different sizes (type A: 504, type B: 847, type

C3: 320) to train an SVM classifier for frame-wise classification. Each of the image patches was

trimmed from an endoscopic video frame and labeled by endoscopists. These endoscopic video

frames were captured and collected during endoscopic examinations, and each frame has the

same label as the corresponding image patch. Details about the dataset, features used, and

classification can be found in [145].

For evaluation, we have 33 NBI-endoscopic videos (type A: 5, type B: 27, type C3: 1) whose

frame rate is 30 fps and size is full HD (1980 × 1080 pixels), wherein the window size displaying

the endoscopic video is 1000 × 870 pixels. Each endoscopic video shows a single tumor, but there

are many defocused frames. For each video frame, a 200 × 200 patch at the center of the window

is classified by a pretrained frame-wise classifier to obtain classification probabilities yt. Frame

lengths of the videos range between 200 and 2500, with more than 20,000 frames in total.

Labeling each video frame of these videos is, therefore, very expensive, as stated previously.

Labeling still images in the aforementioned datasets of 1671 images was possible because it took

several years to collect that number of NBI images for various patients. In Section 2.4.3, we

instead use synthetic endoscopic video sequences, wherein frame labels are known, for analysis
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Figure 2.10: Classification performance on the NBI image patches with and without Gaussian
blur. SD stands for σblur . The horizontal axis shows the dimension of the feature vectors (the
number of visual words, see [145] for details).

and evaluation of the proposed method. In Section 2.4.4, we show some of the results for real

videos to demonstrate the behavior of the proposed method.

The training NBI images have been used for clinical reports, while the endoscopic videos

were collected for our experiments. All of these endoscopic images and videos were collected at

the Hiroshima University Hospital, following the guidelines of the Hiroshima University ethics

committee, and informed consent has been obtained from the patients and their families.

2.4.2 Classification Results for Blurred Patches

Before showing the results for the D-DPF, we demonstrate the performance deterioration of

blurred image patch classification when using the classification method proposed by Tamaki et al.

[145]. For training, 160 NBI image patches for each class, 480 NBI image patches in total, were

randomly selected from the 1671 image patch dataset. The remainder of the dataset was used

for evaluation by adding Gaussian blur with standard deviation σblur = 0.5,1,2,3,5,7,9,11. The

classification results are shown in figure 2.10 for different dimensions of the feature vectors, as

this is an important parameter for obtaining better classification performance. The performance

on image patches without Gaussian blur is better than that with blur. When σblur > 3, the

performance drops to approximately 50%. As shown in figure 2.10, even small blur of σblur = 2 or

3 affects classification performance.
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2.4.3 Results for Synthetic Video Sequences

Hereafter, we evaluate the performance of the proposed smoothing method. Therefore, in this

subsection, we assess the performance on synthetic endoscopic video sequences.

We created the synthetic videos as follows. First, we selected three images from the dataset of

1671 NBI images. These were not trimmed patches, but original video frames from which the

patches were trimmed. Next, each of these images was repeated 200 times to create a 200-frame

static video, resulting in a synthetic video of 800 frames corresponding to four different static

scenes. Gaussian blur with σblur = 5 was then added into some parts of the videos. Next, we

added noise in either of two ways. One was to add Gaussian noise with standard deviation σnoise

to every frame, with classification probabilities then obtained using frame-wise classification.

The other was to sample Dirichlet noise according to classification probabilities using

(2.21) Dirxt [α( ŷt, s,1)],

where ŷt is an observation at individual video frame and s is a scale parameter. The sampled

Dirichlet noise was used as an observation vector for each frame.

For training, we randomly selected 300 NBI image patches for each class, 900 NBI image

patches in total, from the 1671 NBI image patch dataset. Note that image patches corresponding

to images used to create the synthetic video sequences were not used for training.

We should note that the conclusions obtained from the experimental results in this section

are limited to observing how fast our method responds to the transitions between blurring and

non-blurring frames. This is because the synthetic static videos with blur do not contain any other

problematic issues such as abrupt motion or light condition changes. Results for real endoscopic

videos are shown in the next section.

2.4.3.1 Comparison of DPF, D-DPF, and Kalman Filter

First, we evaluate the difference between DPF from Section 2.2 and D-DPF from Section 2.3.

Figure 2.11 shows results for a synthetic video to which Gaussian noise has been added.

Figure 2.11(a) shows the classification probabilities for each original (noise-free) frame. For this

synthetic video, four NBI images were used, each of which lasts 200 frames. We can see three

discontinuities at frames 200, 400, and 600. Gaussian blur of σblur = 5 is applied to 10 frames

before and after the 100, 300, 500, and 700th frame (that is, between frames 90 and 110, and so

on) as indicated by shading in figure 2.11(b)–(e). Then, Gaussian noise with σnoise = 1 was added

to all frames to create a final synthetic video for processing. Classification probabilities for this

video are shown in figure 2.11(b).

As observed in figure 2.11(b), between frames 200 and 400, the classification probabilities are

highly unstable, and for the shaded frames (where blur is applied), the classification probability

curves abruptly change. Figure 2.11(c) shows the IPR of each frame, and the values of IPR for the

shaded (blurred) frames increase as expected. Results for DPF and D-DPF are shown in figure
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(f) Results for the Kalman filter

Figure 2.11: Smoothing results on a synthetic video with Gaussian noise of standard deviation
σnoise = 1. The horizontal axis shows frame number. The vertical axis is classification proba-
bilities for the three classes of type A (blue), B (green), and C3 (red) (except (c)). From top to
bottom, ground truth of classification probabilities, observations with no smoothing, IPR values,
smoothing results for DPF, D-DPF with K = 1000 particles, and Kalman filter. Shaded frames are
blurred by Gaussian with σblur = 5. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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Figure 2.12: Smoothing results for a synthetic video using Dirichlet noise with parameter
s = 20 (see Eq. (2.21)). The horizontal axis shows the frame number. The vertical axis represents
classification probabilities for the three classes of type A (blue), B (green), and C3 (red) (except (c)).
From top to bottom, ground truth of classification probabilities, observations with no smoothing,
IPR values, smoothing results for DPF, D-DPF with K = 1000 particles, and a Kalman filter.
Shaded frames are blurred Gaussian with σblur = 5. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)
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2.11(d) and (e), respectively. At approximately frames 100 and 500, where blur is applied, DPF is

affected by a sudden change in classification results. In contrast, D-DPF is rather robust to the

change due to the defocus information extracted from each frame.

Figure 2.11(f) shows the smoothing result obtained by a Kalman filter. Parameters were

manually tuned; hence, the results for the Kalman filter look similar to those for DPF and D-DPF

because an optimization with an EM algorithm could not find suitable parameters that would

produce satisfactory smoothing results in this case. The Kalman filter was also affected by the

sudden change of classification results at frames where blur was applied. Another defect of the

Kalman filter was overshooting. Around frames 150, 450, and 650, results exceed the range

between 0 and 1. Normalizing or clipping the results in the range of zero to one at each frame

would lead to inconsistency with the results for the successive frames, and the probabilistic

framework would be lost.

Figure 2.12 shows the results obtained when Dirichlet noise with s = 20 has been added to the

classification probabilities instead of adding Gaussian noise to the image frames. The procedure

for creating the synthetic video was the same. In this experiment, the IPR values computed for

the shaded (blurred) frames in figure 2.12(c) are relatively small compared to those for figure

2.12(c). Consequently, D-DPF in figure 2.12(e) is affected much more by the observation. This

experiment suggests that a carefully selected model is necessary for the relation between zt and

γt.

To obtain a quantitative evaluation, we compute the root-mean-square error (RMSE) between

ground truth (figures 2.11(a) and 2.12(a)) and the smoothing results (figures 2.11(d)–(f) and

2.12(d)–(f)) over different amounts of Gaussian or Dirichlet noise. Figure 2.13(a) shows the

RMSE for DPF, D-DPF, and the Kalman filter applied to synthetic videos with Gaussian noise for

different values of σnoise. Both DPF and D-DPF maintain low values of the RMSE. The RMSE is

higher for the Kalman filter than for DPF and D-DPF for an entire range of σnoise values. Figure

2.13(b) shows the RMSE for synthetic videos with Dirichlet noise for different values of s. Note

that larger values of s generate smaller amounts of noise. Here again, D-DPF performs better

than DPF and the Kalman filter.

2.4.3.2 Results for Different θ

We compare the performance for different values of θ in the state transition. Figure 2.14 shows

results for a synthetic video, which was created by the same procedure described above, except

that two original images were used to create 200 frames. Then, Dirichlet noise with s = 50 was

added to the classification probabilities. Figure 2.14(a) shows the classification probabilities

for each original (noise-free) frame. For this synthetic video, two NBI images were used, each

of which lasts 100 frames. Shading in figure 2.14(b) through (e) indicates frames blurred with

Gaussian with σblue = 5.

At the discontinuities of frames 50, 100, and 150, smoothed probabilities are pulled to
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Figure 2.13: RMSE of the smoothing results for the synthetic videos shown in (a) figure 2.11 and
(b) figure 2.12. The vertical axis shows RMSE. The horizontal axis is the value of σnoise for the
Gaussian noise for (a) and the value of s for the Dirichlet noise for (b) (see Eq. (2.21)).

observations, and θ adjusts the speed of the convergence. When θ is small (e.g., 100), the state

transition probability has a broad peak (the middle column of figure 2.3), and successive states

xt−1 and xt are thus weakly linked; hence, the result rapidly converges to the observation, as

in figure 2.14(c). In contrast, when θ is relatively larger (500), the narrow peak of p (xt | xt−1)
restricts xt to be close to xt−1, resulting in a slow convergence such as that in figure 2.14(e).

As a simple extension, one might think of θ as another hidden variable that relates the

defocus information and the state transition, as we did with γ for the likelihood. However, we

chose not to follow such a direction. If we loosely connected xt to xt−1 as well as yt when the frame

is defocused, then xt would not be under the control of either xt−1 or yt, and the result might be

unpredictable. More sophisticated modeling of the relation between the defocus information and

the state transition is left as a future work.

2.4.3.3 Number of Particles

We evaluate the results in terms of the number of particles with the same dataset used in

the last subsection because the optimal number of particles depends on each problem. sing

a large number of particles generally provides good results, but there is a trade off due to

increasing computational cost. We fix the parameter θ = 100 and change the number of particles

to K = 10,100,1000, and 10000. As shown in Figure 2.15, the smoothing effect is not sufficient
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Figure 2.14: Smoothing results for a synthetic video with Dirichlet noise with parameter s = 50
(see Eq. (2.21)) with three classes of type A (blue), B (green), and C3 (red). The horizontal axis
shows the frame number. The vertical axis shows classification probabilities. From top to bottom:
ground truth of classification probabilities, observation with no smoothing, smoothing results
with θ = 100, 300, and 500 by D-DPF with K = 1000 particles. Shaded frames are blurred by
Gaussian with σblur = 5. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

when using as few as K = 10 particles. In contrast, using many particles improves the accuracy of

the smoothing results. Evidently, K = 100 appears to be sufficient to achieve results comparable

to the case wherein many more particles are used, e.g., K = 1000 and 10,000.

Figure 2.16 shows the computational cost per frame, which includes lines 3 to 13 in Algorithm

1. Even when we use K = 10000 particles, it takes only 33 ms/frame, of which computing IPR

takes 22 ms on average. Furthermore, frame-wise classification requires 50 ms. In total, it

requires 88 ms ∼= 12 fps; this is a sufficient computation speed for a prototype system to be used
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Figure 2.15: Smoothing results for a synthetic video with Dirichlet noise with parameter s = 50
(see Eq. (2.21)) with three classes of type A (blue), B (green), and C3 (red). The horizontal axis
shows the frame number. The vertical axis shows classification probabilities. From top to bottom:
observation with no smoothing, smoothing results with the number of particles K = 10, 100, 1000,
and 10,000. Shaded frames are blurred by Gaussian with σblur = 5. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

in diagnosis support during actual endoscopic examinations. Further increase in speed can be

achieved by additional fine-tuning of the system. Currently, our unoptimized implementation

written in C++ uses a single thread on an Intel Core i5 (2.4 GHz) processor with 16 GB memory.

2.4.4 Results on Real Endoscopic Videos

In this subsection, we demonstrate smoothing results for real endoscopic videos taken during

actual endoscopic examinations.
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Figure 2.16: Computational cost of D-DPF per frame.

For training, all of the 1,671 NBI image patches in the dataset were used. This dataset is

unbalanced, but a preliminary experiment (not shown here) with a balanced dataset of 320 NBI

image patches for each class showed results similar to those shown here.

Figure 2.17 shows observation and smoothing results for a video that captures a tumor labeled

as type B. During the frames around frame numbers 150, 250, and 450, where observation and

IPR values look nearly constant, endoscopists capture the screen to save images of the tumor,

and the screen freezes. Due to defocus, type A is dominant between frames 30 and 120, and the

observations are unstable particularly around frames 180, 290, 370, and 490. It is evident that

the observations (classification probabilities) are highly unstable throughout the video, whereas

the results from D-DPF are much smoother. The results obtained from DPF, shown in Figure

2.17(f), are also smooth, but slow to follow the observations. The result from D-DPF with the

same parameter shown in Figure 2.17(e) shows a quick follow; particularly, frames between 400

and 500 when observations are close to zero and one. Figure 2.17(g) shows the smoothing result

obtained by a Kalman filter with the same parameters as those used for the results in Figures

2.11(f) and 2.12(f). We can see that the results are as slow to follow the observations as DPF.

There is also overshooting as we have seen in the last section with the synthetic videos where

observations suddenly change such as around frames 150, 250, 450, and 550.

Figures 2.18(a) to (c) show smoothing results for another video labeled as type A, wherein the

frames around frame 200 are blurred and the observations are unstable. The results shown in

Figure 2.18(c) are smooth and the probabilities for type A have the largest values for all frames

as IPR values keep lower values. Figures 2.18(d) to (f) show smoothing results for yet another

video labeled as type C3. The results shown in Figure 2.18(f) are smoother than the observations

in Figure 2.18(d) as all frames are defocused slightly and IPR values are relatively high.

However, the results in Figure 2.18(f) are type C3 only in frames between 120 and 190

because of the severe instability of the frame-wise classification results. In particular, the results

for frames between 60 and 90, and between 190 and 270, are type B because it is dominant
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Figure 2.17: Smoothing results on a real endoscopic video of 629 frames labeled as type B. The
horizontal axis shows the frame number. The vertical axis shows classification probabilities for
the three classes of type A (blue), B (green), and C3 (red) except (b) and the IPR value for (b).
From top to bottom, observations with no smoothing, IPR values, smoothing results for D-DPF
with parameter θ = 100, 300, and 500, smoothing results for DPF with parameter θ = 500 and
γ= 1, and smoothing results for the Kalman filter.

38



2.4. EXPERIMENTAL RESULTS

0 200 400 600 800

0.
0

0.
5

1.
0

(a) Observations yt of type A endoscopic video

0 200 400 600 800

0.
00

0
0.

00
5

0.
01

0

(b) IPR values zt for (a)

0 200 400 600 800

0.
0

0.
5

1.
0

(c) Results of (a) for D-DPF with parameter θ = 500

0 50 100 150 200 250 300 350

0.
0

0.
5

1.
0

(d) Observations yt of type C3 endoscopic video

0 50 100 150 200 250 300 350

0.
00

0
0.

00
5

0.
01

0

(e) IPR values zt for (d)

0 50 100 150 200 250 300 350

0.
0

0.
5

1.
0

(f) Results of (d) for D-DPF with parameter θ = 500

Figure 2.18: Smoothing results on real endoscopic videos labeled as types A (775 frames) and C
(358 frames). The horizontal axis shows the frame number. The vertical axis shows classification
probabilities for the three classes of type A (blue), B (green), and C3 (red). From top to bottom,
observations of a video labeled as type A, IPR values for (a), smoothing results for (a) by D-DPF,
observations of a video labeled as type C3, IPR values for (d) and smoothing results for (d) by
D-DPF. Parameter θ of D-DPF is set to 500.
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in the observations during these frames. This may be caused by defocus of frames, as well as

other problematic issues that occur in real endoscopic videos such as illumination change, color

bleeding, and abrupt camera motion.

2.5 Summary

We have proposed a novel method –D-DPF– to smooth the classification probabilities obtained

from frame-wise endoscopic image classification by incorporating defocus information into a

particle filter with a Dirichlet distribution. We assumed that the defocus information extracted

from each frame influences classification probabilities, and we proposed linking the Dirichlet

likelihood to the defocus information and the IPR proposed by Oh et al. [120], which is a ratio of

the number of edge pixels isolated from neighbor edge pixels. Then we sampled parameter γt in

the likelihood from a Rayleigh distribution.

For endoscopists, unstable recognition results such as those in Figure 1.11 are difficult to

use for diagnosis. The proposed smoothing method improves the visibility and understandability

of the recognition results and facilitates the use of the results for diagnosis. Moreover, the

proposed method has the potential to be used for training endoscopists who have less experience

of endoscopic examinations.

D-DPF can be extended in several ways. One possible extension is to address other causes

of instability. We have focused on defocus information herein, but other causes also exist. One

example is color bleeding due to the following property of NBI endoscopes: different wavelengths

of light are used to create a single frame by rotating a filter in front of the light sources. Thus, color

bleeding (i.e., different color illuminations appear at the same time) occurs when the assumption

that the scene is temporally static is violated owing to the large motion of the endoscope. Rapid

movement of the endoscope also results in motion blur, another cause of instability. The proposed

D-DPF might still be applicable in such situations if we could introduce metrics representing

color bleeding or motion blur instead of defocus information. For other frame-wise classification

results with four or five-classes, we can apply D-DPF by simply changing the dimension N of

the Dirichlet distribution. Gastrointestinal endoscopic videos are also in the application range of

D-DPF. Given additional information along with the signals to be smoothed, effective smoothing

results can be obtained.

How to visualize the results more effectively is another issue that deserves further attention.

For every frame, we compute the mode of the Dirichlet distribution estimated in the update

step as the smoothed classification probabilities. Furthermore, the estimated label (the class

having the largest probability from the estimated mode) is displayed as a colored rectangle

shown at the patch used by the frame-wise recognition. Other possible means of visualization

include displaying classification probability curves that are similar to an electrocardiogram or

visualizing the estimated Dirichlet distribution shapes instead of probabilities and labels. In any
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case, further consideration is needed in terms of human-computer interaction.

In addition to the visualization issue, our future work includes embedding the proposed

method into an actual working system for clinical evaluations. We also must explore alternative

ways to represent defocus information (other than IPR) and other sampling strategies (apart

from the Rayleigh distribution) for the likelihood parameter.
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SVM-MRF IMAGE LABELING OF NBI ENDOSCOPIC IMAGES

In this chapter, we extend our previous work [145, 146] for NBI image classification to

image labeling (or segmentation): trying to find which part of the NBI image falls into

one of three types of colorectal tumors. The previously developed system was based on a

BoVW framework with densely sampled SIFT descriptors (see Figure 1.7). Each training image

was transformed into a histogram of visual words, then classified by an SVM classifier with a

linear kernel. To build an image labeling method on top of our previous classification system, we

combine SVM classifiers with a MRF minimization framework; first we divide an NBI image

into a number of small square patches, then classify each patch by SVM classifiers that are

separately trained, and finally make the classification results for the patches spatially consistent

by minimizing an MRF energy function. In experimental results, labeling results obtained by the

developed system are evaluated on a dataset of colorectal NBI endoscopic images.

3.1 Related Work

The combined use of SVM and MRF has been already explored in the literature and some relevant

work is reviewed here.

Wu et al. [157] proposed a prior feature SVM-MRF, a labeling method for 3D Magnetic

Resonance images. They trained SVMs using pixel locations in addition to the voxel intensity

and the given label of the point, then used the posteriors (outputs) of the SVMs for the pixels

in the unary term of the MRF energy, which was minimized by the Iterated Conditional Modes

(ICM). Wang and Manjunath [156] proposed an SVM-MRF framework for image retrieval based

on semantic segmentation of images. For each block, SVMs output conditional probability which

is used as the unary term of the MRF energy. They used a causal greedy algorithm to minimize
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the energy. Moser and Serpico [110, 111] used binary SVMs with a particular kernel to define

a local decision rule of MRF with updates by ICM. Hoefel and Elkan [64] proposed a two-stage

SVM/CRF for sequence (hence chain) classification. Discretized scores of SVMs, which are trained

separately, are used as a term in the CRF energy function, and the weights of the terms are

learnt.

Most relevant to ours is the work of Fulkerson et al. [33]. They trained SVMs by bag-of-feature

histograms, and then scores by SVMs for each pixel are used as confidence values for localizing

objects. Later, they extended the approach by incorporating spatial context with conditional

random field (CRF) [34]. SVMs are trained with bag-of-feature histograms of super pixels, and

then probability outputs by SVMs for each superpixel are used as a unary term of CRF energy.

To handle boundaries of objects, neighboring histograms of a superpixel are merged, then more

accurate object boundaries are inferred by the CRF energy minimization with α-expansion. The

pairwise term uses color difference and edge length between superpixels. The parameter learnt

as a CRF model is a single weight between unary and pairwise terms.

Our objective is to segment an NBI image into three types (A, B and C3) of the NBI magnifica-

tion findings (Figure 1.6). This labeling problem is very different from the targets of the existing

works mentioned above, or other works on colon polyp segmentation [4, 5, 13, 41]. First, we can

not use the location and rotation of colorectal tumors in NBI images because those are taken

by an endoscopy that arbitrarily moves around in the colon. Therefore, a location prior [157] in

an image is not useful. Second, there is no clear borderline between the types; instead, visual

appearance of texture of the mucosal surface changes gradually from one type to another. Edge

information is usually useful for labeling of polyps [4, 5, 13, 41], however we do not expect so in

our task. We aim to assign labels conditions of cancer to pixel. To avoid confusion, we mention

the term segmentation for finding contours and labeling for assigning pixel labels like us our task.

In the next section, we introduce an SVM-MRF combination similar to [34], but without edge

information and superpixels.

3.2 SVM-MRF Image Labeling

Here we describe an image labeling method using SVM and MRF. First, we divide an NBI image

into square patches Pi (i = 1, . . . ,n), and each patch corresponds to a site (or node) of a grid of

MRF. Adjacent patches may overlap depending on the size of patches and the spacing of the MRF

grid.

Each site i has a label xi taking values of A, B, or C3 corresponding to the three types

of the NBI magnification findings. We denote all the labels collectively as x = (x1, . . . , xn). The

bag-of-visual word histogram of the patch is denoted as yi, and collectively y= (y1, . . . , yn).
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We define the following MRF energy function in terms of the posterior probability:

(3.1) f (x|y)∝ exp

(∑
i

A(xi, yi)+
∑

j∈Ni

I(xi, xj)

)
.

Here A (xi, yi) is a unary term that represents the inconsistency of the patch label xi to data

yi. In this study, we use the posterior probability outputs logP(xi|yi) of SVM classifiers that are

learnt with a separate training set of NBI images. Then we use the posterior as the unary term

as follows:

(3.2) A(xi, yi)=− logP(xi|yi).

The second term I(xi, xj) in the MRF energy is called an interaction term which describes the

spatial inconsistency between xi and its neighbors xj, where Ni is a neighbor of site i. Here we

define the interaction term as follows:

(3.3) I(xi, xj)=
⎧⎨
⎩− log p, xi = xj

− log 1−p
2 , otherwise

,

where p ∈ (0,1) is a probability that site i and its neighbor j take the same label. Because the

labeling problem here has three labels (A, B, and C3), there are two cases where site i and its

neighbor j take different labels. Therefore the probability 1− p is halved.

The MRF energy function (3.1) is minimized by α–β swap Graph Cuts [11] in order to obtain

an MAP estimate of labels x.

3.3 Considering Highlight Regions

Using the aforementioned MRF model, we can segment endoscopic images into three classes

smoothly. However, there exists a lot of unnecessary regions for diagnosis such as highlights

and blurred background. To suppress these regions, we introduce a model considering highlight

regions with wrong local features around highlight regions.

3.3.1 Detecting Highlight Regions

To detect highlight regions, we use the method proposed by Oh et al. [120]. They detect highlight

regions in two ways: first one is to use simple thresholding for HSV color space. Second one is to

divide images into several regions by JSEG [24], and then, detect relative highlight regions for

each region using box-plot of pixel values and summary statistics such as upper quantile, lower

quantile, minimum and median values.

In this research, we use only the first method, that is, simple thresholding method. At first,

we convert endoscopic images from RGB to HSV color space where H ∈ [0,359],S ∈ [0,1],V ∈ [0,1].

Then, applying for saturation (S) and Value (V ), we can detect highlight regions. If S is lower

than 0.35 and V is higher than 0.75, these pixels are highlight regions. Figure 3.1 shows examples

of highlight regions.
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Figure 3.1: Results of detecting highlights. Upper row: original images. Lower row: detected
highlight.

3.3.2 MRF Model Considering Highlight Regions

We define the following MRF energy function with highlight information:

(3.4) f (x|y, ỹ)∝ exp

(∑
i

A (xi, yi, ỹi)+
∑

j∈Ni

I
(
xi, xj

))
,

where ỹ= ( ỹ1, . . . , ỹn) is highlight information of each patch which takes 1 or 0 if the patch has

highlight region or not.

Unary term A (xi, yi, ỹi) can be formulated as follows:

(3.5) A (xi, yi, ỹi)=
⎧⎨
⎩− logP (xi|yi) ỹi = 0

− loga ỹi = 1
.

We don’t trust the visual-word histogram yi of a patch in highlight regions and ignore the

posterior probability outputs of SVM classifiers. In other words, we take the same energy values

a for those to ignore labels. We use the same binary term I
(
xi, xj

)
with energy in Section 3.2.

3.4 Experimental Results

3.4.1 Dataset and Evaluation Method

We have 1671 NBI images (Type A: 504, Type B: 847, and Type C3: 320), which were collected

during NBI colonoscopy examination. Each image was trimmed from an original NBI image to a

rectangle as a training image representing typical microvessel structure appearance, and was

labeled by medical doctors and endoscopists. We selected 160 images from each type for a training

set; totally 480 training images are used for training an SVM classifier. For test, the remaining

1191 NBI images (Type A: 344, Type B: 687, Type C3: 160) were used. In each NBI image, an
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B: 80％ 
A: 20％ 

Labeled patch 

Type C3 

Type B 

Type A 

Figure 3.2: Evaluation procedure (best viewed in color). Performance is evaluated by the ratio of
areas inside a rectangle whose estimated labels are correct. In this example, the ground truth of
the rectangle is Type B and 80% of the area inside the rectangle is correctly labeled.

MRF grid of spacing 10 pixels is constructed. A node of MRF corresponds to a square patch of the

size of 120 pixels, in which SIFT descriptors are extracted at each 5 pixels with fixed scales of 5

and 7 pixels [145].

Image labeling methods are usually evaluated by ground truth labels of an entire image. This

means that doctors need to paint a lot of NBI images but this is impractical. Instead, we use the

above-mentioned trimmed regions from the original NBI images for training the SVM classifiers,

because the labeled rectangle in the original NBI image is a good indicator how good the labeling

result is. As shown in Figure 3.2, we evaluate a labeling result by the ratio of areas inside a

labeled rectangle whose estimated labels are correct. Using the estimated labels in the labeled

region, correct rate, precision rate and recall rate are calculated from a confusion matrix [127].

3.4.2 Labeling Results without Highlight Regions

Figure 3.3 shows performances of labeling results over the probability p values of 0,0.05, . . . ,0.95,0.99.

We can see that the correct rate improves as p becomes large; the smoother the labels of the

adjacent patches, the better the result.

Figures 3.4 to 3.6 show examples of labeling results for each NBI type. In all cases, resulting

regions become smoother and large as p becomes large, and particularly a good labeling result is

obtained in Figure 3.5.
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Figure 3.3: Performance of labeling results for different values of p (best viewed in color) in terms
of correct, precision and recall rates for each type. "Original" means results obtained when MRF
is not used and each patch is independently classified by an SVM.

Note that the part around highlights due to the reflection of light in Figure 3.4 is classified as

Type B while the true label is Type A. This may be caused by the strong edge of the highlight;

many edges can be seen in Type B images while textures in Type A images are rather smooth.

These effect will be investigated in the next experiment.
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(a) p = 0.00 (b) p = 0.50 (c) p = 0.99

Figure 3.4: Labeling result for NBI images of Type A for different values of p (best viewed in
color). Blue color represents Type A, red Type B, and green Type C3.

(a) p = 0.00 (b) p = 0.50 (c) p = 0.99

Figure 3.5: Labeling result for NBI images of Type B for different values of p (best viewed in
color).

(a) p = 0.00 (b) p = 0.50 (c) p = 0.99

Figure 3.6: Labeling result for NBI images of Type C3 for different values of p (best viewed in
color).

3.4.3 Labeling Results with Highlight Regions

Figure 3.7 to 3.13 show labeling results with highlight regions. Using highlight regions, we found

that the holes where the highlight exists are removed. Type A and C3 images tend to be classified

into type B at the highlight regions. In contrast, type B images tend to be classified into type A.
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(a) original image (b) highlight (c) p = 0.1 (d) p = 0.99 (e) p = 0.99 (highlight)

Figure 3.7: Labeling result for NBI images of Type A-1 for highlight regions (best viewed in color).

(a) original image (b) highlight (c) p = 0.1 (d) p = 0.99 (e) p = 0.99 (highlight)

Figure 3.8: Labeling result for NBI images of Type A-2 for highlight regions (best viewed in color).

(a) original image (b) highlight (c) p = 0.1 (d) p = 0.99 (e) p = 0.99 (highlight)

Figure 3.9: Labeling result for NBI images of Type B-1 for highlight regions (best viewed in color).

3.5 Summary

In this chapter, we presented an image labeling method based on a SVM-MRF combination.

Currently the parameter p, the probability that two adjacent patches takes the same label, is

left for operators to tune how much the labeling result is sensitive to noise. Then, we introduce

the highlight information into our MRF energy minimization framework. Experimental results

demonstrate the effectiveness of the proposed method and the influence of noise. Future work

includes adding noise information such as out of focus, automatic adjustment of the parameters,

and labeling of NBI endoscopic video sequences.
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(a) original image (b) highlight (c) p = 0.1 (d) p = 0.99 (e) p = 0.99 (highlight)

Figure 3.10: Labeling result for NBI images of Type B-2 for highlight regions (best viewed in
color).

(a) original image (b) highlight (c) p = 0.1 (d) p = 0.99 (e) p = 0.99 (highlight)

Figure 3.11: Labeling result for NBI images of Type C3-1 for highlight regions (best viewed in
color).

(a) original image (b) highlight (c) p = 0.1 (d) p = 0.99 (e) p = 0.99 (highlight)

Figure 3.12: Labeling result for NBI images of Type C3-2 for highlight regions (best viewed in
color).

(a) original image (b) highlight (c) p = 0.1 (d) p = 0.99 (e) p = 0.99 (highlight)

Figure 3.13: Labeling result for NBI images of Type C3-3 for highlight regions (best viewed in
color).
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TREE-WISE DISCRIMINATIVE SUBTREE SELECTION

This chapter investigate another approach for image labeling task. Also for the same

purpose, we proposed an image labeling method based on SVM and MRF in Chapter 3,

but the obtained results were not satisfactory enough. One reason is the lack of spatial

consistency of MRF framework. In general, object shapes and boundaries are roughly modeled

by the pairwise term of an MRF model with edges in the image. However, NBI endoscopic

images used in our task often do not have clear boundaries between categories and therefore

it would be difficult to model the edge information by the MRF. Another reason lies in the

large variation of the texture caused by geometrical and illumination changes. Colorectal polyps

and intestinal walls are not flat but undulating (wave-like or spherical shapes). Furthermore,

endoscopic images have high contrast textures due to the lighting condition of the endoscope. In

such a circumstance, recognition methods would fail because texture descriptors such as visual

word histogram. Nevertheless, texture is one of the most important cues for image understanding.

A number of texture descriptors, such as wavelet transforms [101, 102], local binary patterns

(LBPs) [121], Gabor [10, 152], and textons [89], have been proposed to model texture in images,

and image labeling and segmentation methods using such texture descriptors have been proposed.

One of the limitations of these texture descriptors is the difficulty of representing a wide variety

of changes in texture appearance. More specifically, texture appearance changes in geometry,

scale, and contrast. Therefore, learning-based image segmentation methods must have a large

number of training images with ground truth segmentation labels to be able to adapt to the

texture variations. However, these methods are not applicable to cases with a small number of

training images.

In this chapter, we propose a method for texture image segmentation that works with a small

number of training images. In some cases, such as segmentation of natural images, we might
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be able to collect and use a large number of training images, whereas in other cases, such as in

medical image analysis, collecting data and creating ground truth labels are very expensive and

difficult.

There has been a promising attempt to deal with geometrical and contrast changes in texture.

Xia et al. [158] have proposed a texture descriptor, shape-based invariant texture analysis (SITA),

for a texture image classification task based on the tree of shapes [35, 109]. In the field of

mathematical morphology, a hierarchical representation, the morphological tree, is popular,

and a number of hierarchical trees, such as min/max trees [69, 112], binary partition trees

[131], minimum spanning forests [20], the tree of shapes [35, 109], and color tree of shapes [17],

have been proposed. Morphological trees have been applied to, for example, biomedical imaging

[26, 126, 159]. Xia et al. [158] focused on the natural scale-space structure and invariance of

contrast change in the tree of shapes and proposed the SITA descriptor based on the tree of shapes

(details are described in Section 4.2.2). To the best of our knowledge, this was the first attempt

to create texture descriptors from the tree of shapes. A SITA feature is a histogram of texture

features aggregated from all of the nodes in a tree, with the root node of the tree representing

the SITA feature of the image. It can be noted that a node corresponds to a part (or a region

or blob) of the image, whereas the root represents the entire image. A parent node corresponds

to a blob that contains blobs of children nodes. This constitutes a hierarchical structure of the

image, which is called the tree of shapes. Xia et al. [158] show through their experimental results

that this hierarchical structure renders SITA features invariant to local geometric, scale, and

radiometric changes, with good performance in image classification and retrieval problems. Other

texture descriptors based on the tree of shapes have also been proposed. Liu et al. [94] introduced

a bag-of-words model of the branches in a tree of shapes and represented the co-occurrence

patterns of shapes. He et al. [55] adopted the basic idea of LBPs to propose a texture descriptor.

However, these methods handle only texture patch classification and retrieval tasks, and no work

has been performed on handling multiple textures in a single image for texture segmentation.

Inspired by the invariance property of SITA, in this study, we propose a novel segmentation

method for texture images. An overview of the proposed method is shown in Figure 4.1. The

idea of our method is to adopt SITA, but to use it for segmentation of an image rather than for

classification of images. In the original work on SITA [158], a SITA feature is computed for a

classification task at the root of the tree of an image. Here, for a segmentation task, we compute

the SITA features at all of the nodes in the tree and classify every node to predict labels of pixels

corresponding to the nodes. In other words, we compute SITA features at root nodes of all of the

subtrees of the original tree. This simple concept is rather straightforward but has a problem of

instability for histogram feature computation. If we compute a SITA feature at the root of a small

subtree, for example, near the leaf nodes of the original tree, then the resulting histogram (i.e.,

the SITA feature) is less stable and discriminative for classification because the small subtree

has a small number of nodes available for SITA histogram computation. For this reason, we
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Figure 4.1: Overview of the proposed method.

propose to find subtrees that are sufficiently stable and discriminative for classification by jointly

estimating the sizes of subtrees and training a classifier in the training stage. At the labeling

stage, given a test image, we estimate (again simultaneously) the sizes and labels of the subtrees

of the tree of the test image.

The contribution of our work is two-fold. First, we propose a novel image segmentation

framework based on the tree of shapes that makes our method robust to changes in texture

appearance. Second, our method works on a small dataset of training images. We use the SITA

features of many nodes from an image instead of a single SITA feature at the root node per image.

Therefore, our method learns sufficient features to be discriminative for training, whereas the

number of training images can still be small (details are described in Section 4.4).

4.1 Related Work

Related works on image labeling and segmentation of colorectal images are already introduced in

Section 3.1. In this section, we briefly introduce major image labeling frameworks.

Texture image labeling (or segmentation) is a well-studied task in the field of computer vision,

medical imaging [58, 148, 162], and synthetic aperture radar (SAR) image processing [23, 155],

and a number of methods for performing that task have been proposed. One popular approach

uses MRFs. For modeling spatial consistency, an MRF comprises unary data terms of individual

pixels (patches, sometimes super pixels) and pairwise terms between neighbors. The accuracy

of MRFs highly depends on the unary term, for which various texture descriptors are used. A
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number of unsupervised texture image segmentation methods based on MRF have been proposed

[74, 149, 150], but we focus here on supervised texture image segmentation methods using MRFs.

One of the supervised MRF approaches was introduced in chapter 3. They proposed a patch-based

method that uses a posterior probability obtained from an SVM with BoVW histograms using

more than 1,000 labeled patches for training.

Another popular approach uses CRFs; MRF is a generative model, whereas CRF is a discrim-

inative model. CRF has a structural-learning property and can train the spatial structures of

labels. Shotton et al. [137, 138] proposed TextonBoost for object segmentation. They introduced

a novel texture descriptor, the texture-layout filter, into the CRF framework. For evaluation,

they used the MSRC-21 dataset and 271 images [138] for training. Bertelli et al. [6] adopted a

kernel-structured SVM for object segmentation. They introduced a pairwise term to a structured

SVM that is the same as the CRF framework. Their method was evaluated via 3-fold cross

validation with three datasets [9, 115]. For each trial, 400, 218, and 56 images for the three

datasets, respectively, are used for training. A fully connected CRF has been proposed [80] that

uses a mean field approximation with a linear combination of Gaussian kernels for a pairwise

edge potential for efficient inference. In their experiment, they used approximately 270 images

on the MSRC-21 [138] dataset and 770 images on the PASCAL Visual Object Classes (PASCAL

VOC) dataset [28] for training.

Recently, convolutional neural networks (CNNs) have been proposed for computer vision tasks

that include image labeling. Farabet et al. [30] proposed a labeling method for scene parsing.

Their approach assigns estimated labels to pixels and then refines the results using superpixels,

CRFs, and optimal-purity covers on a segmentation tree. Long et al. [97] used a fully convolutional

network trained in an end-to-end manner. These two methods use the SIFT flow dataset [92] for

evaluation, with 2,488 images used for training and 280 images used for testing. Other methods

have also been proposed [36, 93, 117] using hundreds of images for training. Consequently, these

CNN-based approaches have shown good performance, as long as large numbers of training

images are available. It would be difficult to achieve good performance for smaller datasets.

In contrast to the methods above, our proposed method works effectively with a small number

of training images. In this study, we show a comparison of the proposed method with these related

approaches using a small dataset of texture image labeling.

4.2 Tree of Shapes and SITA

Herein, we briefly describe the definition of tree of shapes and the SITA histogram feature.
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Figure 4.2: Example of a synthetic image (left) and corresponding tree of shapes (right). Alphabet
letters denote the correspondence between blobs and tree nodes, and numbers denote gray levels.
Inequality signs, i.e., < and >, denote dark and bright nodes, respectively.

4.2.1 Tree of Shapes

A tree of shapes [35, 109] is an efficient image representation in a self-dual form. Given an image

u :R2 →R, the upper and lower level sets of u are defined for λ ∈R as follows:

χλ(u)= {x ∈R2|u(x)≥λ}(4.1)

χλ(u)= {x ∈R2|u(x)<λ}.(4.2)

From these level sets, we can obtain tree structures T≥(u) and T<(u) that comprise connected

components of upper- and lower-level sets as follows:

T≥(u)= {Γ | Γ ∈C C (χλ(u)),∀λ}(4.3)

T<(u)= {Γ | Γ ∈C C (χλ(u)),∀λ},(4.4)

where C C is an operator giving a set of connected components.

Furthermore, we define a set of upper shapes S≥(u) and lower shapes S<(u). These sets are

obtained by the cavity filling (saturation) of components of T≥(u) and T<(u). A tree of shapes of u

is defined as the set of all shapes defined as G (u)=S≥(u)∪S<(u).

As a consequence of the nesting property of level sets, the tree of shapes forms a hierarchical

structure. Figure 4.2 shows an example of a tree of shapes. Let T = {V ,E} be a tree of shapes,

where V = {vj} is a set of nodes and E = {(vj,vk)} is a set of edges. Let s j be a blob in u correspond-

ing to vj, and let a j be the area (the number of pixels) of s j. The area of an image u is denoted as

A. We define parent and children nodes of vj as

Pa(vj)= {vk|(vj,vk) ∈ E,a j < ak}(4.5)

Ch(vj)= {vk|(vj,vk) ∈ E,a j > ak},(4.6)

respectively, and we similarly define Pa(s j) and Ch(s j). Note that we use blob s j and node vj

interchangeably in the following discussion.
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4.2.2 SITA

Xia et al. [158] proposed SITA, a texture descriptor based on the tree of shapes. It comprises four

features of blobs corresponding to nodes.

First, the (p+ q)th order central moment μqp of s j is defined by

(4.7) μpq(s j)=
∫∫

s j

(xj − x̄ j)p(yj − ȳj)qdxjd yj,

where (x̄ j, ȳj) is the center of mass of s j. The normalized moments are defined as

(4.8) ηpq(s j)=
μpq(s j)

μ00(s j)(p+q+2)/2 .

Then, two eigenvalues, λ1 j,λ2 j, (λ1 j ≥λ2 j), of the normalized inertia matrix

(4.9) C(s j)=
(

η20(s j) η11(s j)

η11(s j) η02(s j)

)

are computed.

The first two features of SITA are elongation

(4.10) ε(s j)=
λ2 j

λ1 j

and compactness

(4.11) κ(s j)= 1
4π

√
λ1 jλ2 j

.

The third feature is the scale ratio α(s j) defined by

(4.12) α(s j)=
μ00(s j)∑

sk∈⋃
M PaM (s j)μ00(sk)/M

,

where PaM(s j) is the Mth ancestor blob defined by

Pa1(s j)=Pa(s j)(4.13)

Pa2(s j)=Pa1(Pa1(s j))(4.14)
...

PaM(s j)=Pa1(PaM−1(s j))(4.15)

This is the ratio of blob sizes between s j and the ancestor blobs. In accordance with [158], we set

M = 3 in our experiments.

The fourth feature comprises normalized gray values, {γ(x)}, computed for each pixel x ∈ s j as

follows:

(4.16) γ(x)= u(x)−m j(x)

σ j(x)
,
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where m j(x) and σ2
j(x) are the mean and variance of u(x) over s j(x), respectively.

m j(x) =
1

a j(x)

∑
x∈s(x)

u(x)(4.17)

σ2
j(x) =

1
a j(x)

∑
x∈s(x)

(u(x)−m j(x))2.(4.18)

Here, s j(x) is the smallest blob containing x, where j(x)= argmin j{a j|x ∈ s j}.

Then, the computed four texture features are used for histogram feature computation with

respect to dark and bright nodes. Here, let ν(s j) be the gray level of blob s j defined as follows:

(4.19) ν(s j)= 1
μ00(s j)−μ00(Ch(s j))

∑
x∈s j /Ch(s j)

u(x).

A blob is defined as dark if ν(s j) ≤ ν(Pa(s j)) and as bright otherwise. The root node is simply

defined as dark. For all dark nodes, we compute three histograms of the first three texture

features, i.e., ε(s j), κ(s j), and α(s j), and we do the same for all bright nodes. For all nodes,

we compute a histogram of {γ(x)}. Consequently, we obtain seven histograms1. These seven

histograms are concatenated into a single one, which is called a SITA feature.

4.2.3 Recursive Representation of SITA

In the original study, the authors did not describe how to compute a SITA feature. Here, we

propose a recursive procedure because of the relation to our proposed method. The SITA compu-

tation can be performed by aggregating histograms from leaf nodes to the root as follows. Let g j

be a concatenated histogram computed from node vj only. The aggregated histogram h(vj) from

nodes below vj in the tree is computed recursively as

(4.20) h j = g j +wagg
∑

vk∈Ch(vj)
hk,

where wagg is the weight for aggregating histograms of children nodes. Finally, the histogram

hroot at the root node vroot is normalized to have a unit L1 norm with respect to each of the seven

histograms.

4.3 Proposed Method

Here, we define notions of trees of shapes for a set of images. Let {ui}N
i=1 be a set of images and

Ai be the area of ui. A tree of shapes of ui is defined as Ti = {Vi,Ei}, and ni = |Vi| is the number

of nodes in Ti. Each node vi j ∈Vi has the corresponding blob si j with the area ai j.

1In this study, we set the number of bins as 25 and the histogram range as (0,1) for ε(s j), κ(s j), and α(s j). For
{γ(x)}, we set the number of bins as 50 and the histogram range as (−25,10). Note that we set the histogram range for
{γ(x)} experimentally.
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Figure 4.3: Examples of labeling results using subtrees with different node sizes. Subtrees used
for labeling are determined using an estimated threshold.

We assume that each blob is given a ground truth label yi j ∈ L for training images, where L

is a set of labels (in our case L = {−1,1}.)

In contrast to the original SITA, we compute aggregated histograms at every node. Let g i j be

a histogram computed from node vi j only. Then, the aggregated histogram hi j nodes below node

vi j in the tree are computed recursively as

hi j = g i j +wagg
∑

vik∈Ch(vi j)
hik,(4.21)

and then normalized to have a unit L1 norm.

We mainly compute SITA features at root nodes of all subtrees in the tree, whereas the

original SITA features are computed at the root node only. One of the simple ideas for image

labeling is to classify these node-wise SITA features to obtain labels of blobs. As mentioned

previously, small subtrees are not useful for classification. Figure 4.3 shows examples of unstable

labeling results. Here, we set three different thresholds to areas of subtree root nodes and classify

SITA features of the subtrees that are larger than the thresholds for labeling. As shown in the

figure, the results would not be satisfactory with excessively small (or large) subtrees with an

excessively small (or large) area threshold. Based on this observation, we assume that there

exists an optimal threshold for the area (or size) of subtrees. Furthermore, we have no reason

to expect that a single area threshold is desirable for different training images whose texture

contents might be different.

Therefore, we formulate the task as a joint optimization problem, estimating thresholds

for each training image and training a classifier. Let θi be a threshold for ui, and let w and

b be parameters of a classifier (here, using SVMs, these are the weight vector and the bias,

respectively). We define the objective function for ui as follows:

Ei(θi,w,b)= 1
2
‖w‖2 + 1

ni

ni∑
j

Wi j�
(
yi j(wT hi j +b)

)
+ λ

2
θ2

i .(4.22)

The first term is the SVM regularizer, and in the second term, �(·) is the hinge loss function of

the SVM. The third term is the regularizer for θi, and λ is the scale parameter.
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In the objective function, we introduce the sample weight Wi j for hi j. In the proposed method,

we use θi to threshold smaller subtrees. In other words, we use the histograms of subtrees larger

than θi and ignore the others. This is the basic concept, and it can be implemented by setting zero

or one as values of Wi j. However, this is difficult to solve as an optimization with gradient-based

solvers. Therefore, we adopt a sigmoid function for representing the thresholding and define Wi j

as follows:

(4.23) Wi j =W(ai j,θi)= 1
1+e−β(ai j−θi)

,

where β is the gain parameter of the sigmoid.

In the training phase, we have a set of N training images {ui}N
i=1, and the objective function

to be minimized for training is

E(θ,w,b)= 1
N

N∑
i

Ei(θi,w,b)

= 1
2
‖w‖2 + 1

N

N∑
i

1
ni

ni∑
j

W(ai j,θi)�
(
yi j(wT hi j +b)

)
+ λ

2
‖θ‖2,

(4.24)

where θ = (θ1, . . . ,θN )T .

4.3.1 Optimization

Given a training set of images, we estimate parameters θ̂, ŵ, b̂ by

(4.25) θ̂, ŵ, b̂ = argmin
θ,w,b

E (θ,w,b) .

Since this is non-linear and non-convex, we use a block-coordinate decent approach, that is, given

initial value θ0, we iteratively estimate, first, the classifier parameters w and b and then the

thresholds θ.

4.3.1.1 Classifier Training

To estimate w and b, given θk−1, we solve

(4.26) wk,bk = argmin
w,b

E(θk−1,w,b).

This is an SVM formulation with sample weights, which is convex. We solve this problem using

the primal solver of LIBLINEAR [29] because dual solvers are difficult to apply to a large number

of training samples. (In our case, the SVM is trained on approximately hundred thousand node

features.)
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4.3.1.2 Threshold Estimation

To estimate θ, given wk and bk, we solve

(4.27) θk = argmin
θ

E(θ,wk,bk).

This is non-convex because θ depends on histograms hi j. We solve this using Newton’s method

because we confirmed experimentally that the cost function is smooth and has a single minimum

in many cases (details are described in Section 4.4.1), and the Hessian is diagonal, as shown

below.

The gradient is given by

∇E =
(
∂E
∂θ1

, . . . ,
∂E
∂θN

)
,(4.28)

where

∂E
∂θi

= 1
Nni

ni∑
j
−βWi j

(
1−Wi j

)
�

(
yi j(wT hi j +b)

)
+λθi.(4.29)

The Hessian is

∇2E =

⎛
⎜⎜⎜⎝

∂2E
∂θ2

1
0

. . .

0 ∂2E
∂θ2

N

⎞
⎟⎟⎟⎠ ,(4.30)

where

∂2E
∂θ2

i
= 1

Nni

ni∑
j
β2Wi j

(
1−Wi j

)(
1−2Wi j

)
�

(
yi j(wT hi j +b)+λ

)
(4.31)

The Hessian is diagonal because there are no cross terms in the second order derivatives.

Therefore, we can parallelize the implementation to reduce the computation time.

4.3.1.3 Stopping Criterion

We stop the alternation when θk converges with the termination criterion of

‖θk −θk−1‖ = ε.(4.32)

4.3.2 Labeling Procedure

Typically, in the labeling phase of a test image u, we first construct the tree of shapes of u,

compute h j for every node vj, and then conceptually classify those h j whose area a j is larger

than a threshold. However, here we choose to do this differently because we have estimated a set

of thresholds θi for training images ui. Instead of the above approach, we propose minimizing

the objective function Eq. (4.22) again for the test image as we did in the training phase.
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Algorithm 2 Labeling procedure

1: Input: threshold θ̂

2: Input: SVM parameters w and b
3: Input: tree of shapes T of test image u
4: Output: labeling result ul
5: initialize ul = 0
6: for node j = 1.. .n do
7: if a j ≥ θ̂ then
8: yj ← sign(wT h j +b) \\ classify a histogram.
9: else {a j < θ̂}

10: yj ← yPa(vj) \\ assign label of parent node.
11: end if
12: end for
13: ul(x)= yj(x), j(x)= argmin j{a j|x ∈ s j} \\ map label to the corresponding pixel.
14: return ul

First, we fix the classifier parameters (hence, the loss in the objective function) and minimize

the following objective function to estimate θ̂ as follows:

E(θ, y)= 1
2
‖w‖2 + 1

n

n∑
j

W(a j,θ)�
(
yj(wT h j +b)

)
+ λ

2
θ2,(4.33)

where y = {yj}n
j=1 is a set of labels. This is the same as with the threshold estimation in the

training phase but for only a single test image (i.e., N = 1).

Algorithm 2 provides details of the labeling procedure. To obtain a segmentation result, we

perform the classification procedure starting from the root node and proceeding down to the leaf

nodes. At each node n j, if a j ≥ θ̂, we classify h j and then assign the resulting yj to all pixels in

s j, even including those that have been assigned labels by parent nodes (i.e., overwriting labels).

This downward traversal of the tree stops once it reaches smaller nodes.

To refine the segmentation result, we apply simple morphological filtering [135] as a post

process.
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4.4 Experimental Results

We tested the proposed method and compared it with existing methods using synthetic and real

image datasets.

For the experiments, we created a synthetic dataset from the UIUC database [87], which

comprises 25 various texture classes, each of which contains 40 images of size 640 × 480 pixels.

This dataset comprises seven sub-datasets. Each sub-dataset includes five images containing

one to three regions made of two classes. Figure 4.4 shows an example of a created sub-dataset

containing five images and corresponding ground truth labels. Trees of shapes of these images

have sufficient nodes, 18,855 nodes per image, on average. For each sub-dataset, we randomly

select three images for training and two for testing. In the experiments, we set sigmoid gain

β= 0.1, initial values of thresholds to 1,000, and weight for aggregating histogram wagg = 1.0.

For quantitative evaluation, we use the Dice coefficient [25].

We used three methods for comparison: Felsenszwalb’s unsupervised image segmentation

[32], a patch-based MRF segmentation with SVM introduced in chapter 3, and a fully connected

CRF [80] with TextonBoost [137, 138].

4.4.1 Energy Convergence

First, we show the convergence property of our proposed method. As mentioned previously, our

method minimizes the cost function using Newton’s method for θ and SVM training for w,b. Here,

we focus on the convergence of Newton’s method for the nonlinear optimization of θ because SVM

training is convex and guaranteed to converge. Figure 4.5 shows the cost function values over

different initial values and scale parameters λ for a training image. Note that we did not add the

regularizer of SVM, i.e., ‖w‖2, to the cost function because it takes excessively large values that

interfere with quantitatively observing the plot. In the following figures for cost function values,

we also do not add the regularizer of SVM. As can be observed, the cost function is not convex,

Figure 4.4: Example of a texture image sub-dataset. The upper and bottom rows show created
texture images and corresponding ground truths, respectively. Blue and red indicate the class of
each pixel.
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Figure 4.5: Cost function over different initial values and thresholds for a training image.
The horizontal and vertical axes show the threshold and corresponding cost function value,
respectively. Different colors are used for different initial values of θi. From top to bottom, the
initial thresholds are 100, 500, 1,000, and 5,000.

but adding the regularizer for θ renders the energy values rather convex. Figure 4.6 shows the

cost function values against the threshold over different iterations, as well as for different initial

values θ0. Note that this figure shows the cost function values of a test image in the labeling

phase because in the training phase we estimate θi separately for each training image, and it

is difficult to visualize all of them in a single plot. We observe that the minimum of the cost

function decreases, and the threshold θi converges with different initial values. However, it

should be avoided to use a small initial value, such as θ0 = 10, because the cost function between

θ = [100,101] looks almost flat and non-convex and the iteration might not converge. It would

be better to use a large initial value, typically larger than 1000. The bottom two plots show the
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Figure 4.6: Cost function values against the threshold over different iterations, starting with
different initial values θ0 = 100, 500, 1000, 2000, 5000, and 10000. The horizontal and vertical
axes show the threshold and corresponding cost function value, respectively. (a – f) Convergence
with different initial values indicated as vertical green lines. Different colors are used for different
iterations; the first iteration is in blue, and the final one is in red. (g) Final iterations taken from
(a) to (f), and (h) its magnified version in the range of 102 and 103.

cost function values of the final iterations of different initial values. The estimated thresholds

θ̂i with different initial values are close to each other, however, the number of iterations and

computation cost increase when a large initial value is used. Therefore, using too large values are

not recommended. Figure 4.7 shows the cost function values and estimated thresholds of Figure

4.6(c) to show the convergence of the entire optimization procedure over iterations. We observe

that the energy and threshold converge appropriately.

Next, we show the cost function values with different scale parameter values λ in Figure

4.8. The top-left plot λ = 10−1 indicates that the value is too large so that the cost function is

over-regularized and only the trivial estimates was obtained. As λ getting smaller, minimum

becomes prominent and the estimated threshold shifts toward larger values. Labeling results

with different λ values will be shown in Figure 4.11 in the following section.
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Figure 4.7: Energies (right) and thresholds (left) at each iteration. The horizontal and vertical axes
show the number of iterations and the energy (right) and estimated threshold (left), respectively.

4.4.2 Labeling Results on a Synthetic Dataset

Figures 4.9 show the results for a synthetic sub-dataset. In Felzenszwalb’s segmentation, there

are too many boundaries that do not fit the ground truth label. The results of SVM-MRF and

CRF are not qualitatively and quantitatively better than the results of the proposed method. The

performances of the MRF- and CRF-based approaches are highly dependent on the unary term.

In other words, failures by SVM and TextonBoost have too much impact on performance. For

this kind of small dataset, MRF- and CRF-based methods are not the best choice for achieving

good performance. In contrast, the proposed method gives reasonable labeling results and better

performance in terms of the Dice coefficient. Note that since 42,169 nodes (or samples) are used

for training, the primal solver for SVM training is necessary. Figure 4.10 shows results for another

sub-dataset shown in Figure 4.4 that contains large geometrical, scale, and contrast changes. In

this result, three low-contrast images are used for training, and the remaining ones are used for

testing. MRF and CRF fail, whereas the proposed method labels test images reasonably. Figure
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Figure 4.8: Cost function values against the threshold over different iterations with different
scale parameter values λ = 10−3,10−4,10−5,10−6,10−7, and 10−8. The horizontal and vertical
axes show the threshold and corresponding cost function value, respectively. (a – f) Convergence
with different scale parameter values. The initial value θ0 = 1000 is indicated as vertical green
lines. Different colors are used for different iterations; the first iteration is in blue, and the final
one is in red.

4.11 shows labeling results of the proposed method with different scale parameter values λ. A

large value of λ= 10−3 provides a small threshold value, and the boundary between foreground

and background disappear. Smaller values λ= 10−7 and 10−8, provide larger threshold values, and

foreground objects becomes smaller. A better labeling result can be obtained when an appropriate

value of λ, in this case 10−5. The value should be tuned as the accuracy of labeling results is

sensitive to it. Results for other sub-datasets are shown in Figure 4.12 to 4.14. In these results,

MRF and CRF provide some successful results but the proposed method is stable and better in

most of the cases.

For quantitative evaluation, we compute Dice coefficients over different numbers of training

images. In this experiment, we used a sub-dataset containing ten images by adding five images

to the sub-dataset of Figure 4.4. Figure 4.15 shows the box plots of Dice coefficients for different

numbers of training images. The overall Dice coefficients of MRF and CRF are lower than those

of the proposed method. Even when nine images are used for training, the median of the Dice

coefficients of MRF and CRF are approximately 0.6. Some of the Dice coefficients of CRF are

extremely low. In contrast, the proposed method works effectively and provides adequately high

Dice coefficients, even when only one training image was used.

Here, we show some failure cases of the proposed method, such as the examples shown in

Figure 4.16. In these results, CRF outperforms the other methods. Two textures in the sub-

dataset are of pebbles that are similar to each other, and the SITA feature used in the proposed

method is invariant to this difference between geometrical, scale, and contrast changes. Therefore,
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training images

dice = 0.841 dice = 0.000 dice = 0.867,
ni = 15843

dice = 0.278 dice = 0.781 dice = 0.856,
ni = 12656

test image groundtruth Felzenszwalb [32] SVM-MRF fully connected CRF
[80]

proposed

Figure 4.9: Labeling results. The Dice coefficient and number of nodes ni are shown below
the images. Red and blue represent each texture class, and the black of the SVM-MRF results
represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−6, and the
number of training samples is 42,169.

the subtrees cannot be classified correctly, and we obtained poor labeling results.

Figure 4.17 shows further results wherein all of the methods do not work well. The possible

reason for this failure is that the number of nodes ni is relatively small compared to that used for

the successful results, such as in those in Figure 4.9. In this result, we observe that the number

of training samples or nodes in the tree of shapes must be greater than at least 10,000 per image

in order to obtain satisfactory labeling results.

Regarding the computational time, our Python implementation of the proposed method takes

approximately 200 s for training and approximately 30 s for labeling an image in the above

experimental condition. Although we handle more than 10,000 training samples (or nodes), our

method can be trained within a practical time.

4.4.3 Labeling Results on the MSRC-21 Dataset

Hereafter, we show labeling results on the MSRC-21 dataset [138]. This dataset consists of

591 images with ground truth labels of 21 object classes. It has 20 subsets according to main

objects of the image shown in the center, such as cow, sheep, tree, car, and building. To evaluate

the proposed method with a few training images, we selected two subsets having rich texture

contents; subset 2 (tree, grass, and sky) and 9 (sheep and grass). In each subset, the label of the

main object of the subset (trees of subset 2, and sheep of subset 9) is used as foreground, and the
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training images

dice = 0.367 dice = 0.032 dice = 0.928,
ni = 22300

dice = 0.372 dice = 0.000 dice = 0.934,
ni = 20904

test image groundtruth Felzenszwalb [32] SVM-MRF fully connected CRF
[80]

proposed

Figure 4.10: Labeling results. The Dice coefficient and number of nodes ni are shown below
the images. Red and blue represent each texture class, and the black of the SVM-MRF results
represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−5, and the
number of training samples is 59,701.

λ= 10−3 λ= 10−4 λ= 10−5 λ= 10−6 λ= 10−7 λ= 10−8

Figure 4.11: Labeling results with different scale parameter values λ, with the same images with
Figure 4.10.

others are as background.

In natural images, color is an important cue for segmentation. To demonstrate the proposed

method for color natural images in this experiment, we use the following tree of shapes and

histogram features. First, we adopted the tree of shapes for color images [17]. The color version of

the tree of shapes is constructed by merging a set of trees of shapes of each color component (in this

paper, we used RGB) based on shapes (connected components) and their inclusion relationships.

For more details, please refer to [17]. Moreover, we introduce two new histogram features in

addition to the SITA. One is a histogram of HSV color values. We construct histograms of each
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training images

dice = 0.512 dice = 0.000 dice = 0.891,
ni = 29895

dice = 0.926 dice = 0.638 dice = 0.915,
ni = 23516

test image groundtruth Felzenszwalb [32] SVM-MRF fully connected CRF
[80]

proposed

Figure 4.12: Labeling results. The Dice coefficient and the number of nodes ni are shown below
the images. Red and blue represent each texture class, and the black of the SVM-MRF results
represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−5, and the
number of training samples is 82,218.

training images

dice = 0.900 dice = 0.450 dice = 0.922,
ni = 21866

dice = 0.839 dice = 0.934 dice = 0.903,
ni = 18849

test image groundtruth Felzenszwalb [32] SVM-MRF fully connected CRF
[80]

proposed

Figure 4.13: Labeling results. The Dice coefficient and the number of nodes ni are shown below
the images. Red and blue represent each texture class, and the black of the SVM-MRF results
represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−5, and the
number of training samples is 76,066.
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training images

dice = 0.512 dice = 0.000 dice = 0.871,
ni = 12095

dice = 0.926 dice = 0.638 dice = 0.907,
ni = 14456

test image groundtruth Felzenszwalb [32] SVM-MRF fully connected CRF
[80]

proposed

Figure 4.14: Labeling results. The Dice coefficient and the number of nodes ni are shown below
the images. Red and blue represent each texture class, and the black of the SVM-MRF results
represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−5, and the
number of training samples is 46,620.

Figure 4.15: Box plots for Dice coefficients over different numbers of training images. The
horizontal and vertical axes show the number of training samples and the Dice coefficients,
respectively.

HSV component and concatenate to the original SITA histogram feature. The number of bins of

each color component histogram is set to 50, then the total number of bins of the HSV histogram

is 150. The other is a histogram of textons. We used 17 kernels used in the TextonBoost [138],

and also 32 Gabor kernels 2. The 49-dimensional responses of training images are clustered by

2Used Gabor kernels consist of real and imaginary part of scales 3 and 5, frequencies 0.1 and 0.2, and rotations 0,
π/4, π/2 and 3π/4, which is decided experimentally. These Gabor kernels are convolved with the L component of the
Lab color space.
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training images

dice = 0.452 dice = 0.817 dice = 0.041,
ni = 25320

dice = 0.462 dice = 0.908 dice = 0.409,
ni = 25195

test image groundtruth Felzenszwalb [32] SVM-MRF fully connected CRF
[80]

proposed

Figure 4.16: Some failure labeling results. The Dice coefficient and number of nodes ni are shown
below the images. Red and blue represent each texture class, and the black of the SVM-MRF
results represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−6,
and the number of training samples is 63,403.

the K-means algorithm. Then, each response is assigned to the nearest cluster center, or texton,

and a histogram of these textons is created. The number of bins of the texton histogram is set to

200. In the experiments, we set sigmoid gain β= 0.1, initial values of thresholds to 1,000, and

weight for aggregating histogram wagg = 0.8. As a comparison, we used the fully connected CRF

[80].

We show effect of the weight wagg for aggregating children histograms. Figure 4.18 shows

box plots for Dice coefficients over different values of wagg. When wagg = 1.0, dice coefficients

are relatively lower than that of smaller wagg values. With large values of wagg, histograms

are affected by features of small children nodes, while smaller values of wagg result in less

discriminative histogram features. In this experiment, we empirically set wagg = 0.8.

Figures 4.19 and 4.20 show segmentation results on subset 2 and 9. These results are obtained

with five training images (N = 5). CRF fails to classify pixels correctly due to the small number of

training images. Meanwhile, better results are obtained by the proposed method.

Figure 4.21 shows box plots for Dice coefficients over different number of training images

from each of two subsets. N training images are randomly selected from a subset, and then 10

test images are randomly selected from the rest of the subset. For subset 2 (top row), the proposed

method performs better than CRF when fewer than 7 images are used. With 9 and 10 training

images, CRF works better as expected because typically CRF needs many training images. For

subset 9 (bottom row), the proposed method consistently outperform CRF even with 10 training
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training images

dice = 0.728 dice = 0.018 dice = 0.109,
ni = 7820

dice = 0.731 dice = 0.462 dice = 0.185,
ni = 8031

test image groundtruth Felzenszwalb [32] SVM-MRF fully connected CRF
[80]

proposed

Figure 4.17: Some failure labeling results. The Dice coefficients and number of nodes ni are shown
below the images. Red and blue represent each texture class, and the black of the SVM-MRF
results represents a region that is unlabeled as a result of the boundary effect. λ is set to 10−5,
and the number of training samples is 27,045.

images used.

4.4.4 Labeling Results on the NBI Endoscopic Images

We have prepared a dataset of 63 NBI endoscopic images. Example images in the dataset are

shown in Figure 4.22. Sizes of images are 1,000 × 870 pixels. There are two label categories

(foreground and background) based on the NBI magnification findings (see Figure 1.6). Fore-

ground regions correspond to polyps of types B and C, and background regions are others (type A

polyps, normal intestinal walls, and uninformative dark regions). Among 63 images, 20 images

are negative samples which don’t contain any foreground regions; the left-most image in Figure

4.22 captures only a hyperplastic polyp (i.e. benign tumor and non-cancer, hence Type A) labeled

as background. A tree of shapes created from an NBI endoscopic image contains a large number

of nodes. The average number of nodes from images in the dataset is 24,070. We randomly

divided the dataset into half for training and test. We set parameters λ as 1.0 and initial value of

threshold θ0 as 1000.

We used two methods for comparison. One is to simply classify histograms of nodes in a tree of

shapes and assign labels to pixels, which is corresponding to Wi j = 1 in Eq. (4.22). This is a simple

application of SITA for every nodes and is an obvious extension, while our proposed method

is not. In the following experiments, we refer this method as conventional method. The other
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(a)

(b)

Figure 4.18: Box plots for Dice coefficients over different wagg on (a) subset 2 and (b) subset 9
of the MSRC-21 dataset. The horizontal and vertical axes show wagg and the Dice coefficients,
respectively. The number of training images N is fixed to 5.

is a patch based segmentation method using MRF and posterior probabilities obtained from a

trained SVM classifier introduced in chapter 3. For training SVM, we used 1,608 NBI endoscopic

image patches (type A: 484, types B and C3: 1,124) trimmed and labeled by endoscopists. In this

method, densely sampled SIFT features are extracted from these patches and converted as BoVW

histograms. BoVW histograms are then used for training an SVM classifier. Small square patches

corresponding to each site of the MRF grid are classified to obtain posterior probabilities used as

the MRF data term. The MRF energy is minimized by α-β swap graph cut for obtaining labeling

results.

Figure 4.23 shows labeling results. As we mentioned above, we used the half of dataset (31

images) are used for training. The total number of nodes for training is 747,937 and the primal

solver for SVM training is necessary. The numbers of nodes of each test images are also shown
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Dice = 0.394 Dice = 0.866

Dice = 0.872 Dice = 0.934

Dice = 0.882 Dice = 0.913

Dice = 0.903 Dice = 0.911

Dice = 0.880 Dice = 0.853

test image groundtruth fully connected CRF
[80]

proposed

Figure 4.19: Labeling results on a subset 2 of the MSRC-21 dataset. Dice coefficient is shown
below the images.
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Dice = 0.647 Dice = 0.939

Dice = 0.096 Dice = 0.929

Dice = 0.613 Dice = 0.944

Dice = 0.802 Dice = 0.895

Dice = 0.461 Dice = 0.902

Dice = 0.594 Dice = 0.902

Dice = 0.790 Dice = 0.930

Dice = 0.928 Dice = 0.945

test image groundtruth fully connected CRF
[80]

proposed

Figure 4.20: Labeling results on a subset 9 of the MSRC-21 dataset. Dice coefficient is shown
below the images.
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(a)

(b)

Figure 4.21: Box plots for Dice coefficients over different numbers of training images on (a) subset
2 and (b) subset 9 of the MSRC-21 dataset. The horizontal and vertical axes show the number of
training images and the Dice coefficients, respectively.

in Figure 4.23. In SVM-MRF segmentation, labeling results are poor because the accuracy of

MRF-based approaches highly depends on the data term. In other words, failures by the SVM

classifier have the large impact on the poor accuracy. The conventional method provides cluttered

labeling results because it classifies even small nodes. For instance, in the first two rows shows

that the results of the conventional method provide small foreground regions. Meanwhile the

proposed method can suppress the cluttered labels by selecting discriminative subtrees. In the

middle and last two rows, foreground shapes of the proposed results are similar to the ground

truth.

For quantitative evaluation, we used the dice coefficient [25]. Table 4.1 shows dice coefficients

of each method. For conventional and proposed methods, we tested the procedures mentioned

above repeatedly ten times and for the SVM-MRF method we tested only once. Note that the dice

coefficient is calculated only for samples containing foreground. We can see that the proposed

method outperforms the other two methods because using discriminative subtrees suppresses

cluttered labels.

The proposed method outperforms the others in both the qualitative and quantitative evalua-

tions. However, we need to discuss failure labeling results. Some failure examples are shown in
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Figure 4.22: Examples of images in the NBI endoscopic image dataset. Upper row shows NBI im-
ages and bottom row shows corresponding masks. White color of the mask represents foreground
and black represents background. The left-most image is a negative sample which doesn’t have
any foreground region.

Table 4.1: Dice coefficients of labeling results on NBI endoscopic images.

Method dice coefficient

SVM-MRF 0.555
conventional 0.522 ± 0.056

proposed 0.653 ± 0.046

Figure 4.24. In the case of top row, the image is almost labeled as foreground. A possible reason

is that the used histogram is simply constructed from four low level features, which might be

too few to be discriminative enough. Therefore, using richer texture features is included in our

future work. The proposed method labels as background inside of the foreground region in the

middle row. In our method, subtrees are selected by one threshold, but optimal thresholds may

be different for different images, which is a limitation of the proposed method. Results of bottom

row provide small foreground labels, which correspond to specular reflections (highlight) and the

surrounding regions. Because highlights are large area nodes, texture features extracted from

highlights may affect classification results, and dealing with highlights is also one of our future

work.

4.5 Summary

In this chapter, we proposed a labeling method for texture image segmentation that works with a

few training images. Our method is based on a tree of shapes and histogram features derived

from the tree structure and selects optimal discriminative subtrees for tree node classification.

This is formulated as a joint optimization problem for estimating the threshold and classifier
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The number of nodes: 14,318

The number of nodes: 11,784

The number of nodes: 37,754

The number of nodes: 23,745

The number of nodes: 20,876

Figure 4.23: Labeling results. From left to right: test image, ground truth, labeling result of
SVM-MRF, conventional, and proposed. The number of nodes in the trees of shapes created from
test images are shown below the images. Red color represents foreground and blue background.
Black color of SVM-MRF results represents unlabeled region due to the boundary effect.

parameters and is solved using iterative block-coordinate decent. Then, images are labeled using

the estimated parameters and the tree of shapes by classifying each node from the root node to

leaf nodes and then mapping classification results into the corresponding pixels. We evaluated the

proposed method on the three datasets: a synthetic texture image datasets based on the UIUC

database, the MSRC-21 dataset, and NBI endoscopic images. Experimental results show that
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The number of nodes: 66,627

The number of nodes: 16,595

The number of nodes: 29,048

Figure 4.24: Some failure examples. From left to right: test image, ground truth, labeling result
of SVM-MRF, conventional, and proposed. The number of nodes in a tree of shapes created
from the test image is shown in the bottom of images. Red color represents foreground and blue
background. Black color of SVM-MRF results represents unlabeled region due to boundary effect.

the proposed method outperforms other methods and provides more reliable results. Our future

work includes improving the sample weights, extending our method to a multi-class problem, and

seeking a more effective form of the labeling procedure using the hierarchical structure.
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CONCLUSION

Colorectal endoscopy is widely used throughout world to detect colorectal cancer. Intra/inter-

observer variability shows that visual inspection using NBI magnification findings can

be subjective and require endoscopist’s experience and hence a computalized system

that provides an objective measure to endoscopists would be greatly help to endoscopists during

examination. To this end, we developed an NBI videoendoscopy recognition system as our prior

work. This system classifies the center of endoscopic video frame and display classification results

on a monitor in a frame by frame manner. However, this system has two critical problems. The

first problem is instability of classification results. Even if the video sequence continues to capture

the same tumor, the classification results are highly unstable, that would be difficult to the status

of tumors. The second problem lies in the fact that they can only a part of images of the video

frame. In case that there a tumor is not in the center of the frame or multiple tumors exist in the

frame, the system cannot provide appropriate objective measures.

In this thesis, we have developed three methods to improve problems of an NBI videoendoscope

recognition system. The first method attempted the instability of classification results and we

proposed D-DPF, a temporal smoothing method of posterior probabilities based on a particle filter

with Dirichlet distribution. We introduced defocus information of a video frame as a confidence

of a defocused frame. Experimental results with NBI endoscopic videos show that D-DPF can

suppress instability of posterior probabilities.

The second method is an SVM-MRF image labeling method to recognize a whole endoscopic

video frames (or images). This method used a posterior probabilities obtained from an SVM

trained with NBI patches as a data term of MRF model. Moreover, highlight regions in an

endoscopic video frames are considered to improve labeling result. Experimental results shows

that labeling results become better by considering highlight regions, but a further improvement
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is necessary.

In the third method, we tackled the image labeling problem again. We proposed a novel

image labeling problem on the basis of a tree of shapes and histogram features computed on

the tree structure. In a tree of shapes, we select subtrees to be useful for image labeling and

then image labeling is done by classifying the selected subtrees. To select such optimal subtrees

and to train a classifier, we defined a joint optimization problem of thresholds to select subtrees

and parameters of an SVM classifier. Those parameters are estimated by a block-coordinate

decent algorithm with respect to the thresholds and SVM parameters with training images. For

quantitative evaluation, we used a synthetic texture image dataset and the MSRC-21 dataset

and achieved a better labeling performance. An experiment with NBI endoscopic images shows

that this method outperforms the SVM-MRF method.

In our future work, D-DPF in this thesis should be embedded in our NBI videoendoscopy

recognition system, so that endoscopists can use these method during examinations. Embedding

the two labeling methods into the system would might be further help for endoscopists. However,

the computational cost of these methods are rather expensive to work in a real time, and

displaying the labeling results frame by frame would be indistinct. Therefore, the two image

labeling methods should be implemented as an application software that can be used for training

of inexperienced endoscopists and for clinical experience.
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DEVELOPMENT OF REAL-TIME CLASSIFICATION SYSTEM

Acomputer-aided diagnosis (CAD) system that provides an objective measure of the status

of a tumor can be greatly help for endoscopists during examination. Therefore, we have

developed NBI videoendoscopy recognition system as a prior work and proposed D-DPF

in the body part of this thesis. However, these extensions have only been applied to offline videos

(i.e., reading a stored movie file and processing each video frame) and have not yet been used or

validated in actual clinical examinations.

This appendix chapter describes a newly developed CAD system that provides a real-time

objective measure to endoscopists during examinations. Our system captures the online video

stream from a videoendoscope via a video capture board-equipped desktop computer, converts the

video format, and classifies each frame using a pretrained patch-based classifier [145]. Finally,

the obtained classification results are displayed on a monitor. In the next section, we describe the

CAD system design that enables the system to be mobile and compatible with different endoscopic

systems in a hospital, the software part of the system, and the patch-based-classifier. We have

specified the following three requirements that the developed CAD system must satisfy: mobility,

high frame rate, and medical significance. Experimental results show that our system has a

mobility and a sufficiently fast processing speed. In terms of medical significance, a requirement

for the accuracy of the real-time assessment by endoscopists has been provided by a medical

society [129], which is discussed in the Results and Discussion section. Following six months

of clinical case studies of the developed CAD system in actual endoscopic examinations at the

Hiroshima University Hospital, we showed that it is our system allows nonexpert endoscopists to

diagnose with sufficient accuracy needed to meet the specified requirements.

85



APPENDIX A. DEVELOPMENT OF REAL-TIME CLASSIFICATION SYSTEM

Colonovideoscope

OLYMPUS
EVIS LUCERA
CF-H260AZL/I

1:4 3G HD-SDI 
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Digital Arts Inc.
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Figure A.1: An illustration of the system configuration of the endoscopic system (Olympus EVIS
LUCERA) and our developed CAD system (gray shaded area).

A.1 Design of the Video Stream Capturing System

Herein, we describe the system design of the developed CAD system. There are two requirements

the system needs to meet. First, we cannot modify the current configurations of the endoscopic

systems that are regularly used in the hospital for our developed system and experiments. In

this study, we used two different endoscopic systems: Olympus EVIS LUCERA (Figure A.1) and

Olympus EVIS LUCERA ELITE (Figure A.2). These endoscopic systems have been configured

and adjusted for regular examinations. Changing the configuration, e.g., switching the cables

to intercept video streams, could cause the actual clinical flow between the endoscopy and the

storage for medical data to stop. Second, the developed system must be able to deal with the

two different endoscopic systems. In general, there are different endoscopic devices of different

generations and types in different hospitals or even in a single hospital; hence, the developed

system should have good mobility within the hospital. Keeping this in mind, we designed our

system to capture the video stream from the videoendoscopes in such a way that simply attaching

or detaching the connector for the video branch would be sufficient for operation.
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Figure A.2: An illustration of the system configuration of the endoscopic system (Olympus EVIS
LUCERA ELITE) and our developed CAD system (gray shaded area).

The structure of the developed CAD system for one of the endoscope systems (Olympus Optical

Co, Ltd; EVIS LUCERA) is shown in Figure A.1. The video stream captured by a colonovideoscope

(Olympus Optical Co, Ltd; CF-H260AZL/I) with a xenon light source (Olympus Optical Co, Ltd;

CLV-260SL) is sent to the video system center (Olympus Optical Co, Ltd; CV-260SL) to be

processed. The processed stream is transferred to a digital versatile disc (DVD)- random access

memory (RAM) recorder (Olympus Optical Co, Ltd; EICP-D HDTV) and is then passed to the

second monitor (Olympus Optical Co, Ltd; OEV261H). The analog (RGB) video stream from the

DVD-RAM recorder is displayed on the second monitor.

To capture the video stream for our system, we used the bypassed video stream from the

second monitor. Because the video stream is analog in all the connections of this endoscopic

system, we needed to convert it to a digital video stream using a multiformat video converter

(XC1 co; Digital Arts Inc.); this conversion degrades the image quality. We then split the converted

digital video stream by inserting a distribution amplifier (VM-4HDxl; Kramer Electronics Ltd.)

and transferred it to a desktop computer equipped with a peripheral component interconnect

(PCI) express video capture card (DeckLink SDI; Blackmagic Design Pty. Ltd.).
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Figure A.2 shows the structure of the developed CAD system for another endoscope system

(Olympus Optical Co, Ltd; EVIS LUCERA ELITE) comprising a colonovideoscope (Olympus

Optical Co, Ltd; CF-HQ290 ZL/I), a xenon light source (Olympus Optical Co, Ltd; CLV-290SL), a

video system center (Olympus Optical Co, Ltd; CV-290), a recorder (Olympus Optical Co, Ltd;

IMH-20), and monitors (Olympus Optical Co, Ltd; OEV261H).

Similar to the first system, which is shown in Figure A.1, the video stream bypassed at the

monitor is branched by the video distribution amplifier and is then transferred into the PCI

express video capture card on the desktop computer. Note that a video converter is not required

because the video stream is digital in all the connections of this endoscopic system.

At the end of the flow in the developed CAD system, the video stream is captured using the

software development kit (SDK) of the capture card (DeckLink SDK 10.0; Blackmagic Design

Pty. Ltd.). Then, the video frame is converted from YUV422 format to RGB format and is stored

using an image-processing library (OpenCV 3.0 developer version; OpenCV.org) [12]. This color

conversion is necessary because the digital video stream is usually represented in YUV color

space whereas the software usually uses RGB color space for image processing. After the color

conversion, the converted RGB video frame is passed to the patch-based classifier to compute the

results. This is described in the following subsection.

A.2 Implementation of an Endoscopic Video Frame
Classification System

An overview of the online classification of the video frames is already shown in Figure 1.10. Hence,

we introduce the implementation and development environment of the classification system here.

The region-of-interest (ROI) is set to a rectangular patch at the center of the frame of the

videoendoscope, and then densely sampled SIFT descriptors are extracted in the ROI. The

extracted SIFT descriptors are represented as a histogram of the visual words (representative

SIFT features) computed by hierarchical k-means clustering [116]. Each bin of this histogram

is linearly scaled with a fixed factor (determined at the training phase; see below) because the

scaling is well-known to affect the classification performance. This histogram feature (usually

called the BoVW histogram feature) is then classified by a pretrained linear SVM classifier

[21, 134, 142, 153] to obtain the classification probabilities for each category. These results

(probabilities) are finally displayed on a monitor by superimposing the results onto the captured

video frame. In this implementation, we used VLFeat 0.9.18 [154] for extracting the SIFT

descriptors and for hierarchical k-means clustering, and LIBSVM 2.91 [19] for the linear SVM

classifier. This online classification was developed under an integrated development environment

(IDE; Visual Studio 2012; Microsoft Corp.) on a desktop computer (Intel Core i7-4770 3.4 GHz

CPU with 16 GB memory, Microsoft Windows 7 Home Premium SP1 64bit) and written in C++.

The classifier-training phase was conducted offline before the online classification. We trained
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a linear SVM classifier using the training samples mentioned above, and all the necessary

parameters of the SVM classifier were stored in a file. During the online classification phase, this

file was loaded and used for the SVM classification. This training phase was implemented on a

different desktop computer (Intel Xeon CPU E5-2620 with 128 GB memory, Ubuntu 14.04LTS;

Canonical Ltd.) with several different codes written in C++ using the same libraries as the ones

used in online classification. These codes were integrated with Bash and Perl 5.18 scripts for

parallel processing.

Possible problem that might arise if our system is continuously used for several years is the

discrepancy between the training samples and test samples due to a difference in the endoscopic

devices. University hospitals are likely to replace endoscopic devices after a specific period of

time. In that case, we need to collect as many training samples as possible for the new device to

obtain acceptable classification results by training classifiers with the newly collected samples.

However, it is impractical to collect a large number of training samples in a short period of

time for each endoscope. To overcome this problem, we use a transfer learning-based learning

approach proposed by Sonoyama et al. [139, 140] that trains a classifier with samples of the new

endoscope by reusing (or transferring) the training samples from the old one. This enables us to

maintain the classification performance without recollecting training samples when switching

our system to a new endoscope.
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A.3 Results and Discussions

A snapshot of the endoscopic system and the developed CAD system is shown in Figure A.3. The

developed system consists of a desktop computer, a monitor, a keyboard, and a mouse arranged

in a single mobile rack. The use of the PCI video capture card makes the system look slightly

large; however, it is not difficult to move the rack from one endoscope to another. To make it

smaller, we could develop a system on a laptop computer using a small video-capture device (e.g.,

the UltraStudio Mini Recorder for Thunderbolt; Blackmagic Design Pty. Ltd.). In addition, we

are currently developing a hardware implementation of the online classification and displaying

system on a field-programmable gate array (FPGA), which is an integrated circuit designed

to be configured by a customer or a designer after manufacturing [77]. This will allow the

manufacturing of a pocket-sized device that receives digital video signals, classifies video frames,

and directly outputs the results to the monitor without using desktop or laptop computers.

Figure A.4 shows sample screen shots of a monitor displaying the results of the developed

CAD system. The size of the captured video frame in which the endoscopic video stream is

displayed is full HD (1980 × 1080 pixels). In each video frame, an ROI patch of 200 × 200 pixels

(shown as white squares in Figure A.4) at the center of the endoscopic video stream is trimmed

and classified by the pretrained SVM classifier. The classification result is shown on the left side

of the endoscopic video frame. In Figure A.4(a), the result of the three-category classification for

this video frame is shown as “type B,” which is the category label given by the classifier, followed

by the three probabilities of each category: 1.1% for type A, 98.9% for type B, and no probability

for type C. Therefore, our system provides an objective measure indicating that this frame is type

Figure A.3: The endoscopic system and the developed system.
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Figure A.4: Screen shots of the developed video frame classification system. The white square
is the ROI to be classified. The results are superimposed on a video frame of (a) the endoscopic
system EVIS LUCERA (shown in Figure 2) and (b) the endoscopic system EVIS LUCERA ELITE
(shown in Figure 3). The frame size in both cases is 1920 × 1080 pixels. The sizes of the endoscopic
video stream are (a) 1000 × 870 pixels and (b) 1156 × 1006 pixels. Note that the black background
area is used to show information from the endoscopic systems such as the date, time, ID numbers,
and video frame snapshots, which a have not been shown here because of confidentiality reasons.

B with 98% confidence, while it may be type A with probability of 1.1%. In Figure A.4(b), the

result of the two-category classification (type A or not) is shown as “type B” (which means “not

type A”) with a probability of 98.8%, and there is still a probability of 1.2% that this frame is type

A.

The current system processes frame by frame; therefore, the probability results displayed

on the monitor could become too unstable for endoscopists to determine the system output. This
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Figure A.5: Computational cost per frame.

could be because of the incorrect classification results resulting from motion blur, out of focus

images, or color bleeding. To make the classification results stable, we proposed the following two

methods: a stable labeling method that could suppress frequent label changes [61] and D-DPF.

These methods will be included in our system in future.

The throughput of the developed system and the endoscopic video stream are approximately

about 20 fps (approximately 50 ms per frame) [78] and 30 fps, respectively. Figure A.5 shows the

relative computational cost per frame. We can see that the SIFT feature extraction and the color

conversion from YUV422 to RGB require the bulk of the computation time. Further optimization

of these processes needs to be done to achieve a better system throughput of up to 30fps. This is

also our future work. However, the current throughput of 20 fps is high enough for normal clinical

use. Note that, there is a tradeoff between the ROI rectangle size, classification performance,

and processing time. If the ROI size is too small, the classification performance would decrease

because of the insufficient number of SIFT features being extracted. However, classifying ROIs of

larger sizes makes the classification results reliable even though the processing time increases.

The current ROI size of 200 × 200 pixels is an acceptable compromise for the current result.

Apart from the aforementioned engineering aspect of the developed CAD system described

above, the medical significance of our system is also important. Herein, we refer to statements

concerning the real-time endoscopic assessment of the histology of diminutive (≤5 mm) colorectal

polyps published by the Preservation and Incorporation of Valuable Endoscopic Innovations

(PIVI) committee of the American Society for Gastrointestinal Endoscopy [129]. One of the two

PIVI recommendations states, “in order for a technology to be used to guide the decision to

leave suspected rectosigmoid hyperplastic polyps ≤5 mm in size in place (without resection),

the technology should provide ≥90% negative predictive value ... for adenomatous histology”

[129]. In other words, in the context of our system, more than 90% of lesions diagnosed as “type

A” by community endoscopists using our CAD system should histologically be non- neoplastic

lesions. On the basis of this recommendation, our developed system was introduced in actual
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endoscopic examinations in the hospital and was evaluated for its medical significance. Details

can be found in Kominami et al. [78]; however, we highlight their results here. These clinical case

studies were conducted for six months (between October 2014 and March 2015). Endoscopists

used our developed system to classify video frames of colon tumors into two categories, i.e., type

A (non-neoplastic lesions) or types B and C3 (neoplastic lesions). Classification probabilities

obtained from our developed system were evaluated in concordance with the two diagnostic

results: endoscopic and histological diagnoses. For the concordance with the endoscopic diagnosis,

the concordance rate was 96.6% with a kappa static value of 0.93 and a 95% confidence interval of

0.89–1.00. For the concordance with histology, Kominami et al. performed the Mann‚ÄìWhitney U

test and obtained an accuracy of 93.2% (sensitivity: 93.0%, specificity: 93.3%, positive predictive

value: 93.0%, and negative predictive value: 93.3%). Thus, these results show that nonexpert

endoscopists were able to diagnose colon tumors with an accuracy sufficient to satisfy the PIVI

requirement using our system.

While the endoscopists concluded that our CAD system may satisfy the PIVI recommendations,

they also said that “further development of our real-time image recognition system ... and

additional studies aimed at assessing whether community endoscopists may successfully meet

both PIVI thresholds are needed” [78]. The motivation to publish the current paper on the system

development arises from the necessity to further develop the system for clinical studies. It has

been reported [86, 125, 128] that the performance of endoscopists is sufficient to achieve the PIVI

requirement but only with a prior training module. These reports highlight the importance of the

studies on the performance of non-expert endoscopists in actual clinical examinations [125], and

on the necessity of training for maintaining the endoscopist’s performance [86, 125]. We believe

that the our CAD system will be useful in future clinical studies and in training and assessing

the skills of endoscopists.

A.4 Summary

We developed a real-time colorectal tumor classification system that provides a real-time objective

measure of the status of colon tumors to endoscopists during examinations. This system was built

in such a way that no modifications to the actual endoscopic systems being used in hospitals are

necessary. A six-month-long clinical case study using the developed system for actual endoscopic

examinations demonstrated that our system is mobile in the hospital, a processing speed of 20 fps

is sufficient for examinations, and the system is medically significant from the viewpoint of the

PIVI recommendations. Our future work will include making the system faster, more compact,

and more user-friendly so that the system could be used by community endoscopists.
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