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SUMMARY This paper describes an indexing framework
for adaptive arrangement of mechanics problems in ITS (Intelli-
gent Tutoring System). There have been some studies for
adaptive arrangement of problems in ITS. However, they only
choose a solution method in order to characterize a problem used
in the practice. Because their target domains have been
sufficiently formalized, this kind of characterization has sufficed
to describe the relations between any two problems of such a
class. In other words, here, it is enough to make students
understand only the solution methods for the given class of
problems. However, in other domains, it is also important to
understand concepts used in the problems and not only to
understand solution methods. In mechanics problems, concepts
such as mechanical objects, their attributes, and phenomena
composed of the objects and the attributes also need to be taught.
Therefore, the difference between solution methods applied is not
sufficient to describe the difference between two given problems.
To use this type of problems properly in the practice, it is
necessary to propose an advanced new characterization frame-
work. In this paper, we describe a mechanics problem with three
components: (1) surface structure, (2) phenomenon structure,
(3) solution structure. Surface structure describes surface fea-
tures of a problem with mechanical objects, their configuration,
and each object’s attributes given or required in the problem.
Phenomenon structure is described by attributes and operational
relations among them included in the phenomenon specific to the
surface structure. Solution structure is described by a sequence
of operational relations which compute required attributes from
given attributes. We call this characterizing indexing because we
use it as index of each problem. This paper also describes an
application of the indexing to arrangement of problems. We
propose two mechanisms of control: (a) reordering of a prob-
lem sequence, and (b) simplifying of a problem. By now, we
have implemented basic functions to realize the mechanisms
except for the part of interface.

key words: ITS, adaptive arrangement of problems, indexing
of problems, mechanics problem

1. Introduction

A major objective of ITS (Intelligent Tutoring Sys-
tems) is to enhance the students’ capability of solving
problems [1], [2]. Students who can solve example
problems cannot always solve practical problems.
This fact suggests that, in addition to the acquisition of
new knowledge, the acquisition of problem solving
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skills also play a crucial role in enhancing human
problem solving capability. In order to develop such
skills, most of ITS rely on problem solving practice.
Our research aims at supporting a more advanced and
elaborate form of practice of solving problems in ITS
[3], [4].

In a practice, students are usually required to solve
problems in a given ordering, since each of them is
designed to prepare for the next. However, the prob-
lem sequence is not always adequate for every student.
Also, a fixed ordering of problems is often not ade-
quate for learning all possibilities which can be
supported by the problems. Therefore, arranging
problems according to learning context is very impor-
tant to improve the practice [5]. To realize the
adaptive arrangement of problems, it is indispensable
to clarify the relations between any two problems used
in the practice [6]. The clarification also contributes to
diagnosing and to remedying the student’s failures in
problem solving, because the failures are often
influenced by the ordering of problems.

There have been some studies for adaptive
arrangement of problems in ITS, such as SIERRA [7],
FITS [8], [9], and others. However, they only choose
solution methods in order to characterize problems
used in the practice. Because their target domains, such
as column subtraction or equation problems, have
been sufficiently formalized, this kind of characteriza-
tion has sufficed to describe the relations between any
two problems of such a class. In other words, here, it
is enough to make students understand only the solu-
tion methods for the given class of problems.

However, in other domains, it is also important to
understand concepts used in the problems and not only
to understand solution methods [10], [11]. For exam-
ple, in mathematical word problems, equation solving
methods are very important, and instruction usually
will not address various concepts used in the problem
in detail (e.g., dishes that appear in the problem of
counting them). In contrast, in mechanics problems,
concepts such as mechanical objects, their attributes,
and phenomena composed of the attributes and opera-
tional relations among them, also need to be taught.
For example, a block in mechanics has characteristic
natures, and to understand the natures of the block are
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very important for students. Also, in the situation set
up by a problem, there are some attributes and opera-
tional relations which don’t contribute to solve the
problem. However, the attributes and relations are
useful to solve other problems included in the same
situation (in this paper, a set of all attributes and
relations in the situation is called phenomenon).
Therefore, the difference between solution methods
applied is not sufficient to describe the difference
between two given problems. To use these types of
problems in properly controlling the practice, it is
necessary to propose an advanced new characterization
framework which can classify problems from the view-
point of characteristic concepts in the domain.

In this paper, we describe a mechanics problem
with three components: (1) surface structure, (2)
phenomenon structure, (3) solution structure. Surface
structure describes surface features of a problem with
mechanical objects, their configuration, and each
object’s attributes given or required in the problem. A
network composed of all attributes and operational
relations among them included in the phenomenon
specific to the problem, is called phenomenon struc-
ture, in this paper. Solution structure is described by
a sequence of operational relations which compute
required attributes from given attributes. In this paper,
the characterization based on these structures is called
indexing because we use it for indexing each problem.
By using this index, the difference between two prob-
lems can be controlled and explained not only as the
difference between their respective solution methods
but also as the difference between the corresponding
phenomena and surface features.

This paper describes the indexing framework and
its applications to the arrangement of problems. We
propose two types of control mechanisms: (a) re-
ordering of a problem sequence and (b) simplifying of
a problem, based on the framework. By now, we have
implemented basic functions to realize the mechanisms
except for the part of the interface. Currently, our
target domain is elementary classical mechanics prob-
lems in high school.

2. An Indexing Framework for Mechanics Prob-
lems

The problem solving process of mechanics problems
can be divided into three phases: (1) detection of
surface structure, (2) specification of phenomenon,
(3) detection of solution structure. In this paper, the
indexing framework of mechanics is composed of the
three components: (a) surface structure, (b) phenom-
enon structure, (c¢) solution structure. We explain
each of the components with examples. Currently, we
can describe problems of uniformly accelerated motion
which require a quantity of an attribute from some
given quantities.
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2.1 Surface Structure

Some studies concerning the differences in problem
solving performance between experts and novices have
been focused on their performance of problem categor-
ization [11]-[13]. These studies indicate that experts
view two problems as similar when the same principle
could be applied to solve both of the problems, where-
as novices view two problems as similar when the
problems share surface features, such as objects,
configuration and their attributes. This fact suggests
that such surface features influence problem solving
abilities of students. Therefore, to control the surface
feature of each problem in a practice is important to
enhance students’ problem solving skill. For example,
to set and to explain a pair of problems that contain
the same surface feature but the different principles, or
that contain the different surface feature but the same
principle, are effective for improving problem solving
performance of novice students [14]. Based on this
consideration, we adopt the surface structure which
represents a surface feature of a problem, as an essen-
tial component of the indexing framework.

The surface structure, in this paper, consists of
three elements: (1) objects set, (2) configuration pat-
tern, (3) given or required attributes. The object set is
a set of mechanical objects in a problem. The
configuration pattern is a template which fixes the
locative relations of each object. A problem can be
identified by the surface structure composed of these
three elements. Problem-1 shown in Fig. 1(a) is an
example of mechanics problems. The surface structure
of Problem-1 is described as Fig. 1(b). Figure 1(c)
shows a diagram of Problem-1, which is specified by

the objects set and the configuration pattern in the

surface structure. By using the surface structure as the
index, control of surface features of problems can be
realized in ITS. Currently, the surface structure must
be described by the author for each problem. We plan
to realize automatic generator of a surface structure
from sentences in a problem.

A block of mass M is put on a smooth incline quietly. The angle of the
incline is ¢ and the gravity acceleration value is G . Find the velocity of
the block when it moved for a distance of S on the incline?

(a) Problem-1.

objects set: [block,incline]
configuration: [block-incline]
given attributes:
[block(mass, gravitation-acceleration,
moved-distance)
incline(angle) ]
required attributes: [block(velocity)]

(b) Surface structure of Problem-1. {c) Diagram of the problem of Problem-1.

Fig. 1 Surface structure.
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. 2.2 Phenomenon Structure

When the surface structure is fixed, the phenomenon to
which the problem belongs can be identified. Then,
attributes which can exist in each object are fixed.
These attributes which are called phenomenon attri-
butes. Given or required attributes included in the
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problem are a subset of the phenomenon attributes. A
solution of the problem can be regarded as a sequence
of operational relations among attributes which
belongs to the phenomenon. Based on this considera-
tion, a phenomenon is described by phenomenon
attributes and operational relations among them, in
this paper. Figure 2 shows a part of the phenomenon
structure of Problem-1. The nodes on the left side are
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Fig.2 Phenomenon structure.
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the phenomenon attributes. The bold nodes of attri-
butes are given or required attributes of Problem-1. The
nodes on the right side are the mechanics formulas
which are operational relations among the attributes.
The circles indicate the existence of the relations. The
solid lines connect the attributes to the relations. The
relations correspond to the mechanics formulas with
the broken lines. ‘

The same mechanics formulas may be applied to
different phenomena. Also, the difficulties of the
problems to which the same formula should be applied
are different according to the phenomena which each
problem belongs to. Therefore, if the index of prob-
lems is represented only by mechanics formulas, it is
impossible to set problems properly in the practice. By
using the indexing framework proposed in this paper,
problems can be classified by the differences of the
phenomena constrained therein.

We have implemented a solution finder which
finds the path from given attributes to required attri-
butes in the phenomenon structure. The path is the
solution structure. In the solution structure, the rela-
tions in the path are interpreted as procedural knowl-
edge, that is, the inputs and outputs are specified. The
solution finder and solution structure are described in
Sect. 2. 3.

Currently, we have to prepare a phenomenon
structure for each class of phenomena. Also, various
phenomenon structures can be prepared by modifying
one phenomenon structure. Therefore, it is possible to
enumerate by hand a set of phenomenon structures for
the problems used in some domain. However, to
prepare every phenomenon structure is too hard.
Therefore, we plan to realize automatic generator of
phenomenon structures from surface structures based
on the technique of automatic modeling in the field of
qualitative reasoning [15].

2.3 Solution Structure

A problem is defined by a set of given or required
attributes on a phenomenon structure. A solution
structure for the problem is a network which connects
given attributes to those required. Also, in the net-
work, the states of attributes, such as given, required,
and derived must be decided and each link must have
the direction which indicates the direction of value
propagation. The network is referred to as solution
structure. According to phenomenon attributes, given
or required attributes are called first-order attributes of
the problem, and derived attributes are called second-
order attributes of the problem. The attributes which
do not contribute to solve the problem are called
zero-order attributes of the problem. The zero-order
attributes can be used to generate another problem
which belongs to the same phenomenon but the
different solution structure. The second-order attri-
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Fig. 3 Solution structure of Problem-1.

butes are used to generate subproblems. The first- and
second-order attributes which appear in solution struc-
ture, are called problem attributes.

Figure 3 shows solution structure of Problem-1
shown in Fig. 1. The solution structure is regarded as
a direction-supplied partial network of the phenome-
non model shown in Fig. 2. In the solution structure,
leaves are the given attributes and roots are the
required attributes. FEach circle means a mechanics
formula the detail of which is omitted in Fig. 3.

The solution finder which has been implemented
can generate the solution structure from phenomenon
structure and a set of given or required attributes,
though visualization of the solution structure as Fig. 3
has not been completed. Currently, the solution finder
can solve not only the case corresponding to a linear
equation with one unknown but also the case corre-
sponding to linear equations with two unknowns.
Also, it can find alternatives. The partial structure
drawn by broken lines is one of the alternative solution
paths on the phenomenon structure.

3. Control of Problem Sequence Based on the In-
dexing

3.1 Reordering of Problem Sequence

The differences between all the problems in a problem
sequence, are usually designed based on several tutor-
ing goals. An ideal student who can understand the
differences also can achieve the goals by solving the
problems. However, students who can solve every
problem do not always understand the differences.
Also, several students fail to solve the problems. The
students who have just come in problem practices
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[Problem-2]

A block of mass M is put on a smooth incline quietly. The angle of the
incline is ¢ and the gravity acceleration value is G.

(a) Find the acceleration of the block in parallel direction to the
incline. i

(b) Find the velocity of the block when it moved for a distance of S on
the incline.

(c) Find the longest moved distance to the upper parallel direction on
the incline when the initial velocity of the block is V to the upper
parallel direction on the incline.

[Problem-3]

A block of mass M is put on a coarse incline. The angle of the incline
is ¢ and the gravity acceleration value is G. The coefficient of friction
between the block and the incline is 4.

(a) Find the acceleration of the block when its first velocity is zero.

(b) Find the acceleration of the block when its first velocity is V to the
upper parallel direction on the incline.

[Problem-4]

A bock of mass M is put on a coarse incline quietly. The angle of the
incline is ¢ and the gravity acceleration value is G. The coefficient of
friction between the block and the incline is g The time T is required
when the block moves the distance of L from starting point. Find the
coefficient of friction between the block and the incline.

Fig.4 A problem series.

usually can solve basic problems. Therefore it is very
important to help them focusing on the differences.
Reordering of problem sequence is a promising
method to clarify the differences of problems.

The reordering can be also a means to make the
student to learn topics which were not anticipated
systematically in the original problem sequence since
they did not correspond to the given focus. For
example, a mechanical block has a characteristic
nature. Therefore, to understand this nature can be
relevant for solving this class of problems. If the
problem sequence is designed from the viewpoint of
solution structure, it is not adequate to promote better
understanding of the nature of blocks. It is necessary
to collect problems which deal with the block in
various situations and to arrange them from the view-
point of dealing with the block.

Figure 4 shows a problem sequence which is
selected from a unit of a textbook. The unit is com-
posed of 16 problems (a subproblem is counted as
one). The problem sequence has been constituted by
selecting problems which have the same configuration
pattern as shown in Fig. 1(b) and by ordering them
according to their original order. The generated
sequence shown in Fig. 4 includes several kinds of
phenomenon and solutions. Note that Problem-2b is
the same as Problem-1. In this section, reordering of

the problem sequence based on the indexing frame-

work are explained.

By using the inclusion relation of solution struc-
ture, the problem sequence is reordered as shown in
Fig. 5. The nodes at the end of the arrows have some
elements in addition to the elements contained in the
nodes at the starting point of the arrows. The tags of
the arrows mean the additional elements. The solution
structure of every problem includes the solution struc-
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Problem-2a

v - v2P = 2as

Problem-2¢

equation of motion

Problem-2b

normal-reaction normal-reaction
frictional-force(sign(a)=sign(v0)) frictional-force(sing(a)+ sing(v0))

(Problem-3a) Problem-3b

s = (1/2)at2

/
(Problem-4 )

Fig. 5 Reordering by solution structure.

Problem-2a

frictional-force
frictional-coefficient
normal-force
resultant-force

Problem-3a

initial-velocity
Problem-3b

moved-distance
velocity

Fig. 6 Reordering by problem attributes.

moved-distance
velocity

Problem-2b

initial-velocity

frictional-force
frictional-coefficient
normal-force

resultant-force

Phenomenon-1

Problem-2a
Problem-2b

initial-velocity to

upper direction frictional-force

henomenon-3

Problem-3a
Problem-4

Phenomenon-2

Problem-2¢

frictional-force initial-velocity to

upper direction

Phenomenon-4
Problem-3b

Fig. 7 Reordering by phenomenon structure.

ture of Problem-2a. According to solution structure,
Problem-4 is the most complex problem. Problem-2a,
Problem-2b and Problem-3a are prerequisite to solve
Problem-4. To solve Problem-2¢c and Problem-3b
aren’t necessary to solve Problem-4. Currently, other
solutions of each problem aren’t dealt with the reorder-
ing. This is one of the future issues of this research.
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Figure 6 shows reordering of the problem
sequence based on the inclusion relation of problem
attributes. In order to solve Problem-2b, students have
to deal with moved-distance and velocity in addition
to the set of attributes which have to be dealt with in
Problem-2a. Problem-2c needs initial-velocity in addi-
tion to the attributes in Problem-2b. By using the
phenomenon structure, the problem sequence is re-
ordered as shown in Fig. 7. The relations between
phenomenon structure must be prepared. Problems are
reordered along the relations. Phenomenon-structure-1
(we call it Phenomenon-1) includes Problem-2a and
Problem-2b. Both Problem-3a and Problem-4 belong
to the same phenomenon Phenomenon-3 which entails
frictional force in addition to Phenomenon-1,
although the given or required attributes of the two
problems are different.

Currently, we have implemented a module which
can retrieve problems by using the description of the
indexing. The module uses a keyword which is
described with the notation of the indexing, such as
solution structure, problem attributes and so on, and
can retrieve problems which have index including the
keyword. It can also arrange the problems by using the
inclusion relation, such as solution structure, problem
attributes, phenomenon attributes and others. The
problem sequence and the difference of each other can
be generated as a list structure, but the visualization
has not been realized.

Also, reordering by using partial structure hasn’t
been completed. It is possible to retrieve problems
which include a partial structure. Therefore, the
remaining structures must be estimated to reorder.
Currently, the inclusion relation is the only criterion
for estimation. Therefore, reordering cannot always be
carried out adequately. This is one of the important
future issues.

3.2 Simplifying of Problems

Simplifying of a problem is important as one of
adaptive arrangement of problems. The simplifying of
a problem is often employed when a student fails to
solve a problem. There are two kinds of approaches to
simplify a problem, one is simplification of solution
structure and the other is simplification of phenome-
non structure. The simplification of solution structure
means to derive subproblem from an original problem
by setting up subgoals or by giving some attributes
which are derived in solving the original problem. A
solution structure includes the derived attributes, in
addition to the given or required attributes. By chang-
ing several derived attributes to given or required ones,
a problem which has a partial solution structure of
original one can be generated. The problem should be
solved in the problem solving process of the original
one. Therefore, it is a subproblem. The subproblem
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which is generated by changing derived attributes to
given ones, is referred to as a top-down subproblem.
The subproblem which is generated by changing
derived attributes to required ones, is referred to as a
bottom-up subproblem. These subproblems are used
to help students who cannot solve original one. For
example, in the solution structure of Problem-2b
shown in Fig. 3, if the value of gravitation-component
which is a derived attribute is changed to a required
attribute, Problem-2a becomes a bottom-up subprob-
lem of Problem-2b. A top-down subproblem of
Problem-2b is the problem in which both moved-
distance and acceleration are given and velocity is
required.

Phenomenon simplification means to change sev-
eral problem attributes to default values in phenome-
non structure. For example, the default value of initial
velocity is zero. When the value becomes zero, some
relations related it are simplified. By the phenomenon
simplification, considerable attributes in the problem
are reduced. The simplification is useful to teach
specific concepts in a problem to a student when he/
she failed to solve the problem. It is also useful to
identify the concepts which are the cause of his/her
failure. For example, assume that a student failed to
solve Problem-3b because he/she cannot deal with
frictional force. = Phenomenon-3 is simpler than
Phenomenon-4 in the respect of the frictional force. In
this case, Problem-3a is one of the problems which are
generated phenomenon simplification from
Phenomenon-4 to Phenomenon-3. Problem-3a is bet-
ter to learn frictional force than Problem-3b, because
Problem-3b entails more attributes than Problem-3a
which are additional to the tutoring targets.
Phenomenon-2 is also simpler than Phenomenon-4
concerning frictional force. If the student fails to solve
Problem-3b because of frictional force, the problem
which is modified into Phenomenon-2 could be solved
by the student. Currently, the relation of
simplification between phenomenon structures must be
manually prepared in order for the system to generate
the index which represents a simplified problem. The
function of the modification of problem sentences has
not been completed.

4. Concluding Remarks

We have described an indexing framework of
mechanics problems for ITS. In the domain of
mechanics, to understand various concepts used in
problems is important as well as to understand solu-
tion methods. The indexing framework is composed of
three facets: (1) surface structure, (2) phenomenon
structure, and (3) solution structure. Based on the
indexing framework, problems have been classified
from these viewpoints of characteristic concepts in the
domain of mechanics, and the relations between any
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two problems have been clarified. Therefore, the in-
dexing framework contributes to realize adaptive
arrangement of problem sequences. This paper has
also described on reordering problem sequences and
simplifying problems based on the indexing. These
functions have been implemented except for the part of
the interface. Because the interface for communication
with students and for acquisition of problem indices,
are very important, to build such interface is one of our
urgent issues.

Another goal of ours is to realize an advanced
learning by practice environment with control of prob-
lem sequences based on indexing by using the func-
tions described in the present paper. To realize the
goal, a student model is indispensable to provide
information enabling the system to decide which re-
ordering or simplifying is appropriate for each student
[16]-[19]. We are planning to build a student model
based on the description of the indexing.
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