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Abstract 

The amount of water passing through a cross section of river, known as the discharge, is seldom 

measured directly. In most cases one measures and records the water level (stage). Stage records 

are subsequently transformed to discharge by means of an estimated stage-discharge relationship, 

referred to as the Rating Curve (RC) method. However, there are some factors that contribute to 

the imprecision in discharge data (e.g. inaccurate stage measurement, low time-resolution in the 

stage recording, and so on). Moreover, when the river reach is hydraulically influenced by 

backwater effects, such as dams, lakes or the sea, it is impossible to establish. Recently, several 

innovative velocity-monitoring systems were utilized to monitor the streamflow. Acoustic Doppler 

Current Profilers (ADCPs) are the most common instruments for this purpose and are divided into 

two groups: moving-boat ADCPs and fixed ADCPs. The obvious disadvantage of a moving-boat 

ADCP is that it cannot measure the streamflow continuously. Fixed H-ADCPs not only have 

limitations in wide and shallow rivers but also require complex post processing methods, to 

compute the river discharge. The present study demonstrates the application of the Fluvial 

Acoustic Tomography System (FATS), which overcomes the restrictions of the previous methods.  

The first experiment presents one-month record of flow velocity and river discharge performed by 

FATS in a mountainous shallow river. The effect of suspended sediment concentration on the 

FATS signals was also investigated and a primary attempt was made to estimate the cross sectional 

averaged suspended sediment concentration <SSC>. The flow velocity varied between 0.5 m/s to 

1.6 m/s. The streamflow ranged from 50 m3/s to 260 m3/s, where the minimum and maximum 

mean water depths were 0.6 m and 1.42 m, respectively. The streamflow was compared to the RC 

method. The relative difference was less than ±20 % and the root-mean-square of the residual 

(RMSR) was 9.42 m3/s. It was observed that the SSC has a direct influence on the Signal to Noise 

Ratio (SNR) of the FATS. At low concentrations, when the turbidity was less than 2 FTU, the 

SNR of upstream and downstream stations was 25 dB and 35 dB, respectively; whereas at the high 

concentration, when the turbidity exceeded 45 FTU, the SNR decreased dramatically to 6 dB and 

12 dB, respectively. A new equation is introduced to convert the SNR of FATS to <SSC>. The 
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results showed that the maximum <SSC> reached 0.1 kg/m3 in this period and proportionally the 

Suspended Sediment Flux (SSF) exceeded 20 kg/s-1. The comparison of SSC measurement by 

FATS and other methods, such as Optical Backscatter Sensor (OBS) and ADCP, showed that the 

accuracy of SSC measurement by FATS is low, as the SNR intensity does not only depend on the 

turbidity but also other factors such as water depth, weeds and bottom shape.  

In the second experiment reported in this thesis, the efficiency of the high-frequency (53-kHz) 

FATS was examined. Furthermore, a new solution using FATS systems with cross-path 

configuration was proposed to estimate the flow direction. The results showed that the 53-kHz 

FATS have better velocity resolution and it can be operated in shorter ranges than the 30-kHz 

FATS. An ADCP was used to validate the angle measurement obtained from FATS system. The 

angle estimated by FATS varied from 12 to 18 degrees, as well, the coefficient of determination 

(R2) between the ADCP and proposed method was 0.78. Then, the river discharge was estimated 

by both FAT systems and compared to the RC method and moving-boat ADCP estimates. The 

relative difference of the FATS discharge measurements was less than 10%. In this experiment, 

an interesting phenomenon was observed. Although this experiment was performed in a freshwater 

river and the acoustic signals were not influenced by salinity, the signals of FATS were divided 

by two groups. The ray simulation showed that the river bathymetry affected the propagated 

signals and the second group arrived about 0.4 ms after the first group. The last observation was 

made in the Ota Estuary, where the tidal currents and river discharge collide. A numerical model 

was applied to estimate the flow velocity and compare with the velocity measurement obtained by 

FATS. The numerical model was compared to both the FATS and ADCP estimates. The flow 

velocity changed between -0.2 m/s and 0.85 m/s from the landward and seaward sites, respectively. 

It was concluded that FATS is the reliable instrument to be used as a boundary condition input of 

the numerical models. 
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1. Background and purpose 
 

 

1.1 Study overview 

 

The measurement of river discharge is of paramount importance in issues related to water 

management. In other words, reliable, accurate and continuous measurement of streamflow is 

essential for water management purposes in rivers and estuaries. 

The traditional way to monitor river discharge is to convert water level to discharge using a Rating 

Curve (RC) method [1] [2]. The RC method may produce a large error in streamflow estimation. 

The cost of installation and operation of gauging stations greatly limits the number of river gauging 

stations installed [3]. For example, the cost for the United States Geological Survey (USGS) to 

install a gauging station in a river is between US$20,000 and US$35,000. Moreover, the annual 

operational cost is about US$20,000 [4]. Over the last decade, investigations have shown that the 

number of gauging stations in the United States is decreasing because of a shortage of funding [5] 

[6]. Additionally, applications of the RC method are impractical or impossible under complex flow 

conditions, such as variable backwater, tidal flow, rapid changes in flow, and so on.  
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RC method 

To establish the RC equation, the cross section of river is often divided into a number of sub-cross 

sections, in each of which a number of flow velocities at different flow depths are measured and 

averaged, resulting in a mean flow velocity for that sub-cross section (Figure 1-1). The river 

discharge is then computed as the sum of all mean flow velocities multiplied by sub-cross section 

area [7]. By plotting the measured discharges against the corresponding stages and drawing the 

relation between the two quantities using a smooth curve, the RC equation can be established. 

 

 

Figure 1-1 River cross section and the sub-cross sections of river. 

 

 

In this study, well-established RCs can be extracted from stream gauges at the Ozekiyama gauging 

station. In this study, the RC equations are made by the MLIT (Ministry of Land, Infrastructure, 

Transport and Tourism, Japan). Eq.(1.1) expresses the HQ function that is widely used in Japan: 
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 𝑄 = 𝑐1(𝐻 − 𝑐2)
2 (1.1) 

 

In this equation, 𝑐1 and 𝑐2 are calibration coefficients and H is water level at the gauging station. 

The power of this equation depends on the cross-sectional shape of the river. In the case of 

parabolic shapes, the power is quadratic, on the other hand, the rectangular or triangular shapes 

have different values of power. 

 usually the Price type-AA current meter is used to measure one component of flow velocity for a 

small volume of the total flow measuring section. Total flow (river discharge) is determined by 

multiplying each measured velocity by its contributing flow area. The 𝑐1 and 𝑐2 can be obtained 

via the regression of the measured discharges against the corresponding water level. Usually, the 

𝑐1 and 𝑐2 coefficients depend on the water level. Because the cross sectional shape of a river differs 

under low and high flow conditions. For example, floodwater not only flows in the main channel 

but also on the floodplains. Consequently, the measurement should be done for the various water 

levels. Hence, at least two or three equations are needed for the different ranges of water levels. In 

this case, depending on the range of the water elevation H m above mean sea level (m a.s.l.), the 

MLIT proposed the following RC equations for the Ozekiyama gauging station in the 2014 fiscal 

year: 

 

 
{

𝑄1(145.97 ≤ 𝐻 ≤ 148.07) = 67.80(𝐻 − 145.97)2

𝑄2(148.08 ≤ 𝐻 ≤ 151.94) = 51.31(𝐻 − 145.66)2

𝑄3(151.95 ≤ 𝐻 ≤ 154.25) = 39.34(𝐻 − 144.76)2
 

(1.2) 
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The inter-annual variability of the RCs was usually small. A one-to-one relation is not often 

observed between the river stage and the discharge in unsteady flow conditions (flood events) 

because the water surface profile differs in the rising and falling periods. However, the RC 

uncertainty was trivial at the gauging station because of the large bed slope. 

In the 2014 fiscal year, streamflow measurements under low-flow conditions of 𝐻 ≤

147.41 m a. s. l were carried out using the Price-type AA current meter. The current meter was 

cast from a boat at 10 m intervals across the river. Flow velocity was measured for 20 s at two 

points in the water column: approximately 20% and 80% of the water depth. For high flows, 

tracking floats carried out the streamflow measurements. The floats were cast from the Iwai Bridge 

(Figure 3-1) every 12 m across the river. 

 

Acoustic methods for flow measurement 

 There are several kinds of acoustic instruments, such as Acoustic Doppler Velocimetry (ADV) 

[8], Acoustic Doppler Current Profilers (ADCP) [9], Acoustic Doppler Velocity Profilers (ADVP) 

[14,15] and Acoustic Concentration and Velocity Profilers (ACVP) [12] for performing different 

experiments. These acoustic instruments have proven to be a reliable way of obtaining high-

resolution data, to provide remote and non-intrusive methods of measurements of flow velocities 

[17,18], discharges [19-21] and profiles of suspended sediment concentration [22-24]. In addition 

to the traditional stage-discharge RC method the Acoustic Doppler Current Profiler (ADCP) has 

http://www.sciencedirect.com/science/article/pii/S037838391100007X
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evolved to be a useful tool for measuring flow velocity and streamflow since the 1990s [8-11]. The 

limitations of these current methods of flow rate measurement are presented in Table 1. 

Table 1-1 The limitations in flow rate measurement methods. 

Method Limitations 

Rating Curve (RC) -Variation in RC relation due to changes in bathymetry and 

roughness 

-Application of this method in the tidal rivers is complex 

Moving-boat 

ADCPs 

-Unable to measure the flow rate continuously 

-Difficulties involving use during high-flow conditions  

H-ADCP -Attenuated acoustic signal in flood events and turbid waters 

- Several hydraulic parameters are needed 
 

 

In the present study three types of ADCPs were employed. The general characteristics of these 

instruments will be reviewed briefly in the next sections. 

 

StreamPro ADCP 

Teledyne RD Instruments has developed different types of ADCPs for stream flow measurement 

in rivers, estuaries and oceans. StreamPro ADCP is operated at 2457.6 kHz and offers a preferred 

solution for making discharge measurements in small and medium streams with depths up to 2 m 

(6 m with upgrade) [29,30]. It was previously used in many shallow rivers and estuaries to measure 

flow velocity and river discharge [31-34]. The StreamPro ADCP is an accurate, rapid-sampling 

current profiling system designed to operate from a moving boat. 
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Workhorse ADCP 

The WorkHorse ADCP is an accurate, rapid-sampling current profiling system. Workhorse ADCP 

operates in three different frequencies, 1200 kHz, 600 kHz and 300 kHz and can make 

measurements in deep rivers and coastal areas [25]. The maximum range of these three types is 19 

m, 66 m and 154 m, respectively. This model is also able to attach a boat and measure flow velocity 

and river discharge [36,37]. 

 

AquaDopp Profiler 

The Aquadopp Profiler is an inexpensive acoustic tool with a wide range of applications [38,39]. 

The Aquadopp Profilers are offered with the different acoustic frequencies as 400 kHz, 600 kHz, 

1 MHz and 2 MHz to be applied for any body of water, including ocean, estuary or river [40-43]. 

The instrument is usually used in real-time applications but also includes all parts required for self-

contained deployment with data stored to an internal data logger.  

In Table 1-2, some of the technical specifications of StreamPro, WHADCP and Aquadopp ADCPs 

are presented. 
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Table 1-2 Technical features of StreamPro, WHADCP and AquaDopp Profiler. 

Parameter  StreamPro WHADCP AquaDopp 

Profiler 

Acoustic frequency  2457.6 kHz 1228.8 kHz 2 MHz 

 

 

 

Water velocity 

measurement 

Range ± 5 m/s ± 5 m/s ± 10 m/s 

Accuracy ± 1% of water 

velocity relative to 

ADCP, ± 2 mm/s 

0.25% of measured 

velocity ± 0.2 mm/s 

1% of measured 

velocity ± 5 

mm/s 

Cell number 1–30 1–128 1–128 

Cell size 0.02–0.2 m 0.05–2 m 0.1–2 m 

Minimum blank 

distance 

0.03 m 0.05 m 0.1 m 

Software  WinRiverII WinRiverII AquaPro 

Power Voltage 

consumption 

10.5 –18 V 10.5–18 V 

1.5 W 

9–16 V 

0.2–1 W 
 

 

The ADCPs have range limitations, the signal strength of an acoustic pulse decreases 

logarithmically with distance from the transducer face. As the signal strength and signal-to-noise 

ratio (SNR) decreases, the spectral width of the returned signal increases. This increase in spectral 

width with range causes an increased standard deviation of the measured velocity with range; 

hence, at some ranges the return echo is unusable. This limiting range is largely dependent on the 

transducer frequency. Conservative estimates of WHADCP maximum range for several transducer 

frequencies are presented in Table 1-3. 
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Table 1-3 The frequency and maximum range of different WHADCPs. 

WHADCP frequency 

(kHz) 

Range 

(m) 

300 118.8 

600 48 

1200 15.4 
 

 

ADCP Uncertainty 

The ADCP is an acoustic instrument best known for its capability to measure profiles of water 

velocity. There are two error types contribute to velocity uncertainty; bias errors, which are called 

systematic errors and random error. Data averaging can reduce random error but cannot for bias 

error. A thorough understanding of these two types of errors is a crucial prerequisite to the 

assessment of ADCP velocity and discharge measurement accuracy [44,45]. 

 

A. Random error 

 
• Pulse length—the shorter the pulse length for a given frequency in a narrow-band ADCP, 

increases the random error. 

• Transmit frequency—the lower the frequency at a given pulse length (or lag distance), increases 

the random error. 

• Signal-to-noise ratio—the lower the signal-to-noise ratio, increases the random error. 
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• Beam angle—as the beam angle approaches vertical, random error approaches infinity. 

 

B. Bias error 
A velocity-vector bias has a fixed magnitude and direction that either is constant or proportional 

to the measured velocity. Bias error is non-random and, therefore, cannot be reduced by data 

averaging.  

Bias error due to the incorrect estimation of unmeasured velocities near the water surface and 

channel bottom errors of this type are called extrapolation errors. The extrapolation scheme is used 

to estimate cross products near the water surface and channel bed. 

 

 

Suspended Sediment Concentration (SSC) 

The measurement methods of SSC can be simply classified into two major categories: direct and 

indirect measurements. Samplers perform direct measurement, while indirect methods are based 

on indicators, closely correlated with the SSC (e.g., the absorption or the scatter of light, acoustic 

waves, lasers, etc). The Optical Backscatter Sensor (OBS) measures turbidity by emitting an 

infrared beam and recording infrared radiation scattered from suspended particles [34]. Optical 

backscatter data were converted to SSC using laboratory calibrations with sediment samples 

obtained at the monitoring site [47,48]. In many application, researchers use OBS to compare 

against the results of acoustic methods [49-51]; thus, OBS can be used as a validation method of 
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acoustic instruments. In this study, an OBS (INFINITY-Turbi ATU75W2-USB, JFE Advantech 

Ltd) was used to measure the turbidity. The specifications of this type of OBS are presented in 

Table 1-4. 

Table 1-4 The specifications of ATU75W2-USB. 

Parameter Medium density 
turbidity 

High density 
turbidity 

Depth Temperature 

Principle Infrared 
backscattering (LED) 

Backscattering 
(optical fibre) 

Semiconductor 
sensor 

Thermistor 

Range 0 to 1,000 FTU 
(Formazin 
calibration) 

0 to 100,000 ppm 
(Kaolin 

calibration) 

0 to 25 m* -3 to 45°C 

Resolution 0.03 FTU 2 ppm 0.0005 m 0.001°C 
Accuracy ± 0.3 FTU or ± 2% ± 10 ppm or ± 5% ± 0.14% FS ± 0.0°C 

(3 to 31°C) 
 

 

Many researchers use Horizontal ADCP or fixed ADCPs to measure streamflow and SSC [15] 

[27,28] [52-56] and some scientists use moving-boat ADCPs in river cross sections to calculate 

river discharge and suspended sediment flux (SSF) [57-59]. However, this method may be costly 

in terms of time and money. In addition, the moving-boat ADCP transects can be dangerous to 

perform during extreme hydrological events, such as floods and strong tides [45]. Also, this 

method does not provide continuous monitoring of SSF as ADCP transects are separated in time. 

Acoustic tomography technique is another acoustic method that is able to estimate water 

properties. 

In contrast to the ADCPs, which use Doppler effect to measure the flow velocity and suspended 

particles in water, the acoustic tomography systems apply travel-time methods to measure the 
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various water features, such as temperature, current velocity, salinity, discharge, current direction, 

etc [61-64]. 

The Fluvial Acoustic Tomography System (FATS) has been developed by Hiroshima University 

since 2010 [65-67]. Although previous studies on FATS applications have highlighted advantages, 

two types of limits still exist. First, the imprecise determination of the angle between the flow 

direction and the transmission line of FATS (θ) can lead to significant errors in discharge 

estimation. Therefore, the utilisation of another instrument, such as an ADCP, is required to 

measure the angle θ accurately [50]. Second, the velocity resolution of FATS inversely depends 

on the length of the transmission line. In the case of choosing a short length between two 

transducers, the velocity resolution is low. 

 

1.2 Purpose 

 

In previous studies a 30-kHz FATS was used to measure river discharge, while the flow angle θ 

was measured by a moving-boat ADCP. The present study successfully introduces a 53-kHz FATS 

that permits the shorter ranges than those allowable using the 30-kHz FAT system. Moreover, the 

flow angle is deduced by using a cross-path configuration and a new formula based on the 

continuity equation. 

In addition to the streamflow, the knowledge of SSC and SSF in rivers and estuaries is of interest 

to researchers. These physical quantities are measured by ADCPs in many applications; however, 
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the capability of FATS to measure the mentioned physical quantities is yet to be determined. 

Hence, it seems the studies on the application of FATS to measure SSC and SSF are necessary.  

The thesis is divided into six parts: background and study overview (Chapter 1); the purpose of 

study (Chapter 2); the measurement principle of FATS (Chapters 3); field test in the Gono River 

(Chapter 4), Application of FATS to Ota Estuary (Chapter 5) and the Summary of this study 

(Chapter 6). 

Chapter 1 presents background, challenges and objectives for streamflow and SSC measurements. 

In Chapter 2, the limitations of existing methods are described and the ability of the acoustic 

methods and their formulation are described. In Chapter 3, the field test of river discharge and SSF 

measurements by FATS in the Gono River will be discussed. Chapter 4 present the latest 

achievement of flow direction fluctuation measurement by FATS with the cross-path configuration 

method in the Gono River. Chapter 5 presents the velocity measurement by FATS in the Ota 

Estuary. Finally, chapter 6 presents the summary of this study. 
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2. Fluvial Acoustic Tomography System (FATS) 
 

 

2.1 Measurement principles of FATS 

 

Since the 1970s, scientists have attempted to investigate the influences of ocean currents, internal 

waves, mesoscale eddies, etc., on acoustic propagations [68-80]. The ocean acoustic tomography 

(OAT) technique was first proposed by Munk and Wunsch to monitor mesoscale fluctuations 

ocean basins [55]. After development of OAT systems, this method was used in inversions for 

determination of other ocean physical properties, such as mesoscale mapping, heat content, 

convection and temperature fields [82-85]. OAT systems employ high-powered signals with 

frequencies less than 1 kHz [1,2]. The Coastal Acoustic Tomography System (CATS) applies OAT 

to coastal waters. As CATS transmits signals at frequencies up to 10 kHz, it can be used in smaller 

water areas. CATS is widely used to measure tidal currents, residual currents and strait through-

flow [3-6]. To use this method in shallow rivers, these systems must transmit at much higher 

frequencies. As a result, Fluvial Acoustic Tomography System (FATS) uses a second-generation 

CATS, which transmits sound at a frequency of 30 kHz. FATS measures water properties, such as 

temperature [59], salinity variation [8,9], flow velocity [10,11], discharge [49], flow direction [62] 

and SSC [51,91] in rivers and estuaries.  
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Sound wave propagation in aqueous media are influenced by the sound speed C(x,y,z) and the 

current velocity u(x,y). Hence, the travel time of sound between two acoustic stations is 

determined by the following integral equation [61,92]: 

 

 
𝑡𝑖
± = ∮

𝑑𝑠

𝐶0(𝑧) + 𝛿𝐶(𝑥, 𝑦) ± 𝐮(x, y). 𝐧𝐢Γ𝑖
±

 
(2.1) 

 

where ± represents the positive and negative direction from one transducer to another, 𝐶0denotes 

the reference sound speed, 𝛿𝐶 the deviation from the reference, u the velocity vector, n the unit 

vector tangent to the ray path and s the arc length measured along the ray path. The suffix i is the 

order number for rays traveling along various ray paths. 

Travel times for the reference sound speed determined by the range-independent ray simulation 

are calculated as: 

 

 
𝑡0,𝑖 = ∮

𝑑𝑠

𝐶0Γ0,𝑖

 
(2.2) 

 

By subtracting Eq. (2.1) from Eq. (2.2), we can obtain the travel-time deviation from the reference 

travel times: 
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∆𝜏𝑖

± = ∫
𝑑𝑠

𝐶0(1 +
𝛿𝐶 ± 𝐮. 𝐧

𝐶0
)
− ∫

𝑑𝑠

𝐶0Γ0,𝑖Γ𝑖
±

 
(2.3) 

 

Taking the Taylor expansion under the conditions of 𝐶0 ≫ ∆𝐶 and 𝐶0 ≫ 𝑢. 𝑛 for the first term on 

the right-hand side and neglecting the terms with orders higher than two, the above equation 

reduces to: 

 

 
∆𝜏𝑖

± ≈ ∫
𝑑𝑠

𝐶0
(1 −

𝛿𝐶 ± 𝐮. 𝐧

𝐶0
) − ∫

𝑑𝑠

𝐶0Γ0,𝑖Γ𝑖
±

 
(2.4) 

 

as the difference between the actual and reference ray paths is also sufficiently small to be two-

order terms, the second Taylor expansion is applied around the reference ray path to get the 

following equation: 

 

 
∆𝜏𝑖

± = −∫
(𝛿𝐶 ± 𝐮. 𝐧)𝑑𝑠

𝐶0
2

Γ0𝑖
±

+∫
1

𝐶0
(1 −

𝛿𝐶 ± 𝐮. 𝐧

𝐶0
) ∆(𝑑𝑠) ≈ −∫

(𝛿𝐶 ± 𝐮. 𝐧)𝑑𝑠

𝐶0
2

Γ0𝑖
±Γ0𝑖

±
 

(2.5) 
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We should notice that all the path integrations are done on the reference ray path. In Eq. (2.5), the 

subtraction and summation of the reciprocal travel time can separate the individual effect of current 

and sound speed on the travel time, which are presented in Eqs. (2.6) and (2.7), respectively.  

 

 
𝛿𝜏𝑖

𝑣 = ∆𝜏𝑖
+ − ∆𝜏𝑖

− ≈ −2∫
𝐮. 𝐧

𝐶0
2

Γ0𝑖

 
(2.6) 

 

 

 
𝛿𝜏𝑖

𝐶 = ∆𝜏𝑖
+ − ∆𝜏𝑖

− ≈ −2∫
𝛿𝐶

𝐶0
2 𝑑𝑠

Γ0𝑖

 
(2.7) 

 

By putting the angle of ray path Γ0𝑖 measured from the horizontal into ∅𝑖 and projecting the ray 

path to the horizontal plane, Eqs. (2.6) and (2.7) become: 

 

 
𝛿𝜏𝑖

𝑣 ≈ −2∫
𝑢. 𝑐𝑜𝑠∅𝑖

𝐶0
2

𝑑𝑥

𝑐𝑜𝑠∅𝑖
=

Γ0𝑖

− 2∫
𝑢

𝐶0
2 𝑑𝑥

Γ0𝑖

 
(2.8) 

 

 
𝛿𝜏𝑖

𝐶 ≈ −2∫
𝛿𝐶

𝐶0
2

𝑑𝑥

𝑐𝑜𝑠∅𝑖Γ0𝑖

 
(2.9) 

 

The current v along the ray path can be assumed as the horizontal one because the vertical current 

is insignificant.  



  

17 
 

For the ray path shown in Figure 2-1, the vertical section-average current and sound speed are 

obtained for the rectangular domain surrounded by two horizontal lines passing the upper and 

lower turning points and two vertical lines passing the acoustic stations [65]. For the section- 

averaged current um and sound speed Cm, the ray path may be regarded as the horizontal (Figure 

2-2).  

 

Figure 2-1 Refracted ray in the vertical section between stations T1 and T2 [65]. 

 

 

Figure 2-2 Projection to the horizontal plane [66]. 

 

The travel times are recalculated simply as Eqs. (2.10) and (2.11). 

 

 
𝑡𝐷𝑜𝑤𝑛 =

𝐿

𝐶𝑚 + 𝑢𝑚
 

(2.10) 
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𝑡𝑈𝑝 =

𝐿

𝐶𝑚 − 𝑢𝑚
 

(2.11) 

 

Solving the coupled equations above, we get: 

 

 

{
 

 cm=
L
tm

um=
cm

2

2 L
∆t

 

(2.12) 

 

where L is the horizontal distance between the transducers, tm =
tup+tdown

2
tm =

tup+tdown

2
 

and ∆t=tup-tdown. 

In the acoustically rough environment of extremely shallow waters, such as in coastal regions or 

rivers, a special technique for sound transmission and processing is required to prevent the sound 

pulse from fadeaway. To accurately identify the arrival time of a traveling acoustic signal mixed 

with noise in such areas, the carrier signal is phase-modulated by M-sequence [13]. Previous 

studies showed that modulating the carrier signal with M-sequence and taking the cross-correlation 

of the signal received with it proved to be enormously efficient in shallow waters. M-sequence is 

a type of pseudorandom signal by which the phase shift of 𝜋 in the carrier is generated with 

irregular time intervals [94,95]. 
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Figure 2-3 shows a typical example of M-sequence with the time series of the original signal and 

its auto-correlation coefficient. M-sequence has two kinds of time scales, the period (𝑇𝑝) and the 

width of one digit (𝑇𝑟), which is the time resolution of the system for multiple arrivals.  

 

Figure 2-3 A typical example of M-sequence. (a) A period of M-sequence. (b) Auto-correlation coefficient of M-

sequence [69]. 

 

After the auto-correlation procedure, the signal-to-noise ratio (SNR) of modulating transmitted 

signal escalates by (2𝑛 − 1) times for the M-sequence of n’th order. The improved rate of the SNR 

is called the processing gain (𝐺𝑝).  

When two acoustic rays with same intensities arrive successively within an interval shorter than 

𝑇𝑟, the cross-correlation pattern of the rays will overlap (Figure 2-4 a). If two acoustic rays with 
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different intensities arrive successively, individual correlation peaks may be detectable even for 

the overlapped arrival because of the difference of the peak height. 

 

Figure 2-4 Sketch showing the resolution of M-sequence. (a) Case with auto-correlation peaks spaced less than 

Tr. (b) Case with auto-correlation peaks spaced greater than Tr [69]. 

 

The accuracy of travel time measurement, 𝑇𝑎, depends on the time resolution of the system (𝑇𝑟) 

and the SNR and can be expressed by [70]: 

 
𝑇𝑎 =

𝑇𝑟

√100.1 𝑆𝑁𝑅
 

(2.13) 

 

The measurement principle of the FATS is the same as that used in an Acoustic Velocity Meter 

(AVM), whereby the range-averaged velocity along the transmission line is calculated by using 

the “travel-time method”. However, the FATS transmits multi-ray paths throughout the cross 

section of river, hence it can measure the cross-sectional averaged velocity. 
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FATS utilises the travel time method and measures flow velocity along the sound ray paths (u) of 

two acoustic stations (Figure 2-5) [65,98]. Hence, the cross-sectional averaged velocity (v) can 

be given by Eq. (2.14).  

 

 𝑣 =
𝑢𝑚
cos 𝜃

 (2.14) 

 

where 𝜃 is the angle between the ray path and the stream line. The determination of the angle 𝜃 

requires extra devices such as moving-boat ADCP, which measures flow direction [50]. 

The continuous measurement of 𝜃 is difficult. If stream gauges are available in the study area, θ 

can be deduced by establishing non-linear fitting model to streamflow obtained from the RC (QRC) 

method, which are extracted from stream gauges at the gauging station, the mean water elevation 

D(m) measured by a water level logger and the mean flow velocity through the ray path (u) 

measured by FATS. 
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Figure 2-5 The angle of sound ray path and flow direction [48]. 

Assuming that the water surface profile between both transducers is linear, streamflow (Q) can 

be deduced by the following equation: 

 𝑄 = (𝐿ℎ𝑚 − 𝐴𝐵)  tan 𝜃 × 𝑢  (2.15) 

 

where L is the horizontal distance between the transducers and hm is the mean water elevation. 

AB is the function of bed level as (Fig.3): 

 
𝐴𝐵=∫ 𝑍𝑏

𝐿

0

(𝑦)𝑑𝑦 
(2.16) 
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Figure 2-6 Cross section of river and the position of two stations 

 

2.2 Error structure in the streamflow measurements by FATS 

Kawanisi et al. [18] showed that the error structure of FATS measurement is a function of water 

depth, river bathymetry, the section-average-velocity component along the transmission line and 

the angle between the transmission line and the stream axis.  

 𝛿𝑄 = 𝛿𝑄ℎ𝑚 + 𝛿𝑄𝐴𝐵 + 𝛿𝑄𝑢𝑚 + 𝛿𝑄𝜃 

=
𝜕𝑄

𝜕ℎ𝑚
𝛿ℎ𝑚 +

𝜕𝑄

𝜕𝐴𝐵
𝛿𝐴𝐵 +

𝜕𝑄

𝜕𝑢𝑚
𝛿𝑢𝑚 +

𝜕𝑄

𝜕𝜃
𝛿𝜃 

 

(2.17) 

Thus the relative error of streamflow (Q) can be presented as Eq.(2.18): 

 𝛿𝑄

𝑄
=
𝛿𝑄𝑢𝑚
𝑄

+
𝛿𝑄𝐴
𝑄

+
𝛿𝑄𝜃
𝑄

 

=
𝛿ℎ𝑚 ℎ𝑚⁄

1 − 𝐴𝐵 (⁄ 𝐿ℎ𝑚)
+

𝛿𝐴𝐵 𝐴𝐵⁄

1 − 𝐿 ℎ𝑚 𝐴⁄
𝐵

+
𝛿𝑢𝑚
𝑢𝑚

+
𝛿𝜃

cos 𝜃 sin 𝜃 𝑠𝑖𝑛
 

(2.18) 

=
𝛿ℎ𝑚

ℎ𝑚 − 𝑍𝑏
+

𝛿𝐴𝐵
𝐿(𝑍𝑏 − ℎ𝑚)

+
𝛿𝑢𝑚
𝑢𝑚

+
𝛿𝜃

cos 𝜃 sin 𝜃 𝑠𝑖𝑛
 

=
𝛿ℎ𝑚
𝑑𝑚

−
𝛿𝑍𝐵𝑚
𝑑𝑚

+
𝛿𝑢𝑚
𝑢𝑚

+
𝛿𝜃

cos 𝜃 sin 𝜃 𝑠𝑖𝑛
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where 𝐿 is the horizontal distance between two acoustic stations, dm is the mean water depth and 

𝑍𝐵𝑚 is the mean bed level. Consequently, in the case of shallow depths, accurate river stage and 

bed level observations are required to minimize the first error and second terms. Besides, the 

second error term is induced by temporal variations in the mean bed level. 

The (𝛿𝑄𝑢𝑚
𝑄
) is uncertainty due to the FATS velocity, and the last term (𝛿𝑄𝜃

𝑄
) is due to the angle 

between the transmission line and the stream axis. The results of error analysis will be discussed 

in the subsection 4-8. 
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3. Measurements of Suspended Sediment Concentration and 

Streamflow 
 

 

3.1 Experiment site and deployment 

 

The Japanese archipelago lies between 24° and 46°N. The islands of Japan have several different 

climatic regions ranging from severe cold to subtropical. Miyoshi City is located in the cool-

temperate region where the average annual temperature varies from 8.5°C to 19.4°C and the 

average precipitation is 1492 mm. Field measurements were carried out in a section of the Gono 

River, located in Miyoshi City. The length of the Gono River is approximately 194 km. The Basen 

River and Saijo River are the two main tributaries of the Gono River. These rivers meet 

approximately 3 km upstream from the observation site (Figure 3-1 (a)). A 115-m wide, straight 

reach of the river was selected for the location of the transducers. The bed slope surrounding the 

observation site is 0.11%. The bed in the observation site is mainly composed of gravel and 

boulders. The mean water depth is about 0.55 m and 1 m under low-flow and high-flow conditions, 

respectively. The annual mean discharge at the Ozekiyama gauging station, located 1.1 km 

upstream of the observation site, is around 73 m3/s.  

Measurements of flow velocity, river discharge and cross-sectional average SSC <SSC>, were 

done by FATS in this shallow river over one month. The reciprocal sound transmission by FATS 

was performed between the two acoustic stations, located on both sides of the river in March 2015 
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(Figure 3-1). The FATS was equipped with two 30-kHz broadband transducers with horizontally 

omnidirectional and vertically hemispherical beam patterns. The horizontal distance between the 

two stations was 294.629 m and the angle between the ray path and stream direction θ was 17°. 

The acoustic pulses were triggered by a GPS clock and were transmitted simultaneously from both 

transducers every 30 s. The water level was measured every 10 min by water-level loggers attached 

to the S1 and S2 transducers. A barometer on the riverbank was used to record atmospheric 

pressure. The accuracy of the water-level sensors and the barometer was ± 5 and ± 3 mm, 

respectively. 

Between March 26th and 28th a total of 23 water samples of 1 L were taken from under the Iwai 

Bridge every 80 min to examine SSC and grain size distributions of suspended sediments (Figure 

3-1(a)). The grain size of the water samples was analysed by the laser diffraction and scattering 

method (SALD-2000J, SHIMAZU Ltd). To measure the SSC profile continuously, an uplooking 

2 MHz ADCP was mounted on the bed near the ray path of FATS. Data was collected at a 1.0 Hz 

sampling rate and 10 cm cell size. A Compact CTD (Conductivity- Temperature- Depth meter) 

(accuracy: ± 0.3 FTU) developed by Alec Electronics was used to check turbidity profiles at four 

points (P1 to P4, from the left side respectively), the CTD casted was from the Iwai Bridge every 

20 minutes in 0.1m depth-triggered mode. 
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Figure 3-1 (a) Study area and experimental site; (b) Oblique cross section of river and the position of two stations 

(black points denote the transducers positions). 
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3.2 Acoustic measurements of suspended sediment concentration (SSC) 

Since the acoustic technique is an indirect method to estimate SSC, some processes are needed to 

convert the received signals to the SSC values. One of the most important terms in using acoustic 

methods is to understand sound attenuation in fluid media. Below is a brief overview of the 

determination of the sound attenuation coefficient and the basics of the acoustic inversion 

algorithm for measuring the SSC. 

 

3.2.1 Sound attenuation due to SSC 

Sound is exponentially attenuated with distance from a source transmitter [72]. The attenuation 

coefficient is a function of various parameters, including water characteristics such as temperature, 

pressure, salinity and the suspended sediment properties (e.g., size, shape, mineralogy and SSC) 

[73]. The total sound attenuation coefficient (α) is bipartite: the attenuations by water (αw) and by 

suspended sediments (αs). The coefficient (αw) is easily found in acoustic communities [74]. As it 

can be seen in Eq. (3.1), the attenuation by sediments, αs, is determined by the SSC in the sensing 

range (R) and two sound absorption components of the scattering loss (ξs) and the viscous 

absorption (ξv) [73]: 

 

 
𝛼𝑠 =

1

𝑅
∫ (𝜉𝑠 + 𝜉𝑣)𝑆𝑆𝐶(𝑟)𝑑𝑟  
𝑅

0

 

 

(3.1) 
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Using Urick’s expression for the viscous absorption coefficient and assuming all particles are the 

same size, the attenuation coefficient due to viscous absorption may be expressed as: 

 

 
𝜉𝑣 = (10𝑙𝑜𝑔𝑒

2) (
𝜖𝑘(𝜎 − 1)2

2
[

𝑠

𝑠2 + (𝜎 + 𝛿)2
])
𝑑𝐵

𝑚
                    

(3.2) 

 

Where 

𝛿 =
1

2
[1 +

9

2𝛽𝑎
] , 𝑠 =

9

4𝛽𝑎
[1 +

1

𝛽𝑎
], 𝜎 = 𝜌𝑠

𝜌0⁄  , 𝛽 = √𝜔 2𝜐⁄  is the reciprocal of the viscous skin 

depth; 𝜌𝑠  and 𝜌0 are the densities of the particulate and water, respectively; 𝜐 is the kinematic 

viscosity of the ambient fluid; 𝜖 is the volume concentration of the particulate; a is the particle 

radius; k is the acoustic wave number and 𝜔 is the angular frequency of the incident pressure wave. 

The first term on the right-hand side of Eq. (3.2) is a constant that converts attenuation from 

Nepers/m to dB/m.  

The attenuation constant due to the scattering loss (𝜉𝑠 ) can be estimated using the following 

expression [75][73]: 

 

 
𝜉𝑠 =

1

𝜌𝑠𝑎𝑠
[

𝛾(𝑘𝑎𝑠)
4

1 + (𝑘𝑎𝑠)2 +
4
3𝛾(𝑘𝑎𝑠)

4
] 

(3.3) 
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where k is the acoustic wavenumber and 𝜌𝑠 and 𝑎𝑠 are the density and equivalent sphere radius of 

suspended particles, respectively. For quartz particles, 𝛾 = 0.18. 

 

3.2.2 SSC estimation using backscatter of ADCP 

ADCPs, as the most well-known devices, are widely used in many applications [103-105]. Unlike 

the automatic measurements of flow velocities and river discharges [11,30] produced by the use 

of existence software, the ADCP cannot automatically measure the SSC and needs an inversion 

model to convert the recorded series of backscatter data into parameters of suspended sediment 

concentration. 

In this study SSC will be calculated using the following equation [78]: 

 

 (10 log(𝑆𝑆𝐶) − 2(𝛼𝑠 + 𝛼𝑤)𝑅 − 20 log(𝜓𝑅) = 𝐾𝑐𝐸 + 𝐶  (3.4) 

 

where E is echo level (in counts), R is the distance between the transducer and measurement 

volume, αw and αs are attenuation coefficients due to water and suspended sediment, respectively 

and Kc and C are signal calibration coefficients. Close to the transducer, the assumption of 

spherical spreading of the signal is no longer valid, therefore the coefficient ψ is used in Eq. (3.4) 

to distinguish between near and far transducer fields [79].  

It should be noted that it is impossible to directly estimate the SSC profile using Eq. (3.4) because 

αs is also a function of SSC. However, through the iterative calculation with known calibration 
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coefficients, SSC and αs at each cell can be sequentially computed either by implicit or explicit 

approaches [22,108]. More details on signal inversion can be found in [22,109]. Here, we employ 

an explicit approach to derive unknown parameters. 

 

3.2.3 SSC estimation using FATS 

FATS uses two acoustic stations on the both sides of river, so it can measure SSC through the 

whole cross section of river, which is the cross-sectional average SSC <SSC> (3.5). <SSC> is 

estimated from the SNR of the FATS using a simplified sonar equation [38] [110]: 

 
< 𝑆𝑆𝐶 > (𝑡) = −

1

𝐿𝜉𝑣
(𝑆𝑁𝑅(𝑡) − 𝑆𝑁𝑅(𝑡0))+< 𝑆𝑆𝐶 > (𝑡0) 

(3.5) 

 

where L is the ray path length, v  is the viscous absorption coefficient, SNR is the signal-to-noise 

ratio, t0 is the base time of calculation and t is the elapsed time.  

 

 

3.3 Streamflow  

The angle between the sound ray path of FATS and the flow direction (θ), shown in Eq. (2.14), 

was determined by nonlinear regression analysis of FATS velocity (u) and the mean water 

elevation (𝐷𝑚) obtained from water level loggers attach to the transducers of FATS against the 

hourly discharge data from the well-established RC method, which was conducted using data from 

the Ozekiyama gauging station. The result of analysis yielded a value of 19.34° for θ. The 95% 

confidence interval for 𝜃 ranged between 19.25° and 20.48°. In order to validate the proposed 
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approach, the fluctuations of flow direction changes were measured by the ADCP. As illustrated 

in Figure 3-2, the flow direction varies between 19 and 19.4° before arrival of the first dam flush. 

Subsequently, an increment is observed for the passing of the first dam flush between 22:00 and 

01:00. After the passing, the angle 𝜃 gradually decreased to 19° again. When the second dam flush 

is passing, the angle 𝜃 slowly increased from 18.8° to 20.3° degrees between 13:00 and 18:30. The 

comparison of 𝜃 acquired by ADCP and that from the regression model reveals a difference less 

than 0.13°. This confirms the efficiency of the proposed approach as an alternative methodology 

in the absence of suitable equipment. As shown in Figure 3-2, the stream direction is 19° during 

low-flow conditions and changes by approximately one degree according to the velocity 

increment. 

 

Figure 3-2 Flow direction fluctuations measured by ADCP. 

 

The mean flow velocity (vm) can be calculated using u and θ as shown in Figure 3-3. The mean 

velocity varies between 0.6 m/s and 1.6 m/s. The three peaks in the flow velocity record are due 
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to the precipitation and the velocity increments on the 27th of March as a result of the dam flushing, 

which reached up to the 1 m/s.  

 

 

Figure 3-3 Flow velocity measurement by FATS. 

 

The temporal variation of water level at the Ozekiyama gauging station is illustrated in Figure 3-4 

(a). On the 10th and 20th of March, the water level increased because of heavy precipitation. The 

increments of water level on the 27th of March are a result of dam flushing. Using mean velocity 

and cross-sectional area, water discharge was calculated. The comparision of FATS (black line) 

and the RC estimates (blue line) for Ozekiyama gage station shown in Figure 3-4 (b). This 

continuous monitoring shows the efficiency of FATS to measure river discharge with minimum 

effort. Other acoustic methods, such as moving-boat ADCP collects velocity samples and 

discharge separately in time (definitely not continuously) [50] and can be dangerous during 

extreme hydrological events such as a flood [45]; H-ADCP (Horizontal ADCP) in a fixed location 

needs extra methods to calculate river discharge. As shown in Figure 3-4 (b), the river discharge 

is about 60 m3/s in the low flow condition and because of the high precipitation, the streamflow 
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reaches 140 m3/s, 220 m3/s and 270 m3/s on 4th, 10th and the 20th of March, respectively. The 

flushing of the Haizuka and Haji dams cause the sharp increment in the river discharge that reaches 

130 m3/s and 150 m3/s, respectively. 

 

 

Figure 3-4 (a) Water level variation at Ozekiyama gage station; (b) discharge of FATS (black line) and discharge 

of RC (blue line). 

 

According to Figure 3-5 (a), the relative difference between the RC and FATS estimation is less 

than ± 20%. Root-mean-square of the residuals (RMSR) was 9.42 m3/s. As well, there is a 

quadratic relationship between the streamflow and water levels for the parabolic river cross-



  

35 
 

sections. Hence, the high correlation of the root value of discharge estimation of FATS and the 

Ozekiyama water level with determination coefficient (R2=0.97) is observed (Figure 3-5 (b)).   

 

Figure 3-5 (a) Relative difference between RC and FATS estimation of streamflow; (b) the correlation of water 

level in Ozekiyama gauging station and root of streamflow estimation of FATS. 

 

 

3.4 SSC  

  

3.4.1 Sound absorption 
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Sound absorption by particles is shown in Figure 3-6. The horizontal axes are the particle radius 

in μm and the vertical axes are the viscous attenuation (dotted line), attenuation due to the 

scattering loss (dashed line) and the sum of two terms (green line). In this study, the mean particle 

radius obtained by samples was 16 μm, thus attenuation due to scattering loss is insignificant and 

can be ignored. As was mentioned previously, sound attenuation is a function of frequency. 

According to the Figure 3-6, for the same particle size (as = 16 μm), the viscous attenuation is 

0.026 and 0.24 dB m2/kg for FATS and ADCP, respectively. This difference determines the 

measuring range of acoustic instruments and it means that with an increment in the SSC, the 

acoustical signals become attenuated by the suspended particles and produce inadequate results. 

 

Figure 3-6 Sound absorption coefficient of FATS and ADCP profiler. 

 

3.4.2 Temporal variations of <SSC> and SSC flux using FATS  

During the observation period in low-flow conditions (Q< 60 m3/s), the <SSC> does not exceed 

0.02 kg/m3. These low <SSC> are observed on the 3rd and 9th of March, before the heavy 
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precipitation events. The <SSC> is also low before the dam flushes on the 27th of March. The 

maximum <SSC> reached up to the 0.1 kg/m3. SSF can be obtained as the product of <SSC> and 

the river discharge. A moving average was taken to remove existing spikes. As shown in Figure 

3-7 (b), during the heavy rains on the 10th and 19th of March and during the passing of the dam-

flush waves, the river transferred 15, 23, 9 and 8 kg/s of suspended sediments, respectively. The 

Haizuka dam is located on a steep river reach, whereas the Haji dam is located in the mild reach 

of the river. Hence, the Haizuka dam flush washed the deposited sediments in the its path, 

consequently, the <SSC> and SSF was larger than that of Haji dam flush (Figure 3-7 (a), (b)). 

 

Figure 3-7 (a) cross-sectional <SSC>; (b) estimation of SSC flux using FATS. 

 

The period of the dam flush discharges was chosen to validate the SSC estimation of FATS by 

other methods, which will be discussed in the next section. An interesting point of this result was 
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that although the second dam flush discharge was greater than the first (Figure 3-4 (b)), the SSF 

in the second dam flush was smaller than that in the first dam flush (Figure 3-7 (b)).  

 

3.5 Validation results of <SSC> and streamflow 

The dam flush period in March was selected to validate the result of <SSC> estimated by FATS. 

The Haizuka and Haji dams, which are located around 26 and 40.2 km in the upstream of study 

area, flushed their storages on the 26th and 27th of March 2015, respectively (Figure 3-1). The 

arrival times of dam flushes at the study area were 01:00 and 18:30 on the 27th of March 2015, 

respectively. Hence, the validation period was chosen from 26th to 28th of March. 

Thirteen water samples of 1 L were taken at the Iwai Bridge to measure SSC and grain size 

distributions of suspended sediments (Figure 3-1). The grain size of the water samples was 

analysed by the laser diffraction and scattering method (SALD-2000J, SHIMAZU Ltd). To 

continuously measure the SSC profile, an up looking ADCP (Aquadopp Profiler) was installed 

upwardly on the riverbed near the left side station. The data were collected at a sampling rate of 

1/300 Hz and cell size of 0.1 m. A CTD (accuracy: ± 0.3 FTU), operating in 0.1m depth-triggered 

mode, was used to check turbidity profiles at four points (P1 to P4) from the Iwai Bridge every 20 

min (Figure 3-1). 
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3.5.1Turbidity  

Sediment concentrations determined from water samples were used to convert the turbidities of 

OBS to SSC (Figure 3-8). The high correlation between SSCs from water samples and turbidities 

of OBS (R2 = 0.97) confirms that the OBS measurements can be used as a reliable method to 

validate the results of acoustic methods. 

 

Figure 3-8 Calibration curve of OBS. 

 

The turbidity profile in the centre of river (P3) is shown in (Figure 3-9). When the river is in a 

normal state, the turbidity magnitude was almost constant with respect to the depth and had a value 

less than 5 FTU. After the arrival of the dam-flush waves, the turbidity increases up to 47 and 42 

FTU near the riverbed at depths of 1.4 and 1.6 m, respectively (Figure 3-9). Figure 3-10 shows the 

depth-averaged turbidity obtained for all points. As shown in this figure, all four points in the river 

cross section show almost the same values, i.e, turbidity has almost the same value throughout the 

river cross section.  
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Figure 3-9 Turbidity profile before and after the dam flushes 

(dashed line denotes the riverbed). 
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Figure 3-10 Depth-averaged turbidity from OBS measurements. 

 

3.5.2 SSC estimated by ADCP 

SSC was estimated at three different heights from backscatter data of ADCP. As shown in Figure 

3-11 (a), SSC increases with respect to the depth similar to the results of SSC profiles obtained by 

OBS. The maximum SSC of 0.08 kg/m3 is observed at 0.2 m above the riverbed. Figure 3-11 (b) 

shows the comparison of depth-averaged SSC measured by ADCP (red line) against OBS (black 

points) [111-115] and R2 of 0.96 was observed. At low concentrations, both methods show almost 

the same values of SSC and during the first peak, OBS absolutely confirms the ADCP results. 

However, for the second peak although the ADCP overlays the OBS measurement in the increment 

period, it overestimates during the decrement period of SSC. 
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Figure 3-11 (a) SSC from ADCP at three heights above the riverbed; (b) depth-averaged SSC by ADCP (red line) 

and OBS (black points). 

 

3.5.3 Comparison between <SSC> and OBS estimates 

The fluctuations of SNR for both stations are shown in Figure 3-12. Before the arrival of the waves, 

the amount of suspended sediment was low and SNRs of the received signals are 25 dB and 35 dB 

at stations S1 and S2, respectively. The observed sharp drop at the stations is due to the dam-flush 

discharges. Prolongation of the dropped SNR during the passage of the second wave is due to the 

disturbance of weeds attached to the S2 station, which caused error in the velocity and <SSC> 

measurements. 



  

43 
 

 

 

Figure 3-12 SNR fluctuations at stations S1 and S2. 

 

It is clear that FATS successfully measured the mean flow velocity continually, however a 

perturbation of arrival time of signals was observed at the downstream station (S2), which caused 

a gap in the flow velocity measurements during the second dam-flush wave. In-situ investigations 

reported that weed accumulation was the reason behind the perturbation. The flushed flow from 

the Haji dam carried large amount of weeds that got stuck over the S2 transducer (Figure 3-13). 
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Consequently, this prevented the transmission and receiving signals. Therefore, this was probably 

the reason for the short missing period of data at the arrival time of second dam-flush wave. 

 

 

Figure 3-13 The transducer covered with a tangle of weed at the S2 station. 
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According to Eq. (3.5), the cross-sectional average SSC <SSC> can be deduced from the SNR of 

FATS. The <SSC> was compared to the OBS measurement (Figure 3-14). It can be seen that the 

OBS measurements absolutely confirm the estimate of FATS during the increment periods, 

however during the decrement, the reduction of estimated <SSC> is smaller than the SSC 

measured by OBS. For the second flushing, the significant amounts of weed that accumulated over 

the transducer at S2 disturbed the transducer functionality. Thus, the weed may have led to the 

overestimation in <SSC> (Figure 3-14). The results show that the <SSC> was less than 0.01 kg/m3 

during normal discharge but during dam-flush discharges <SSC> increased dramatically and 

reached 0.08 kg/m3 and 0.06kg/m3 after the flushing of the Haizuka and Haji dams, respectively. 

It was also observed that the Haizuka dam flush carried more suspended sediment than the Haji 

dam flush.  

 

Figure 3-14 <SSC> estimated by FATS (red line) and OBS (black points). 
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3.6 Conclusion 

 

Measurement of streamflow and SSF over a one-month period was performed by FATS, which is 

a new acoustic instrument. In the previous studies, other instruments such as ADCPs or a different 

set of FATS were needed to measure the flow angle (𝜃); however, in this study a regression 

analysis was proposed to estimate 𝜃. The result of 𝜃 estimation was 19.34°. A deployed ADCP 

also measured the flow direction changes that confirmed the efficiency of proposed method with 

a difference less than 0.13°. 

The streamflow measured by FATS varied from 60 m3/s to 270 m3/s in March 2015. The 

streamflow results were compared to the RC estimates. The root-mean-square of the residuals 

(RMSR) between FATS and RC was 9.42 m3/s. 

The SSC comparison between FATS measurement and other methods including OBS and ADCP 

during a dam flush operations, showed the capability of FATS to measure suspended sediment 

concentration. It also concluded that unlike the other two methods, FATS can estimate the 

suspended sediment flux in a cross-section of river. However, it was observed that the existence 

of weeds can cause the large errors in FATS measurement. The maximum SSF that was transferred 

in the river was 23 kg/s on 19th of March 2015 and the amount of SSF due to the Haizuka and Haji 

dams flushing were 10 kg/s and 8 kg/s, respectively. 
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4. Streamflow measurement using cross-path configuration 
 

4.1 Experiment site and deployment 

 

Field measurements were carried out in a section of the Gono River, located in Miyoshi City. The 

reciprocal sound transmission by FATS was performed between four acoustic stations located on 

both sides of the river during the period of January 13th to 20th, 2016. The air temperature ranged 

from 4.6 °C to 22.1°C and there was precipitation on the 18th and 19th. Stations 1 and 2 were 

equipped with two 30-kHz broadband transducers, whereas Stations 3 and 4 were equipped with 

two 53-kHz transducers (Figure 4-1 (b)). 

   The horizontal distances between the 30-kHz and 53-kHz systems were 294.629 m and 161.167 

m, respectively and the angle between the two lines (∅) was 67° (Figure 4-2 (a)). The acoustic 

pulses were triggered by a GPS clock and were transmitted simultaneously every 30 s and 60 s for 

the 30-kHz and 53-kHz systems, respectively. The water temperature and water level were 

measured every 10 min by water level loggers attached to all transducers. The accuracy of the 

water level sensors was ± 5 mm. The river bathymetry along the transmission lines of the 53-kHz 

and 30-kHz transducers was surveyed by a Teledyne RDI StreamPro ADCP and is shown in Figure 

4-2 (a). As the drift of the transducers in the river can cause significant error in the measurements, 

all transducers attached to heavy stands. Moreover, several anchors fixed the stands and cables on 

the riverbed (Figure 4-2 (b)).  
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Figure 4-1 (a): Map of the river network and observation site; (b): the locations of FATS stations and 

ADCP. 
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Figure 4-2 (a) Bathymetry along the 53-kHz and 30-kHz transmission paths (black points denote the transducer 

positions, the blue point refers to the deployed ADCP and the red lines show the positions of CTD measurement), 

(b) transducer installation method near the riverbank. 
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4.2 Data collection and processing method 

In this study the FATS uses a broadband transducer (Neptune T227) with central frequency of 30 

kHz and source level of 197 dB re 1 μPa at 1m at S1 and S2 stations. As well, another FAT system 

uses a broadband transducer (Neptune T216) with central frequency of 53 kHz and source level of 

202 dB re 1 μPa at 1m at S3 and S4 stations. A ninth order M-sequence was applied to increase 

the processing gain by about 22.6 dB. Three cycles per digit (Q-value) was also selected as a 

suitable value to transmit the phase-modulated sound from the broadband transducers.  𝑇𝑟was 

three-times the period of the carrier (0.1 ms) and 𝑇𝑝was 102.3 ms. 

The minimum distance between the two stations of FATS (Lmin) depends on the product of the 

length of the sound pulse and sound speed (C), which is expressed in Eq. (4.1). In addition, the 

velocity resolution (ur) is an important factor that is inversely related to the distance between the 

two stations and the frequency (Eq. (4.2) ) [45]. Therefore, the velocity resolution has the lowest 

value at the minimum length between the stations: 

 

 
Lmin =

Q-value

frequency
×(M-sequence digits)×C              

(4.1) 

 

where the ninth order M-sequence digits is 511. Q-value was set to 3. 

The velocity resolution is given by: 
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ur=

𝑐𝑚
2

2 L
1

2 f
 

(4.2) 

 

As previously mentioned, the determination of the flow angle (𝜃) requires extra devices such as a 

moving-boat ADCP [50]. In this study, a new equation is proposed to estimate the flow direction 

using two crossed acoustic transmission lines. 

Based on the condition of continuity, the streamflow in both sections of S1–S2 and S3–S4 should 

be equal (Figure 4-1); thus, 𝜃 is derived as follows: 

 Q1-2=Q3-4 (4.3) 

 

Hence: 

 A1(H1)×u1 tan θ1 =A2(H2)×u2 tan θ2 (4.4) 

 

where A is the cross-sectional area along the sound path and is a function of the water level H, 𝜃1 

refers to the angle between the S1–S2 line and the stream flow direction and 𝜃2 denotes the angle 

between the S3–S4 line and the stream flow direction.  

According to Figure 4-1, ∅ is the angle between the two cross paths; substituting the value of 

𝜃2 = ∅ − 𝜃1 in Eq. (4.4) gives the following equation: 

 θ1= tan−1 [
u2 A2

u1 A1
 tan(∅ - θ1)] 

(4.5) 
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As a result, 𝜃1 is obtained by Eq. (4.5) but it requires an iterative method. Using trigonometric 

expansion, Eq.(4.5) is changed to an explicit form as: 

 

 

θ1= cos−1

(

 
 
 
 
 

1
2

√
√2 cos(ϕ)√A12𝑢1

2+ cos(2ϕ) (𝐴1𝑢1-𝐴2𝑢2)2+6𝐴1𝐴2𝑢1𝑢2+𝐴22𝑢22+

cos(2ϕ) (𝐴2𝑢2-𝐴1𝑢1)+3𝐴1𝑢1+𝐴2𝑢2
𝐴1𝑢1+𝐴2𝑢2

)

 
 
 
 
 

   

(4.6) 

 

where ∅ is the angle between two cross paths. The ∅ can be given as: 

 

 
∅ = tan−1(

𝑋2𝑌1 − 𝑋1𝑌2
𝑋1𝑋2 + 𝑌1𝑌2

)  
(4.7) 

 

where 𝑋1 = S1𝑥 − S2𝑥, 𝑋2 = S3𝑥 − S4𝑥, 𝑌1 = S1𝑦 − S2𝑦, 𝑌2 = S3𝑦 − S4𝑦. The coordinates of 

the acoustic stations with respect to the base point (132.83° E, 34.8158° N) are presented in Table 

4-1. 

Table 4-1 The coordinates of acoustic stations. 

Station Eastward (m) Northward (m) 

S1 S1x = 209.792 S1y = 0 

S2 S2x = 0 S2y = 206.787 

S3 S3x = 199.725 S3y = 113.711 

S4 S4x = 50.778 S4y = 52.141 
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4.2.1 Error structure in the angle measurement 

The error structure of angle estimation between the ray path and the stream line includes the five 

terms that are presented in Eq. (4.8). 

 

 𝛿𝜃 = 𝛿𝜃∅ + 𝛿𝜃𝐴1 + 𝛿𝜃𝐴2 + 𝛿𝜃𝑢1 + 𝛿𝜃𝑢2            

      =
𝜕𝜃

𝛿∅
𝛿∅ +

𝜕𝜃

𝜕𝐴1
𝛿𝐴1 +

𝜕𝜃

𝜕𝐴2
𝛿𝐴2 +

𝜕𝜃

𝜕𝑢1
𝛿𝑢1 +

𝜕𝜃

𝜕𝑢2
𝛿𝑢2 

(4.8) 

 

The relative error is given as: 

 

 𝛿𝜃

𝜃
=
𝛿𝜃∅
𝜃
+
𝛿𝜃𝐴1
𝜃

+
𝛿𝜃𝐴2
𝜃

+
𝛿𝜃𝑢1
𝜃

+
𝛿𝜃𝑢2
𝜃

 
(4.9) 

 

The first error term (𝛿𝜃∅
𝜃
) is uncertainty due to the angle between the two transmission lines and 

has the greatest impact on the error analysis. The second and third error terms (
𝛿𝜃𝐴1

𝜃
,
𝛿𝜃𝐴2

𝜃
) are 

induced by the errors in the water level measurements and imperfect bathymetric measurements 

by the moving-boat ADCP for the 30-kHz and 53-kHz FAT systems, respectively. The fourth and 

last terms (
𝛿𝜃𝑢1

𝜃
,
𝛿𝜃𝑢2

𝜃
) are due to the mean velocity along the transmission lines. 

 

4.2.2 The advantages of 53-kHz FATS 

FATS is operated by a Micro Embedded System called T-SH2MB. An Integrated Timer Unit 

(ITU) inside the T-SH2MB controls the sound wave output. A laboratory experiment was 
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performed to determine the maximum transmitting and receiving frequency that the ITU can 

organise. The length of the sound wave can be theoretically calculated in the ITU; it can also be 

measured practically by an oscilloscope.  

The frequency increases step-by-step and the time delay between the measured values and the 

theoretical value is calculated. As seen in Table 4-2, the difference between the theoretical value 

and the transmitted value remains low until 57 kHz. However, the difference between the 

theoretical value and the received value sharply increases at 54 kHz. Thus, the FATS is limited by 

the receiving section at 54 kHz. Therefore, 53 kHz is the maximum operational frequency for the 

FATS. 

Table 4-2 Calculation of maximum frequency operated by FATS. 

Frequency 

(Hz) 

Measured sound 

wave width 

(Transmit) 

(usec) 

Measured sound 

wave width 

(Receive) (usec) 

Theoretical 

sound wave 

width in ITU 

(usec) 

Time delay 

(usec) transmit, 

receive 

53000 57708 57710 57697 11, 13 

54000 56474 61456 56469 5, 4987 

55000 55251 68135 55242 9, 12893 

56000 54633 72179 54628 5, 17551 

57000 55637 71246 53400 2237, 17846 
 

 

According to Eq. (4.1), the minimum length between the two 30-kHz FATS stations is 

approximately 76 m, whereas the 53-kHz FATS can operate at distances as short as 43 m. 

Therefore, one of the restrictions of the 30-kHz FATS is the lack of usability in small rivers where 
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the 53-kHz FATS can operate. However, using both types of FATS at their minimum distances 

provides the lowest values of velocity resolution. Table 4-3 shows the comparison between both 

systems. According to Eq. (4.2), in this study, the velocity resolution for the minimum distances 

ranged from 0.227 m/s to 0.235 m/s due to the sound speed variations for both the 30-kHz and 53-

kHz FAT systems. The sound speed varied from 1440 m/s to 1465 m/s. The velocity resolution 

increases with increment the distance between stations. In this study, the distances were set at 

294.629 m and 161.167 m for the 30-kHz and 53-kHz FAT systems, respectively. The velocity 

resolution ranged from 0.058 m/s to 0.06 m/s and 0.06 m/s to 0.062 m/s for the 30-kHz and 53-

kHz FAT systems, respectively. These values still represented low resolution, although the 

velocity resolutions improved. At this step, the relatively low velocity resolution can be increased 

by averaging the ensemble over 20 data points. As a result, the velocity resolution was improved 

to  0.06
√20

= 0.013 𝑚/𝑠. 

Table 4-3 Velocity resolution (ur) depending on the frequencies and acoustic path length. 

Frequency 30 kHz 53 kHz 

Acoustic path length 76 m 294.629 m 43 m 161.167 m 

Velocity resolution 0.227-0.235 m/s 0.058-0.06 m/s 0.227-0.235 m/s 0.06-0.62 m/s 
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4.3 Arrival time of acoustic signals  

 

4.3.1 Arrival time of 53-kHz FATS 

The travel time variations of the 53-kHz data and water temperature variations, which measured 

by the temperature sensors attached to the transducers, are shown in Figure 4-3. The red and blue 

colours denote the travel times at Stations 3 and 4, whereas the black colour indicates the water 

temperature. As shown in Figure 4-3, the travel times of the upstream and downstream stations 

vary from 109.8 to 111.5 ms. From the beginning of the observation period until the middle of 

January 18th, the difference between arrival times at Stations 3 and 4 was 0.03 ms; this can be 

justified by the short distance between the transducers and the low flow-velocity. However, on the 

18th, rainfall began and the flow velocity increased. As a result, greater differences in arrival times 

at the upstream and downstream stations reached 0.1 ms. These results show the significant 

influence of flow velocity on the reciprocal transmission signals. 

The diurnal fluctuations of travel times between January 14th and 19th correspond to the water 

temperature variations, which significantly affected the sound speed. As a result, the travel times 

at both stations decreased during the day and increased at night. From the onset of rainfall to the 

end of the experiment date, the water temperature declined by around 3°C, which caused the 

increment in travel times. 
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Figure 4-3 Arrival time of 53-kHz system. 

 

4.3.2 Arrival time of 30-kHz FATS 

An analysis of the 30-kHz FATS data showed that two series of travel times were detected at each 

station. It was observed that 28% of the recorded signals arrived in the first group and 72% of the 

recorded signals arrived in the second group, which had a delay of approximately 0.4 ms. This 

trend was almost constant throughout the experiment, even during high-flow conditions. All signal 

travel times are shown in Figure 4-4; the travel times of the upstream and downstream stations 

ranged from 205.2 to 208.6 ms. In contrast to the 161-m length of section S3–S4, the length of 

section S1–S2 is 296.6 m. Therefore, the difference between travel times at Stations 1 and 2 is 

greater than that of the 53-kHz FATS and varies from 0.2 ms to 0.4 ms.  
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Figure 4-4 Arrival time of 30-kHz system.  

 

4.4 Influence of bottom topography on sound wave propagation (Ray tracing) 

The acoustic propagation models fall into four major classes: ray theory, spectral integration, 

normal mode and the PE models [84]. In this study, to verify the existence of two ray paths through 

the 30-kHz transmission line, a numerical simulation of sound propagation was performed using 

the ray theory method. Vertical sound speed profiles were measured using a Sontek Cast-Away 

CTD at five positions along the 30-kHz transmission line (Figure 4-2 (a)) and were used to simulate 

the ray pattern. 

The ray simulation was implemented by solving the following differential equation: 

 

 dφ
𝑑𝑟

=
∂c
∂r

 
1
c
tanφ-

∂c
∂z

 
1
c

  

dz
dr

= tanφ 

dt
dr

=
sec φ

c
 

(4.10) 
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where 𝜑 is the angle of the ray measured from the horizontal axis r, z is the vertical coordinate and 

t is the travel time. 

Many factors, including the existence of internal waves, temperature gradients and reflection from 

the bottom and water surface, can affect the travel times of acoustic signals in the ocean. As a 

result, multipath signals with different arrival times can be observed [85]. In shallow estuaries, 

saline wedge intrusions generate strong haloclines and transverse density gradients and cause 

multipath acoustic signals to have different arrival times [48]. However, in shallow freshwater 

rivers, only the riverbed shape mainly affects the propagated acoustic signals because the 

temperature profile was insignificant and the salinity is zero. 

In this study, the variations of sound speed along the transmission line were less than 1 m/s and 

did not have a significant effect on the acoustic ray pattern (Figure 4-5). The results of the ray 

simulation showed two main groups of acoustic signals with different travel times. As shown in 

Figure 4-5, the second group of the transmitted signal passed the entire cross section. 200 m from 

the left side, the riverbed has a distinctive shape that is not covered by some part of the transmitted 

signal. Thus, the first group of the sound does not pass through the entire cross section. 
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Figure 4-5 Ray simulated pattern (black disks denote to the 30-kHz transducers; red and yellow colours show 

the first and second groups, respectively). 

 

In previous studies, the bed was flatter along the 30-kHz transmission line and only one group of 

acoustic signals was observed [18]. After that experiment, a heavy rainstorm occurred on July 23rd 

2016, which raised the river discharge to 1200 m3/s that the two groups are keeped. The flood 

eroded the bed near Station 2, where a local constriction existed (Figure 4-2 (b)). Thus, the eroded 

bed in this area is the reason for the presence of two acoustic groups. 

Apart from mapping the ray pattern, another advantage of ray simulation is arrival time estimation, 

which allows for signal arrival times to be calculated theoretically. The results shown in Figure 

4-6 also show two main groups arriving at 205.5 ms and 205.9 ms, the difference lag is 0.4 ms. 

This result reveals the results shown in Figure 4-4. 
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Figure 4-6 The simulated arrival times using the ray tracing technique. 

 

4.5 Determination of flow direction 

The variations of the cross-sectional area of both systems are illustrated in Figure 4-7 (a). Because 

the transmission line of the 30-kHz system is longer than that of the 53-kHz system, its cross-

sectional area is much larger. The recorded arrival times of the acoustic signals employed in Eq. 

(2.12) and the mean velocity along the transmission lines were calculated. The mean velocity 

estimated by the 53-kHz system, varies from 0.2 m/s to 0.4 m/s. However, some anomalies are 

observed during the experiment, as shown by the arrows in Figure 4-7 (b). The error bars 95% 

confidence interval of 53-kHz FATS are less than 0.05 m/s. 

As the 30-kHz system had two arrival time series, the velocity results of the first and second groups 

are shown in Figure 4-7 (b) in red and blue, respectively. The difference in velocity between the 

two groups was less than 0.01 m/s. In the present study, the 72% data that passed the entire cross 

section was used to estimate the mean velocity for the 30-kHz system. The measured mean velocity 
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along the 30-kHz transmission line varies from 0.6 m/s to more than 1 m/s. the error bars of 30-

kHz FATS are 0.1 m/s. 

The significant velocity difference between the 53-kHz and 30-kHz systems is due to the 

inclination of the transmission lines with respect to the flow direction. In other words, the angle 

between S1–S2 and the flow direction (𝜃1) was less than the angle between S3–S4 and the flow 

direction (𝜃2); thus, the velocity along the transmission line of the 30-kHz FATS is always greater 

than the measured velocity along the transmission line of the 53-kHz FATS. 

 

Figure 4-7 (a) Variations of water area and (b) mean velocity along the transmission lines (arrows denote 

anomalies in the system) with the error bars. 

 

The cross-sectional area and the measured velocities of the 53-kHz and 30-kHz systems were 

substituted into Eq. (4.6) to estimate the streamflow angle between the flow direction and the 
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transmission lines of FATS. The results of the proposed method were compared to those of the up-

looking ADCP (Figure 4-8 (a)).  

As for the anomalies in the 53-kHz FAST, an overestimation of angle measurement was observed 

several times and are denoted by the arrows in Figure 4-8 (a); the variations of the ADCP 

measurements fit the FATS results during the entire period. The angle 𝜃1, as measured by ADCP, 

varied between 12 and 18°, with an averaged value of 15.2°; the estimation of averaged 𝜃1 gained 

from FATS was 15.02°. Using a 10-hour moving average, the R2 between the two methods was 

0.78 (Figure 4-8 (b)). This low R2 was due to differences in the periods highlighted in Figure 4-8 

(a) and (b). It can be concluded that the proposed method provides acceptable efficiency for 

estimating the angle between the flow direction and the FATS transmission line. 
  

 

Figure 4-8 (a): Variations of 𝜃1 with the error bars and (b): the correlation of ADCP and FATS measurements. 
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4.6 Discharge calculation 

Streamflow is usually estimated indirectly by the RC method [19]. The estimated discharges from 

the 53-kHz and 30-kHz FATS were compared to the discharge obtained by the RC method. 

Moreover, four transections of moving-boat ADCP were performed to validate the FATS 

measurements [20] (Figure 4-9 (a)). The moving-boat ADCP measurements were post-processed 

with WinRiver II software (Teledyne RD Instruments). The ADCP does not measure the areas at 

the surface and near the bottom of river [21, 22]. Furthermore, the ADCP cannot measure the 

discharge at the channel edges where the water is very shallow. The WinRiver II software 

extrapolates and estimates the discharge in these regions. In this experiment, in the all ensembles 

the portion of bad bins did not exceed 1% and bad ensembles in each transect were not more than 

3%. Hence, the maximum error of the ADCP measurement did not exceed 5% [20]. 

The mean discharge until January 18th was 40 m3/s; and then increased to 95 m3/s due to the rain. 

The relative differences between the streamflow measurements of the 30-kHz and 53-kHz with 

RC methods are shown in blue and red colours, respectively. The relative errors of both systems 

are less than 10%, which are deemed acceptable error rates (Figure 4-9 (b)).  
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Figure 4-9 (a): Discharge measurement with the error bars and (b): relative error of FATS. 

 

Although the FATS measure the river discharge continuously, there would be some limitations of 

using this system. As an example, during flood events, some floating objects such as weeds or tree 

branches can attach to the transducers and hinder receiving signals [14]. Additionally, the presence 

of large amount of suspended sediment in the flow can attenuate acoustic signals [23].  

It seems that these limits are more significant for other acoustic instruments, such as AVM, 

ultrasonic velocity meter (UVM) and horizontal acoustic Doppler current profiler (H-ADCP) that 

measure streamflow continuously [24-26]. Falvey [27] showed that the refractions of the acoustic 

path under stratified conditions cause unacceptable uncertainties in determination of the flow rate 

in the AVM measurement. Furthermore, the attenuated acoustical signal in flood events or turbid 
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waters leads to inadequate results in the H-ADCP measurement because the horizontal profile 

range of H-ADCP rapidly decreases with an increase in the SSC. Moreover, in shallow streams, 

the main and side lobe beam interference contaminates the data because of surface or bottom 

reflection [14]. 

 

4.7 Error analysis results of angle estimation  

As shown in Eq. (4.9), the relative error (𝛿𝜃
𝜃

) of the angle estimation between the ray path and the 

stream line is a function of the angle between two transmission lines (∅), the cross-sectional area 

(A) and the velocity along the transmission line (u). The effect of each term is formulated and 

presented in Appendix 1. According to the equations that are presented in Appendix 1, the effects 

of the A and u are insignificant and can be ignored; however, the error in ∅ determination may 

cause major error in the angle estimation between the ray path and the stream line (𝜃).  

Figure 4-10 shows the angle error variations (𝛿𝜃
𝜃

) associated with the uncertainty of ∅. In this study, 

the ∅ is obtained from the positions of stations measured by a GPS receiver (Wintec WBT-201/G-

Rays 2). The maximum error of this brand of GPS receiver is 2 m. In this study, the angle between 

two transmission lines (∅) was 67° and its error was |δϕ| = 1.2°. Hence, the relative error induced 

by the uncertainty in the angle measurement between the two transmission lines  |𝛿𝜃∅
𝜃
 |  is 

approximately 0.51 %, which is considered to be acceptable (Figure 4-10). 
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Figure 4-10 Relative error (%) of angle estimation between ray path and the stream line (𝜃) due to the error of the 

angle between two transmission lines. 

 

4.8 Error analysis results of discharge measurement  

The uncertainty associated with river discharge measurements using the both FATs is estimated 

by Eq. (2.18). The first and second error terms (|𝛿𝑄ℎ𝑚
𝑄
| , |

𝜹𝑸𝑨𝑩

𝑸
|) are the function of mean water 

depth and the mean bed level, that need an accurate bathymetric survey to minimize these error 

terms. In this study, the river bathymetry was measured by the moving-boat ADCP. The 

uncertainty of ADCP measurement was 0.05 m [20]. Thus, the first error term for 53-kHz FATS 

was |𝛿𝑄ℎ𝑚
𝑄
| = 0.5 − 1.6%, as the range of the water depths (0.6-1 m). Likewise, the uncertainty 

for 30-kHz FATS was |𝛿𝑄ℎ𝑚
𝑄
| = 0.7 − 1.8%, as the range of the water depths of 0.4 m and 0.8 m. 

Consequently, the second error term that is the related to the cross-sectional area over the water 

depth, varied from 1.6 to 3.7% and 2.8 to 4.3% for 53-kHz FATS and 30-kHz FATS, respectively. 
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As a result, in the extremely shallow streams or during low-flow conditions, the error due to the 

cross-sectional area would be significant.   

The third error term|𝛿𝑄𝑢𝑚
𝑄
| depends on the velocity resolution of FATS. The velocity along the 

transmission lines ranged from 0.2 m/s to 0.45 m/s for 53-kHz and 0.6 to 1.05 m/s for 30-kHz 

FATS (Figure 8 (b)). Hence, the uncertainty due to the velocity resolution for 53-kHz FATS was 

|
𝛿𝑄𝑢𝑚

𝑄
| = 1.6 − 4.3% and for 30-kHz FATS was |𝛿𝑄𝑢𝑚

𝑄
| = 1.3 − 2.6%.  

The last term of discharge uncertainty|𝛿𝑄𝜃
𝑄
 | is due to the angle between the ray path and the stream 

line. In this study, the uncertainty due to the angle between the ray path and the stream line was 

|
𝛿𝑄𝜃

𝑄
 | = 3.5% and |𝛿𝑄𝜃

𝑄
 | = 6.8% for 53-kHz and 30-kHz, respectively. Thus, the largest possible 

error for 53-kHz and 30-kHz FATS may be evaluated as 13.1% and 15.5%, respectively (Table 

4-4).  
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Table 4-4 The error comparison between 53-kHz and 30-kHz FATS. 

Error Term S3-S4 experiment S1-S2 experiment 

|
𝜹𝑸𝒉𝒎
𝑸
|% 0.5-1.6% 0.7-1.8% 

|
𝜹𝑸𝑨𝑩

𝑸
|% 1.6-3.7% 2.8-4.3% 

|
𝜹𝑸𝒖𝒎

𝑸
|% 1.6−4.3% 1.3−2.6% 

|
𝜹𝑸𝜽

𝑸
 |% 3.5% 6.8% 

Total Error% 7.2-13.1%  11.6-15.5%  

 
 

4.9 Conclusion 

We present the first observations of river discharge using the higher frequency 53-kHz FATS. The 

comparison between the 53-kHz FATS and the previous 30-kHz FATS shows that the minimum 

operational distance would be reduced from 76 m to 43 m using the 53-kHz FAT system. 

Moreover, the velocity resolution approximately doubles when using the 53-kHz FAT system. The 

validation of discharge estimation was done by ADCP measurements and RC method for 40–100 

m3/s. The relative errors were less than 10% and therefore confirm the reliability of FATS 

measurements. This study also showed that in contrast to the estuaries where the salinity intrusion 

causes the existence of different acoustic signals, in the freshwater rivers, the riverbed topography 

is the reason for the existence of different acoustic arrival times. The results of uncertainty analysis 

showed that the error term due to the FATS velocity resolution (|𝜹𝑸𝒖𝒎
𝑸
|) depends on the system 
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frequency and the distance between the transducers. Hence, a higher frequency of FATS would 

reduce this error factor. Inaccurate determination of the angle between flow direction and the 

transmission line of FATS, may cause large error in discharge measurement. Hence, a new 

equation was proposed to determine the angle accurately and minimise this error factor. It was 

observed that the uncertainty of angle determination was 0.51%. The measured angle varied from 

12 to 18° and the result of the angle comparison with the ADCP deployed near the intersection of 

acoustic paths shows the efficiency of the proposed method.  
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5. Application of FATS to Ota Estuary 
 

Estuaries are complex coastal environments due to physical factors such as tidal currents, river 

flow, sediment transportation, waves and wind [86]. Namely, tides and tidal currents are a great 

source of energy, contributing to turbulence and mixing in these coastal environments [87]. Hence, 

unlike the freshwater rivers, the flow structure in estuaries is complex because the hydrodynamics 

of such environments is controlled by a combination of multiple processes, including salt intrusion, 

tidal process and freshwater discharge. Thus, understanding the flow characteristics in estuaries, 

especially when the balance between river discharges and marine processes is reversing, is 

important for researchers. 

Better understanding of how currents vary in estuaries requires continuous monitoring of flow by 

different instruments, such as ADCPs. Bottom-mounted ADCPs measure the vertical profile of 

flow velocity at a fixed point in a river. This method cannot estimate cross-sectional mean velocity. 

The moving-boat ADCP combined with accurate navigation (such as GPS) can measure the 

velocity in rivers and estuaries [26,120,121]. However, the spatial variation of the tidal currents in 

the estuaries is fast and moving-boat ADCP may be not able to measure the streamflow 

continuously; moreover, calculating the residual currents and removing the tidal currents would 

be difficult and involves complex methods [122-126]. Hence, new instruments that are able to 

measure mean flow velocity and residual currents continuously are be needed. FATS can fill this 

role in addition to efficiently measuring flow characteristics in freshwater rivers. Unlike the 
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moving-boat ADCP, FATS can easily measure the speed of tidal currents continuously and can 

calculate the residual currents without complex steps.  

 

5.1 Experiment site and deployment 

A 10-km reach of the Ota Estuary, located in Hiroshima City, was selected as the study site (Figure 

5-1). The Ota Estuary bifurcates into two main branches about 9 km upstream from the mouth: the 

Old Ota River and the Ota Diversion Channel. Like many estuaries, this estuary is regulated by 

upstream floodgates. The Oshiba Floodgate, located in the Old Ota River, consists of a movable 

weir with three gates and a fixed weir, which is always completely open. The Gion Floodgate, 

which is located in the Ota Diversion Channel, consists of three movable sluice gates, of which 

only one is usually open. The freshwater discharge before bifurcation can be estimated using RCs 

at the Yaguchi Station, which is located 14 km upstream from the mouth and is not tidally 

modulated. The upstream border of the tidal compartment is located about 13 km upstream from 

the mouth. The water level fluctuations are measured at the mouth of the Ota Diversion Channel 

(Kusatsu Station) and near the bifurcation of the Ota River at Gion Station. The tides are primarily 

semi-diurnal but mixed with a diurnal component. The tidal range at the mouth (Kusatsu Station) 

varies in a range from 0.3 m to 4 m. One of the branches of Ota Estuary, called the “Kyu Ota 

River”, was selected to carry out the velocity measurement observations by FATS. 
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Figure 5-1 (a) Study area and experimental site and (b) oblique cross section of river and the position of the two 

FATS stations and the ADCP. 
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Measurement of flow velocity was performed by FATS during a 48-hour period from June 7th to 

9th, 2016. The FATS was equipped with two 30-kHz broadband transducers with horizontally 

omnidirectional and vertically hemispherical beam patterns. The horizontal distance between two 

stations was about 215 m. The acoustic pulses were triggered by a GPS clock and were transmitted 

simultaneously from both transducers every 30 s.  

An upward looking 2MHz-ADCP was also deployed near the middle of transmission line of FATS 

to measure the flow velocity. The pulse interval was set to the 600 s with the 0.1m cell size. The 

blanking distance was 0.1 m. The ADCP provided velocity data, tidal level record and current 

direction. 

Table 5-1 ADCP settings. 

Parameter Value 

Profile interval (s) 600 

Cell size (m) 0.1 

Average interval (s) 300 

Blanking distance 

(m) 

0.1 

 

 

5.2 Data collection and processing method 

 

Numerical model  
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The shallow-water equations (a depth-integrated form of the Navier–Stokes equations) consist of 

three equations. An equation for conservation of mass that is presented by Eq. (5.1) and two other 

equations for the conservation of momentum in the horizontal directions: Eqs. (5.2) and (5.3) [92].  

 

 𝜕ℎ

𝜕𝑡
+
𝜕

𝜕𝑥
(ℎ𝑢) +

𝜕

𝜕𝑦
(ℎ𝑣) = 0     

(5.1) 

 

 𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢
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+ 𝑣

𝜕𝑢
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+ 𝑔 (

𝜕ℎ

𝜕𝑥
+
𝜕𝑧0
𝜕𝑥
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𝜖𝑥𝑥
𝜌

𝜕2𝑢

𝜕𝑥2
−
𝜖𝑥𝑦

𝜌

𝜕2𝑢

𝜕𝑦2
+
𝑔𝑢

𝐶2ℎ
√𝑢2 + 𝑣2

= 𝐹𝑥    

(5.2) 
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+ 𝑣

𝜕𝑣
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+ 𝑔 (

𝜕ℎ

𝜕𝑦
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𝜕𝑧0
𝜕𝑦
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𝜖𝑦𝑥

𝜌

𝜕2𝑣

𝜕𝑥2
−
𝜖𝑦𝑦

𝜌

𝜕2𝑣

𝜕𝑦2
+
𝑔𝑣

𝐶2ℎ
√𝑢2 + 𝑣2

= 𝐹𝑦 

(5.3) 

 

 

where x and y are the Cartesian coordinates in a horizontal plane; u and v represent the depth 

averaged velocity in the x- and y-directions; t time; h the water depth; 𝜖𝑥𝑥, 𝜖𝑥𝑦, 𝜖𝑦𝑥, and 𝜖𝑦𝑦 are 

eddy viscosity coefficients; C is the Chezy coefficient (= ℎ1/6

𝑛
 for metric units, n = Manning’s 

roughness coefficient); g is gravity; 𝜌 is the fluid density; 𝑧0 is the channel bottom elevation and 

𝐹𝑥 and 𝐹𝑦 are optional terms incorporating Coriolis and wind forces acting in the x and y directions. 

These equations have been used widely by researchers [128-[94]130]. 
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RMA2 is a famous 2-D depth-averaged finite-element hydrodynamic numerical model that uses 

the above equations to solve the shallow-water equations [96]. The early model of RMA2 was 

proposed by Norton et al. [97] and developed by King [98] to calculate water-surface elevations 

and horizontal velocity components in subcritical free-surface turbulent flows. RMA2 is widely 

used by researchers [134-138]. 

RMA2 uses the finite-element method and solves Eqs. (5.1)– (5.3) for u, v and h at each node 

within a finite-element mesh and allows velocity and depth values to be interpolated across 

elements such that the model’s output represents a continuous field of flow velocity and water 

depth. The input data required to run RMA2 mainly consist of four things: bathymetry data 

describing the channel geometry, boundary conditions, channel-bed roughness coefficients (Chezy 

or Manning values) and eddy viscosity values [101]. Bathymetry data is collected in the form of 

XYZ coordinates. Roughness values are assigned to a particular element based on the material 

properties visually observed at that element’s location within the study area. Similarly, one can 

specify eddy viscosity values that are characteristic of each bed material and assign viscosity 

values for each element depending on the bed material found at that element’s location. The usual 

means of applying boundary conditions in RMA2 is to specify a total flow rate at the upstream 

boundary and a water surface elevation at the downstream boundary. According to USACE, 80% 

of the ability to produce accurate model results depends on using appropriate bathymetry data, 

mesh design and boundary conditions [102]. 
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Bathymetry data and boundary conditions 

Bathymetry data for the study site was collected in the form of XYZ coordinates of MLIT. 

Bathymetry mesh consists of 9453 elements and 25736 nodes (Figure 5-2). In this research, eight-

nodded quadratic mesh and two-dimensional depth-averaged finite-element were applied. 

Boundary conditions for the study site were established by measuring discharge at the Yaguchi 

gauging station located upstream the study area and surveying tidal elevations at the Kusatsu 

gauging station (34°21'46.00" N, 132°24'14.00" E) located at the mouth of estuary. The model was 

simplified and the effects of Gion and Oshiba gates were ignored. 
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Figure 5-2 Finite-element mesh of the Ota Estuary and the location of boundary conditions and study area.  
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5.3 Validation of FATS velocity 

The instruments captured two ebb and flood tides during the study period. The ADCP measures 

the velocity magnitudes in streamwise (s), transverse (t) and vertical (v) components. In this study, 

the streamwise component is compared to the FATS velocity measurement. As shown in Figure 

5-3 (a), the comparison between FATS and ADCP shows that the FATS velocity value is larger 

than that of ADCP in the ebb tides, whereas it is smaller than the ADCP velocity in the flood tides. 

This is because the moored ADCP measured the velocity in the column of water at one point of 

river cross section, while FATS measured the cross-sectional averaged velocity. Hence, the ADCP 

is not able to represent the mean velocity of the river. In this period, the velocity varied between -

0.2 m/s and 0.85 m/s in the flood and ebb tides, respectively. Hence, the relative errors are large 

and variy between -30% and 30% (Figure 5-3 (b)). 
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Figure 5-3 (a): The comparison of streamwise velocities measured by FATS and ADCP and (b) The relative error 

of velocity. 

 

 

 

A sample position near the ADCP location (shown by the blue point in Figure 5-2) was selected 

to compare the numerical model results to the ADCP measurement. The numerical model presents 

two kinds of velocity output: scalar type and vector type. The vector velocity output was used for 

ADCP comparison. As shown in Figure 5-4, there is good agreement between the ADCP and the 

numerical model.  
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Figure 5-4 The comparison of the numerical model result and the ADCP measurement. 

 

 

 

In the previous comparison between ADCP and the numerical model, one point of the numerical 

model (shown by the blue point in Figure 5-2) was chosen to compare with the ADCP result. As 

the FATS measures the cross-sectional average velocity, three points of the numerical model, 

which are located along the transmission line of FATS, were selected to compare with the FATS 

data (Figure 5-2). The averaged velocity of three points was calculated and compared with the 

FATS measurement result (Figure 5-5 (a)). As a result, the relative errors were less than 25% that 

shows FATS can be a useful instrument to validate or to be used as the boundary condition of the 

numerical models (Figure 5-5 (b)).  
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Figure 5-5. (a): The comparison of numerical model results and FATS measurements and (b): The relative error 

of velocity. 

 

5.4 Conclusion 

In this experiment, the river velocity and the tidal currents were measured by FATS and compared 

to the ADCP and the numerical result. The cross-sectional average velocity ranged from -0.2 m/s 

to 0.85 m/s in the landward and seaward directions, respectively. A moored ADCP was also 

deployed close to the centre of river, along the FATS transmission line, to measure the velocity 

components. The streamwise velocity was differ from the velocity data obtained by FATS because 

the ADCP measured a column of water at one point of the cross section and therefore does not 

represent the mean velocity of river. Hence, the relative error was less than 20% during the ebb 

tide and the relative error reached to 30% during flood tide. The numerical model was also used 

for comparison with the acoustic methods. The vector velocity output was used to compare with 
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the ADCP and FATS measurement. One point of the numerical model, located near the ADCP, 

was chosen to compare with the ADCP, while three points along the FATS transmission line were 

selected and then averaged for comparison with the FATS velocity measurements. The relative 

error of FATS and the model was less than 20%. 
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6. SUMMARY AND CONCLUSION 
The main goal of this study is to continuously monitor the flow velocity, streamflow and suspended 

sediment concentrations in a mountainous river and tidal estuary. Worldwide, the most-often 

classical approach adopted in estimating the river discharge is the Rating curve (RC) method. 

However, the construction of ratings curves to cover the wide range of flows and processes going 

on in rivers has been a challenging duty due to several factors: 

      The RC method introduces high uncertainties in streamflow estimation, also, the application 

of the RC method may be impractical or not valid for complex flow conditions, such as variable 

backwater, tidal flow, rapid changes in flow, etc.  

   The main contribution of this study is to utilize the Fluvial Acoustic Tomography System 

(FATS) as a powerful and alternative approach for measuring the flow velocity and river 

discharges. In addition, to introduce new methods to minimize the uncertainties of streamflow 

which measured by means of FATS. 

   In the previous works, a 30-kHz FATS was used to measure the river discharge while a moving-

boat ADCP was used to determine the angle θ. The present study successfully introduces a 53-kHz 

FATS that overcomes the limits of 30-kHz FATS and can be used in shorter ranges than those 

covered by a 30-kHz FAT system. Moreover, the flow angle is deduced by using cross-path 

configuration method. 

   In this study, three field observations were performed using the FATS. The first and second one 

were done in the Gono River, whereas, the last field test carried out in the Ota Estuary. 
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     In the first field test, the river discharge and Suspended Sediment Flux (SSF) were measured 

by FATS. A regression analysis was applied to estimate the angle between the flow direction and 

the transmission line (θ). The result of θ estimation was 19.34°. The measured streamflow by 

FATS varied from 60 m3/s to 270 m3/s. The maximum SSF that was transferred in the river was 

23 kg/s and the amounts of SSF due to the Haizuka and Haji dams flushing were 10 kg/s and 8 

kg/s, respectively. However, the SSC comparison between FATS and OBS showed a large error 

in FATS estimation. It seems that the SNR of FATS is not only depends on the suspended sediment 

concentration, but also depends on the other factors such as water depth, bottom shape, weed 

accumulation, etc. Hence, further studies are needed to improve the proposed equation of <SSC> 

measurement. 

     In the second field test, we examined the higher frequency 53-kHz FATS in the Gono River 

and it compared with the 30-kHz FATS. Then, the flow direction fluctuations were measured by 

using the cross-path configuration method. The measured angle varied from 12 to 18°. The 

estimated angle was validated by the ADCP that confirmed the efficiency of the proposed method. 

Finally, the river discharge was estimated using both FAT systems and compared with the Rating 

Curve (RC) method. The relative errors of FATS were less than 10%. In this observation, the cross-

path configuration method was proposed to determine the angle 𝜃 accurately and decrease the 

uncertainty due to the angle determination. As well, we applied the higher frequency FATS to 

improve the velocity resolution and decrease the uncertainty of discharge measurement due to the 

velocity component. However, the signal of 53-kHz FATS would attenuate more than that of 30-

kHz FATS in turbid waters or in the wide rivers.  
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     Last field test presented the velocity measurement by FATS in the Ota Estuary. The measured 

velocity was compared with the ADCP and a numerical model. The velocity ranged from -0.2 m/s 

to 0.85 m/s in the landward and seaward directions, respectively. It was concluded that FATS can 

be considered as a reliable instrument to be used as the boundary condition input of the Numerical 

models. 

 

The general novel points of this study can be summarized as: 

 Shows the ability of FATS to measure the suspended sediment flux. 

The first attempt of SSF measurement by FATS was done in this study. The results were compared 

to the other instruments such as OBS and ADCP that confirmed the capability of FTAS to estimate 

SSF. However, the proposed equation had large error and further investigations are needed. 

 

 Decrease the uncertainty of FATS measurement: 

1- We proposed two different methods to determine the angle between flow direction and the 

transmission line of FATS by using either a regression analysis or a cross-configuration FATS. 

2- The velocity resolution that depends on the frequency. 

We applied the 53-khz FATS to increase the velocity resolution and decrease the uncertainty due 

to the velocity measurement. 
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 Shows the efficiency of FATS to validate the numerical model. 

This study also shows that the FATS can be a reliable instrument to validate, calibrate or to be 

applied as the boundary condition of the numerical models. 

 

 

Additional future investigations are suggested as: 

 It is recommended to use much higher frequency of FATS to increase the velocity 

resolution as much as possible. However, the signal may attenuate quickly. 

 It seems that the SNR of FATS is not only depends on the suspended sediment 

concentration, but also depends on the other factors such as water depth, bottom shape, 

weed accumulation, etc. Hence, further studies are needed to improve the proposed 

equation of <SSC> measurement.  
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Appendix 1. Formulation of relative error of angle estimation 

 

𝛿𝜃

𝜃
=
𝛿𝜃∅
𝜃
+
𝛿𝜃𝐴1
𝜃

+
𝛿𝜃𝐴2
𝜃

+
𝛿𝜃𝑢1
𝜃

+
𝛿𝜃𝑢2
𝜃

 

where  

 

𝛿𝜃∅
𝜃
=

(0.25(−1.41√𝐴1
2𝑢12 + 6. 𝐴1𝐴2𝑢1𝑢2 + 𝐴2

2𝑢22 + (𝐴1𝑢1 − 1. 𝐴2𝑢2)2Cos[2. 𝜙]Sin[𝜙] −

2. (−1. 𝐴1𝑢1 + 𝐴2𝑢2)Sin[2. 𝜙] −
1.41(𝐴1𝑢1 − 1. 𝐴2𝑢2)

2Cos[𝜙]Sin[2. 𝜙]

√𝐴1
2𝑢12 + 6. 𝐴1𝐴2𝑢1𝑢2 + 𝐴2

2𝑢22 + (𝐴1𝑢1 − 1. 𝐴2𝑢2)2Cos[2. 𝜙]

))

(𝐴1𝑢1 + 𝐴2𝑢2)𝜃
 

, 

 

𝛿𝜃𝐴1
𝜃

=

0.25(

3. 𝑢1 − 1. 𝑢1Cos[2. 𝜙] +
0.70 Cos[𝜙](2. 𝐴1𝑢1

2 + 6. 𝐴2𝑢1𝑢2 + 2. u1(𝐴1𝑢1 − 1. 𝐴2𝑢2)Cos[2. 𝜙])

√𝐴1
2𝑢12 + 6. 𝐴1𝐴2𝑢1𝑢2 + 𝐴2

2𝑢22 + (𝐴1𝑢1 − 1. 𝐴2𝑢2)2Cos[2. 𝜙]

𝐴1𝑢1 + 𝐴2𝑢2
−

1. 𝑢1(3. 𝐴1𝑢1 + 𝐴2𝑢2 + (−1. 𝐴1𝑢1 + 𝐴2𝑢2)Cos[2. 𝜙] + 1.41Cos[𝜙]√𝐴1
2𝑢12 + 6. 𝐴1𝐴2𝑢1𝑢2 + 𝐴2

2𝑢22 + (𝐴1𝑢1 − 1. 𝐴2𝑢2)2Cos[2. 𝜙])

(𝐴1𝑢1 + 𝐴2𝑢2)2
))

𝜃
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, 

 

𝛿𝜃𝐴2
𝜃

=

(0.25(

𝑢2 + 𝑢2Cos[2. 𝜙] +
0.70Cos[𝜙](6. 𝐴1𝑢1𝑢2 + 2. 𝐴2𝑢2

2 − 2. 𝑢2(𝐴1𝑢1 − 1. 𝐴2𝑢2)Cos[2. 𝜙])

√𝐴1
2𝑢12 + 6. 𝐴1𝐴2𝑢1𝑢2 + 𝐴2

2𝑢22 + (𝐴1𝑢1 − 1. 𝐴2𝑢2)2Cos[2. 𝜙]

𝐴1𝑢1 + 𝐴2𝑢2
−

1. 𝑢2(3. 𝐴1𝑢1 + 𝐴2𝑢2 + (−1. 𝐴1𝑢1 + 𝐴2𝑢2)Cos[2. 𝜙] + 1.41Cos[𝜙]√𝐴1
2𝑢12 + 6. 𝐴1𝐴2𝑢1𝑢2 + 𝐴2

2𝑢22 + (𝐴1𝑢1 − 1. 𝐴2𝑢2)2Cos[2. 𝜙])

(𝐴1𝑢1 + 𝐴2𝑢2)2
))

𝜃
 

, 

 

 

𝛿𝜃𝑢1
𝜃

=

(0.25(

3. 𝐴1 − 1. 𝐴1Cos[2. 𝜙] +
0.70Cos[𝜙](2. 𝐴1

2𝑢1 + 6. 𝐴1𝐴2𝑢2 + 2. 𝐴1(𝐴1𝑢1 − 1. 𝐴2𝑢2)Cos[2. 𝜙])

√𝐴1
2𝑢12 + 6. 𝐴1𝐴2𝑢1𝑢2 + 𝐴2

2u22 + (𝐴1𝑢1 − 1. 𝐴2𝑢2)2Cos[2. 𝜙]

𝐴1𝑢1 + 𝐴2𝑢2
−

1. 𝐴1(3. 𝐴1𝑢1 + 𝐴2𝑢2 + (−1. 𝐴1𝑢1 + 𝐴2𝑢2)Cos[2. 𝜙] + 1.41Cos[𝜙]√𝐴1
2𝑢12 + 6. 𝐴1𝐴2𝑢1𝑢2 + 𝐴2

2𝑢22 + (𝐴1𝑢1 − 1. 𝐴2𝑢2)2Cos[2. 𝜙])

(𝐴1𝑢1 + 𝐴2𝑢2)
2 ))

𝜃
 

, 
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𝛿𝜃𝑢2
𝜃

=

(0.25(

𝐴2 + 𝐴2Cos[2. 𝜙] +
0.70Cos[𝜙](6. 𝐴1𝐴2𝑢1 + 2. 𝐴2

2𝑢2 − 2. 𝐴2(𝐴1𝑢1 − 1. 𝐴2𝑢2)Cos[2. 𝜙])

√𝐴1
2𝑢12 + 6. 𝐴1𝐴2𝑢1𝑢2 + 𝐴2

2𝑢22 + (𝐴1𝑢1 − 1. 𝐴2𝑢2)2Cos[2. 𝜙]

𝐴1𝑢1 + 𝐴2𝑢2
−

1. 𝐴2(3. 𝐴1𝑢1 + 𝐴2𝑢2 + (−1. 𝐴1𝑢1 + 𝐴2𝑢2)Cos[2. 𝜙] + 1.41Cos[𝜙]√𝐴1
2𝑢12 + 6. 𝐴1𝐴2𝑢1𝑢2 + 𝐴2

2𝑢22 + (𝐴1𝑢1 − 1. 𝐴2𝑢2)2Cos[2. 𝜙])

(𝐴1𝑢1 + 𝐴2𝑢2)2
))

𝜃
 

 


