
Neutral pion measurement in p-Pb collisions
at

√
sNN = 5.02 TeV

5.02TeV
+

2017





1.
Neutral pion measurement in p-Pb collisions at

√
sNN = 5.02 TeV

5.02 TeV +

2.
(1) Neutral meson production in pp, p-Pb and Pb-Pb collisions with
ALICE at the LHC

Tsubasa Okubo on behalf of the ALICE collaboration
Accepted for publication in Nuclear and Particle Physics Proceedings

by Elsevier (in press, reviewed)

3.
(1) Direct photon production in Pb-Pb collisions at

√
sNN = 2.76 TeV

J. Adam et al. ALICE Collaboration
Physics Letters B 754 (2016) 235-248

(2) Multiplicity dependence of charged pion, kaon, and (anti)proton pro-
duction at large transverse momentum in p-Pb collisions at

√
sNN = 5.02

TeV
J. Adam et al. ALICE Collaboration
Physics Letters B 760 (2016) 720-735









Neutral pion measurement in p-Pb collisions
at

√
sNN = 5.02 TeV

Tsubasa Okubo

Department of Physics Science,

Graduate School of Science

Hiroshima University

February 14, 2017





Abstract

Quarks and gluons which are thought to be a elementary particle are confined in the nucleon, and
it is impossible to extract only quark from the nucleon. However they are freed from confined state
with a condition of extreme high temperature and high density. There was the high temperature
and dense condition immediately after the big bang of the birth of the universe, and quarks and
gluons could move around freely. This state is called Quark-Gluon Plasma (QGP). A high-energy
heavy-ion collisions experiment can create the QGP experimentally. Particles passing through the
QGP lose energy by the strong force. In the results, produced particles are modified their own
yields.
Strong suppression of high-pT particles has been observed in heavy-ion collisions at LHC energies,

which can be interpreted by invoking various processes involving transport properties of the QCD
medium and initial-state effects. Proton-nucleus (p-A) collisions are intermediate between proton-
proton (pp) and nucleus-nucleus (A-A) collisions in terms of system size and number of produced
particles. Comparing particle production in pp, p-A, A-A reactions has frequently been used to
separate initial-state effects of colliding nuclei from final-state effects in quark matter created by
the collisions. The study of neutral meson production in proton-lead (p-Pb) collisions at

√
sNN

= 5.02 TeV is of importance to confirm that the strong suppression observed in central lead-lead
(Pb-Pb) collisions is a final-state effect of the produced hot and dense medium.
This paper will presents π0 and η meson production in p-Pb collisions at

√
sNN = 5.02 TeV and

nuclear modification factor (RpPb) for π
0 from the LHC-ALICE experiment for the first time. The

π0 meson is measured in pT range of 0.3 − 20 GeV/c via completely methods, using the ALICE
electromagnetic calorimeters, PHOS and EMCal, and by the central tracking system, identifying
photons converted into e+e− pairs in the material of the inner barrel detectors, TPC and ITS,
called photon conversion method (PCM) In addition, PCM via γ-Dalitz decay channel is denoted
as PCM-Dalitz. The η meson is measured in pT range of 0.7− 20 GeV/c via EMCal and PCM.
The π0 and η meson final spectra are achieved via combination of individual analyses with weight

according to their uncertainties. Both π0 and η meson invariant yields are a nice agreement by the
Tsallis fit and all measurements are consistent with each other within the uncertainties. EPOS3
event generator based on hydrodynamical calculation reproduces well in the almost entire pT region
for π0 and intermediate-pT region for η meson.
The η/π0 ratio increases at pT < 4 GeV/c and arrives a plateau of 0.47 ± 0.02 at pT > 4 GeV/c. It

is consistent with the ALICE pp and Pb-Pb measurements and the world results. The mT scaling
for the η/π0 ratio is good description at pT > 4 GeV/c, but discrepancy is observed in low-pT
region. The EPOS3 generator is good reproduction for data in low-pT region and is closer than the
mT scaling prediction. But it fails to reproduce data in high-pT region.
The π0 nuclear modification factor in p-Pb collisions (RpPb) increases with pT in low-pT region

and consists with unity at pT > 2 GeV/c. It is not observed particle yield suppression as observed
in Pb-Pb collisions. In addition, the π0 nuclear modification factor in p-Pb collisions at LHC energy
and in d-Au collisions at RHIC energy have no obvious difference. Theoretical model via using
EPS09s NLO calculations and CGC model calculation are able to describe RpPb. These results
provide direction that strong suppression of high-pT π0 observed in Pb-Pb collisions comes from
final-state effects due to parton energy loss in the hot QCD medium rather than initial-state effects.
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Chapter 1

Introduction

Quantum Chromodynamics (QCD) predicts a phase transition at heavy-ion collisions from
hadronic matter to a deconfined state of quarks and gluons called Quark-Gluon Plasma (QGP) [1].
Hadrons with high transverse momentum (pT) are produced from the fragmentation of hard scat-
tered quarks or gluons in high-energy heavy-ion collisions. Quarks and gluons interact strongly
with the QGP and lose energy in the process of pass through the medium. This phenomena called
“jet quenching” depletes hadron production at high-pT. The study of high-pT hadron production
is essential to investigate the properties of the QCD medium created in heavy-ion collisions.
Neutral mesons, π0 and η meson, are produced from parton fragmentation in the QCD vacuum

in proton-proton (pp) collisions. The neutral mesons measurement is important for test of pertur-
bative QCD (pQCD) predictions and understanding particle production. On the other hand, the
measurements in lead-lead (Pb-Pb) collisions are studied for interpretation of the hadron suppres-
sion and parton energy loss in the QGP. Strong suppression of high-pT π0 has been observed in
central Pb-Pb collisions at

√
sNN = 2.76 TeV [2]. This suppression observed at LHC is stronger than

at RHIC or at SPS [3–5]. However the suppression mechanism can be explained by various processes
involving transport properties of final-state effects like the hot QCD medium and the initial-state
effects because the heavy-ion collisions include both effects of initial-state and final-state. The pp
collisions characterize production process in the absence of both initial and final-state effects, and
proton-lead (p-Pb) collisions characterize the process in absence of only final-state medium effects.
So studies in p-Pb collisions which are intermediate between pp collisions and heavy-ion collisions
in terms of system size and number of produced particles, are important to disentangle the sup-
pression comes from initial condition of colliding nuclei of final-state effects in Pb-Pb collisions [6].

1.1 Quark Gluon Plasma (QGP)

The big bang theory says the universe was created about 137 hundred million years ago by the
big bang expanded rapidly (called inflation). It had been state of high temperature and energy
density in early time on the creation of the universe after the inflation. Then, quark pair, gluon,
photon and lepton were generated and the universe at present was formed in this manner. In this
high temperature and energy density state, quark and gluon could move about freely and the state
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Figure 1.1: History of the universe [7]

is called Quark-Gluon Plasma (QGP). History of the universe is shown in Fig.1.1. It is important
to study of the matter state on high temperature and energy density in early time on the creation
of the universe in order to understand evolutional process of the universe.
It is considered quark and gluon are elementary particle, and it can’t take out them independently

according to the QCD. It is impossible to generate QGP in common temperature and energy density
to the property of quark confinement. The way of break confinement is achieving high temperature
and/or high energy density. Figure 1.2 presents the QCD phase diagram. The high-energy heavy-
ion collisions experiment is only way to be able to generate QGP by artificial means.
The lattice QCD calculations predict that the phase transition to the QGP state occurs at a

critical temperature, Tc, of about 200 MeV. Figure 1.3 shows the theoretical calculation of the
entropy density s/T 3 as a function of temperature T [9]. The entropy density increase stepwise the
deconfinement of the matter.

1.2 High-energy heavy-ion collisions

High-energy heavy-ion collisions are powerful and unique tool to study strongly interacting matter
at a high temperature and densities which is predicted by QCD a phase transition from hadronic
matter to a deconfined state of quarks and gluons called QGP.
The first heavy-ions acceleration at CERN which is derived from the acronym for the French

“Conseil Européen pour la Recherche Nucléaire” or European Council for Nuclear Research, has
been started with Super Proton Synchrotron (SPS) in 1986 to study possibility of QGP. The SPS
accelerated protons and lead ions, and achieved collision energy in pp collisions at

√
s = 450
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Figure 1.2: Conjectured QCD phase diagram with boundaries that define various states of QCD
matter based on SχB patterns [8]

Figure 1.3: Entropy density s normalized by T 3 as a function of temperature on temporal extent
Nτ = 4 and 6 based on lattice QCD calculation [9]
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GeV and in Pb-Pb collisions at
√
sNN = 158 GeV with fixed target experiment. J/ψ suppression

measured in Pb-Pb collisions at SPS suggested production for deconfinement state of quarks and
gluons. Relative Heavy Ion Collisions (RHIC) at Brookhaven National Laboratory (BNL) is the
first colliding beam accelerator which accelerates protons, deuterons, copper ions and gold ions up
to in pp collisions at

√
s = 510 GeV and in gold-gold (Au-Au) collisions at

√
sNN = 200 GeV.

Many kinds of signatures such as suppression of high-pT particle (jet-quenching) and azimuthal
anisotropy (elliptic flow) at RHIC indicated evidence for QGP generation. However there remains
many unknown puzzles. Large Hadron Collider (LHC) at CERN which has started operation from
2009, has energy region of TeV scale about 10 times higher energy than RHIC. The heavy-ion
experiment at LHC enables us precise measurement and provides quantitative understanding to
figure out the properties of QGP.

1.3 Time evolution of heavy-ion collisions

This section describes collisions geometry and time evolution for high-energy heavy-ion collisions
(Fig.1.4). Before the collisions, the two nuclei accelerated to near the light speed are compressed into
a pancake shape due to the Lorentz contraction. High-pT particles and heavy quarks are produced
in hard interaction by partons scattering at the instant of the collisions. After the collisions, the
nuclei with extremely high energy sneak through each other. The space after sneaking through
reaches a high temperature and energy density. In this state, quarks and gluons are freed from
confinement of nucleon and can move freely named QGP which is formed immediately after the
collisions (τ ∼ 1 fm/c). Subsequently the hot and dense medium starts to expand and cools down
with expansion. The medium is converted to hadronic state by formation of a large amount of
hadrons, when the temperature becomes lower than the phase transition value. The hadronization
happens at ∼ 10 fm/c. These hadrons undergo inelastic and elastic collisions during the hadronic
evolution. When the inelastic collisions cease, the hadron abundances are fixed (chemical freeze-
out). When the elastic collisions cease, the momentum distributions of the various hadrons is
determined defined as thermal freeze-out (or kinematic freeze-out).

Figure 1.4: The time evolution of a high-energy heavy-ion collisions [10]
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1.4 Nuclear Matter effects

Proton-nucleus collisions are effective to scrutinize cold nuclear matter (CNM) effects which mod-
ifies nuclear parton distribution functions (nPDF). The CNM effects contain cold nuclear matter
energy loss, gluon saturation, gluon shadowing and so on. Measurement of hadron production with
a wide pT range in p-Pb and Pb-Pb collisions are essential to constrain gluon shadowing at region
of small values of the longitudinal parton momentum fraction x.
The shadowing is an apparent depletion of the structure function in the nucleus at small x (x

≤ 10−2) as compared to the corresponding nucleonic ones. The structure function ratio of nuclei
relative to deuterium, RA

F2
≡ FA

2 /FD
2 , is expressed in terms of nuclear parton distributions by the

lowest order relation in the QCD improved parton model. The nuclear effects for each flavour in
the parton distributions are defined by following formula,

RA
i (x,Q

2) ≡ fi/A(x,Q
2)

fi(x,Q2)
(1.1)

where fi is parton distribution function in the free proton of the each flavour i [11]. The functions
are formed to explain Bjorken scaling in deep inelastic scattering (DIS) data. As illustrated in
Fig.1.5, it roughly indicates which x-regions are meant by the commonly used terms. For FA

2 <
FD
2 (fi/A < fi), the ratio is smaller than unity, RA

F2 ≤ 1 (RA
i ≤ 1). This depletion is known as

shadowing at x < 10−1. The ratio is larger than unity, RA
F2 ≥ 1 (RA

i ≥ 1), by a few percent; this
enhancement is sometimes called anti-shadowing at x ∼ 10−1 [12]. This effect is usually attributed
to coherence effects or to gluon saturation. The gluon saturation refers to the nonlinear dynamics
of gluons at small x where due to large densities, they tend to fuse rather than split. The Color
Glass Condensate (CGC) model [13, 14] is a classical description of this saturation effect.
The CGC model describes properties of the gluon saturated state which occurs at the high energy.

The function of gluon is to confine quarks to the nucleon by binding with strong force. However, the
gluons are generated in large amounts in the nucleon as energy increases to the LHC energy. Then
the nucleon becomes saturated state of gluons with high density, called Color Glass Condensate.
The CNM effects can be studied via nuclear-modified parton distribution functions in collinearly

factorized pQCD calculations. The recent version of nPDF obtained by global fits at next-to-
leading order (NLO) to DIS, Drell-Yan, or π0 RHIC data are EPS09 [15], EPS09s [16], HKN07 [17],
nDS [18] and nCTEQ15 [19]. The CGC theory provides agreement in results in p-A (d-A) collisions
measured by LHC (RHIC), like charged particle multiplicity density or yield suppression relative
to pp collisions. It is suggested to be realized in high-energy heavy-ion collisions since x ∼ 10−2

at RHIC and x ∼ 5 × 10−4 at LHC. Cronin effect [20], be also called pT broadening, is an
enhancement of particle yield in p-A collisions compared to the binary collisions scaled pp results
at intermediate-pT (pT ∼ 4 GeV/c) region due to multiple interactions which is that incoming
(soft) partons, both quarks and gluons, undergo multiple scatterings with surrounding nucleons via
soft gluon exchanges, in nuclear matter [21]. This effect brings about a nuclear modification factor
above unity at intermediate-pT [22].
The EPS09s is a framework of the spatial dependence of the nPDF. Both the LO and NLO cases

have been considered, and with EPS09 the spatial dependence has been extracted also for all the
30 error sets. The spatial dependence is introduced in terms of powers of the nuclear thickness
functions TA(s) which gives the total amount of nuclear matter in a colliding nucleus A in the beam
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Figure 1.5: The ratio of nuclear parton distribution to nucleon as function of fraction x [15]

direction z at a transverse position s based on the Woods-Saxon distribution [16]. The collision
geometry assumes the Glauber model [23].
Final-state effects in p-A collisions may origin from energy loss or interactions between the final-

state particles in a possible collective expansion. The detail study of identified particle spectra in
a broad pT range is useful to constrain theoretical models that try to reproduce measured spectra.
The EPOS3 theoretical model [24] based on a viscous hydrodynamical evolution starting from flux
tube initial conditions including radial flow in p-Pb collisions describes better the identified particle
pT spectra for all multiplicity classes than models without flow. This model can be additionally
tested against π0 and η meson.

1.5 Photon and neutral meson measurement

A huge number of charged and neutral hadrons, leptons and photons are produced in high energy
nucleus collisions. In various particles, photon measurement is one of the important because photons
in high-pT, called prompt photon, prevail for validation of perturbative QCD (pQCD), and photons
in low-pT, called thermal photon, become a probe to convey information of initial-state for QCD
matter such as QGP. The advantages of photon measurement are directed probe to propagate
purely informations of collision process because the photon does not participate strong interaction.

Prompt photon
The prompt photon is generated in early state of collisions. Generation origin is hard scattering,

the quark-gluon compton scattering (q+ g → q+ γ), quark-antiquark annihilation (q+ q → g +γ)

14



and so on. The Feynman diagrams are shown in Fig.1.6. These generation ratios are calculated by
pQCD.

Figure 1.6: Feynman diagrams of prompt photon production by a) quark-gluon compton scattering
and b) quark-antiquark annihilation [25]

Thermal photon
The thermal photon is generated in thermal radiation of QGP. This radiation ratio is shown in

following:

E
dR

d3p
=

5

9

ααs

aπ2
T 2e−

E
T ln(

2.912

g2
E

T
) (1.2)

This equipment indicates that the thermal photon exists with e−
E
T in low-pT region [26]. This

distribution is important for measuring temperature of QGP. However thermal photon measurement
is so difficult on enormous background.

Decay photon
The decay photon is generated by decay of hadron reasonable state. This photon constitutes about
90 % of total photons and its main origin is decay photons from π0 and η meson. Therefore it is of
importance to understand generation mechanism of decay photon and the understand is necessary
for thermal photon measurement. The properties of π0 and η meson are shown in Tab.1.1.

π0 η

Mass (MeV/c2) 134.9766 ± 0.0006 547.862 ± 0.017
IG(JPC) 1−(0−+) 0+(0−+)

Decay mode (BR) γγ (98.823 ± 0.034) % γγ (39.41 ± 0.20) %
e+e−γ (1.174 ± 0.035) %

Table 1.1: Properties of neutral mesons [27]
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1.6 Experimental results

1.6.1 Hadron measurement at RHIC

Experimental results indicating production of QGP was confirmed at STAR and PHENIX. STAR
and PHENIX are one of the experiments with Relativistic Heavy Ion Collider (RHIC) at Brookhaven
National Laboratory (BNL), and performs heavy-ion collisions, such as copper (Cu), gold (Au) and
so on.
The STAR experiment has measured azimuthal particle yields in pp, d-Au and Au-Au collisions.

When hot medium is created in heavy-ion collisions, nucleon and other hadrons passing through in
the medium have strong interaction and their momentum are changed due to parton energy loss.
Therefore measured momentum spectrum in heavy-ion collisions is modified relative to pp collisions
(Fig.1.7). Schematic diagram of a hard scattering particles in pp and Pb-Pb collisions is shown

Figure 1.7: Two-particle azimuthal distributions in pp, d-Au and Au-Au collisions [28]

in Fig.1.8. In pp and d-Au collisions, the azimuthal particle yields have clear two jet-like peaks.
Jets are observed both near-side and away-side because jet is generated back-to-back direction by
two-body scatter and fragmentation of hard partons. On the other hand, in Au-Au collisions, the
azimuthal yields of away-side are suppressed relative to pp and d-Au collisions. The away-side peak
is vanished due to jet modification effects in the medium [28].
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Figure 1.8: Schematic diagram of a hard scattering particle in pp collisions and Pb-Pb collisions

PHENIX has measured the π0 yields and has observed suppression of the π0 yields in central
(Centrality 0 − 10 %) Au-Au collisions at

√
sNN = 39 GeV, 62.4 GeV and 200 GeV as compared

to measurement in pp collisions with same centre-of-mass energy [3, 4]. This suppression can be
described for the same reason with jet modification as before. The modification of the spectrum is
presented quantitatively using nuclear modification factor RAA.

Nuclear modification factor RAA

RAA is given as ratio of the measured invariant yields in nucleus-nucleus collisions to binary
collision scaled the invariant yields in pp collisions, defined as:

RAA(pT) =
d2N /dpTdy |AA

〈TAA〉 × d2σ/dpTdy |pp , (1.3)

where d2N /dpTdy |AA is the invariant yields measured in heavy-ion collisions and d2σ/dpTdy |pp is
the cross section measured in pp collisions [29]. The nuclear overlap function 〈TAA〉 is related to
the average number of inelastic nucleon-nucleon collisions defined as:

〈TAA〉 = 〈Ncoll〉/σpp, (1.4)

where 〈Ncoll〉 is the number of binary nucleon-nucleon collisions given from Glauber Monte Carlo
simulation [30, 31] and σpp is the production cross section in pp collisions. The RAA measures the
deviation of nucleus-nucleus data from an incoherent suppression of binary collisions. When RAA is
less than unity, it indicates interaction between nucleon and produced QCD matter such as QGP.
When RAA is consistent with unity, it indicates that the particle production yields can be explained
by superposition of production yields in pp collisions and medium is not produced.
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Suppression of high-pT π0 at RHIC energy
The nuclear modification factor in Au-Au collisions RAuAu for π0 at RHIC energy is presented in

Fig.1.9 and 1.10. Figure 1.9 shows π0 RAuAu at
√
sNN = 200 GeV with different centrality classes.

The RAuAu becomes small with more central collisions and reaches 0.2 in 0− 10 % centrality at pT
> 5 GeV/c. Figure 1.10 shows π0 RAuAu averaged for pT > 6 GeV/c as a function of the number of
participants with three different centre-of-mass energy. It indicates that π0 yields at

√
sNN = 62.4

and 200 GeV are similar suppression at high-pT. This suppression is stronger than that at
√
sNN

= 39 GeV. These results lead us one of suggestions that particles have energy loss caused by the
dense QCD medium.

Figure 1.9: Nuclear modification factor of π0 in Au-Au collisions at
√
sNN = 200 GeV [3]
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Figure 1.10: Nuclear modification factor of π0 in Au-Au collisions with different centre-of-mass
energy [4]

1.6.2 Neutral meson measurement at LHC

This section summarizes experimental results for neutral mesons measurement at LHC. The
ALICE experiment measures neutral meson yields in pp and Pb-Pb collisions at TeV energy region.

Neutral meson yields in pp and Pb-Pb collisions
The ALICE experiment has measured the π0 and η meson invariant yields in pp collisions at

√
s

= 0.9, 2.76, 7 and 8 TeV and
√
s = 0.9, 2.76 and 7 TeV, respectively [2,32,34]. The invariant yields

in pp collisions shown in Fig.1.11, are described by NLO pQCD predictions which is MSTW parton
distribution functions (PDFs) and DSS14 fragmentation functions (FF) describing hadronization
process of quark, for π0, and CTEQ6M5 PDFs and AES FF for η meson. The ratio of data
corresponding to fit is presented in the bottom panel in Fig.1.11. It is reasonable agreement
between data and NLO pQCD predictions for

√
s = 0.9 and 2.76 TeV. But discrepancy between

data and pQCD predictions increases with increasing pT and centre-of-mass energy. In addition
to neutral mesons measurement in pp collisions, ALICE has measured π0 and η meson yields in
Pb-Pb collisions at

√
sNN = 2.76 TeV (Fig.1.12 and 1.13) [2,33,34]. Figure 1.12 shows π0 invariant

yields produced in pp collisions in 2011 LHC run and Pb-Pb collisions in 2010 LHC run with six
centrality classes, 0 − 5 %, 5 − 10 %, 10 − 20 %, 20 − 40 %, 40 − 60 % and 60 − 80 % [2]. Clear
modification of the spectrum is seen in the central Pb-Pb collisions.
Figure 1.13 shows the π0 and η meson invariant yields in Pb-Pb collisions in 2011 LHC run

[34]. The 2011 data has about 10 times as much statistics as the 2010 data and it leads us
π0 measurements with a wide pT range up 20 GeV/c and first η meson measurement in Pb-Pb
collisions at the LHC. The π0 and η meson yields are compared to scaled NLO pQCD calculations
with MSTW PDFs and different FFs, DSS14 for π0 and DSS07 for η meson, and both measurements
are suppressed respect to NLO pQCD calculations [35].
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Figure 1.11: Cross section of π0 in pp collisions with four centre-of-mass energies (left) and cross
section of η meson in pp collisions with three centre-of-mass energies (right), and compared to NLO
pQCD predictions
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Figure 1.12: The π0 invariant yields in pp collisions (2011 LHC run) and in Pb-Pb collisions (2010
LHC run) at

√
sNN = 2.76 TeV with six centrality classes

The η/π0 ratios are calculated in pp collisions at two centre-of-mass energies,
√
s = 2.76 and

7 TeV (Fig.1.14) and Pb-Pb collisions at
√
sNN = 2.76 TeV (Fig.1.15). All ratios grow in low-pT

region (pT < 3 GeV/c) and reach a plateau of about 0.5 above 3 GeV/c. The pQCD calculations
which use CTEQ6M5 PDFs, and DSS FF for π0 and AEF FF for η meson, describe data in pp
collisions in Fig.1.14. The ratios measured at ALICE is compared to world results in pp collisions
at all energies from 13.8 GeV to 200 GeV measured at RHIC or at SPS in Fig.1.16 and is consistent
with others. Figure 1.15 shows the η/π0 ratio measured in Pb-Pb collisions with two centrality
classes [34]. It is compared to pp measurement [32] and K±/π± ratio measurement in central
Pb-Pb collisions at the same centre-of-mass energy [36]. The η/π0 ratio in Pb-Pb collisions is
comparable value and similar behavior with that in pp collisions and K±/π± ratio. The pQCD
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Figure 1.13: Invariant yields in Pb-Pb collisions (2011 LHC run) at
√
sNN = 2.76 TeV for π0 (left)

and for η (right)

NLO calculations at high-pT with energy loss reproduce the data.

Strong suppression of high-pT π0 at LHC energy
Strong suppression of high-pT π0 is observed in Pb-Pb collisions (Fig.1.17 and 1.18). ALICE has

measured π0 nuclear modification factor defined by Eq.1.3 with six centrality classes. Figure 1.17
shows π0 RAA at three centrality classes, 0 − 5 %, 20 − 40 % and 60 − 80 %. Measured RAA at
all centrality classes have a maximum around 1− 2 GeV/c, decrease with pT and reach a constant
value in high-pT region. In peripheral collisions (60−80 %) moderate suppression (RAA ∼ 0.5−0.7)
is observed. The suppression becomes stronger with increasing pT and the strongest suppression
(RAA ∼ 0.1) with no pT dependence at pT > 5 GeV/c is observed in most central collisions (0− 5
%). The difference of centre-of-mass energy in π0 RAA is shown in Fig.1.18. The RAA measured at
LHC (ALICE collaboration, Pb-Pb collisions at

√
sNN = 2.76 TeV) is compared to that measured

at RHIC (PHENIX collaboration, Au-Au collisions at
√
sNN = 39, 62.4 and 200 GeV) and at SPS

(WA98 collaboration, Pb-Pb collisions at
√
sNN = 17.3 GeV). Decreasing RAA with increasing

centre-of-mass energy is observed and the suppression at LHC is stronger than others.

1.6.3 Direct photon measurement

Direct photon spectra in Pb-Pb collisions at
√
sNN = 2.76 TeV for 0 − 20 %, 20 − 40 % and

40− 80 % centrality classes compared to pQCD NLO calculations is shown in Fig.1.19. An excess
of direct photon at the low-pT region, pT < 4 GeV/c, is observed in central and mid-central
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Figure 1.14: The η/π0 ratio in pp collisions at
√
s = 2.76 TeV (left) and 7 TeV (right)
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Figure 1.15: The η/π0 ratio in Pb-Pb collisions at
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Figure 1.17: Nuclear modification factor for π0 in Pb-Pb collisions with three centrality classes
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collisions with respect to the pQCD predictions. The excess in central collisions is larger than that
in mid-central collisions and this excess might be related to thermal photons. The inverse slope
for the excess reflects effective temperature averaged over the different temperatures during the
space-time evolution of the medium. The low-pT region is selected in order to extract the slope
parameter because the prompt photons contributions are small. Remaining excess yield is fit with
an exponential function (∝ exp(-pT/Teff)) after subtraction of pQCD component. The extracted
inverse slope parameter is T subtr

eff = 297 ± 12stat ± 41syst MeV in the range 0.9 < pT < 2.1 GeV/c for
the 0− 20 % centrality class. In the case of extraction without the subtraction of pQCD photons,
the inverse slope parameter is Teff = 304 ± 11stat ± 40syst MeV for the 0 − 20 % centrality class
(Fig.1.20) [37]. The direct photon spectra are compared with results in Au-Au collisions at

√
sNN

= 200 GeV at RHIC-PHENIX measurements with two centrality classes in Fig.1.20. In the central
collisions, the ALICE results have larger slope parameter than the PHENIX results (Teff = 239 ±
25stat ± 7syst MeV) [38, 39]. This result means that the medium with a higher initial temperature
is created at the larger centre-of-mass energy.

In addition, nuclear modification factor for direct photon is measured in Pb-Pb collisions with
0 − 20 % centrality class (Fig.1.21). At the low-pT region (pT < 6 GeV/c), it is clearly seen the
enhancement corresponding to contributions from thermal photons. On the other hand, at the
high-pT region (pT > 6 GeV/c), although the π0 is strongly suppressed (as described before), the
direct photon is not suppressed and its RAA is consistent with unity. This result provides photons
pass through in the medium without interactions. Therefore these results support the hot medium
created in the heavy-ion collisions has strong interaction.

1.7 Physics motivation

Neutral mesons (π0 and η meson) are produced from parton fragmentation in the QCD vacuum
in pp collisions. The neutral meson measurement is important for test of the pQCD predictions
and understanding particle production mechanism. On the other hand, the measurement in Pb-
Pb collisions is studied to interpret the hadron suppression and parton energy loss in the QGP.
In addition, the precise π0 and η meson measurement over a large pT range is a essential for
understanding the decay photon background for a direct photon measurement.
The ALICE experiment has measured π0 and η meson in pp and Pb-Pb collisions. The π0 cross

sections measured in pp collisions with various collision energies,
√
s = 0.9, 2.76, 7 and 8 TeV have

reasonable agreement with pQCD model calculations. The π0 measurement in Pb-Pb collisions
is observed strong suppression at high-pT relative to that in pp collisions. The π0 suppression in
the most central collisions reaches factor of 8 − 10 at a maximum at intermediate-pT region and
that in Pb-Pb collisions at LHC is stronger than in Au-Au collisions at RHIC for all centralities.
This phenomena suggests us creation of the hot and dense QCD matter, e.g. QGP. However, there
are various processes involving transport properties of the QCD medium and initial-state effects
to explain the suppression mechanism. Therefore studies in p-Pb collisions which does not create
the QGP, become important because it is intermediate collisions between pp collisions and Pb-Pb
collisions in terms of system size and number of produced particles.
This thesis reports the π0 and η meson measurement in p-Pb collisions at

√
sNN = 5.02 TeV. The

π0 and η meson invariant yields, η/π0 ratio and nuclear modification factor for π0 as a function of
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pT are shown in this paper. These results could support to disentangle particle yield suppression
originating from initial-state effects in the colliding nuclei or from final-state effects in the Pb-Pb
collisions at LHC energies.
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Chapter 2

Experimental setup

2.1 LHC accelerator

Large Hadron Collider (LHC) is a two-ring-superconducting-hadron accelerator and collider, which
exists under the ground of border between France and Switzerland. It is the largest accelerator in
the world installed in the 26.7 km long circular. It is designed to collide protons with a centre-
of-mass energy of 14 TeV (

√
s = 14 TeV) and an unprecedented luminosity of 1034cm−2s−1. It

can also collide heavy ions with an energy 2.8 TeV per nucleon (
√
sNN = 2.8 TeV) and a peak

luminosity of 1027cm−2s−1 [40]. The LHC had run from 2009 and ALICE took physical data of pp
collisions at

√
s = 900 GeV. It took data of pp collisions at

√
s = 2.76, 7 and 8 TeV and Pb-Pb

collisions at
√
sNN = 2.76 TeV from 2010 to 2013. In addition, data of p-Pb collisions at

√
sNN =

5.02 TeV was taken in beginning of 2013.
The protons stripped atoms of their electrons by electric field at Linear accelerator 2 (Linac

2) which is the starting point for the protons used in experiments at CERN. The protons are
accelerated by the Linac 2 to the energy of 50 MeV (first acceleration in the chain), and then enter
the Proton Synchrotron Booster (PSB). The beams of protons are accelerated to energy of 1.4 GeV
at PSB, and injected to the Proton Synchrotron (PS) which gains to 25 GeV. After that protons
are carried to the Super Proton Synchrotron (SPS) which accelerates them to 450 GeV. Finally,
the protons are sent to the two ring beam pipe of the LHC. This is accelerator chain in the CERN.
On the other hand, lead ions start from Linac 3 and enter the Low Energy Ion Ring (LEIR) which
transforms them from long pulses into the short and dense bunches suitable for injection to the
LHC. The lead ions beams are moved to PS and then they follow the same route as the protons [42].

2.2 The ALICE experiment

ALICE (A Large Ion Collider Experiment) is an experiment at the LHC. The ALICE experiment
is designed to address the physics of strongly interacting matter and QGP at extreme values of
energy density and temperature in nucleus-nucleus collisions. The ALICE detector is built by a
collaboration including currently 1600 members from 164 institutes 41 countries [43]. The AL-
ICE apparatus has overall dimensions are 16 × 16 × 26 m3 with a total weight of approximately
10000 t. The seventeen ALICE detector systems fall into three categories, central barrel detec-
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Figure 2.1: CERN’s accelerator complex [41]
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tors, forward detectors and the muon spectrometer. The central barrel detectors include Inner
Tracking System (ITS), Time Projection Chamber (TPC), Transition Radiation Detector (TRD),
Time Of Flight (TOF), PHOton Spectrometer (PHOS), Electro-Magnetic Calorimeter (EMCal)
and High Momentum Particle Identification Detector (HMPID). The forward detectors include the
Photon Multiplicity Detector (PMD) and the silicon Forward Multiplicity Detector (FMD), quartz
cherenkov detector (T0) and Zero Degree Calorimeter (ZDC).

Figure 2.2: The ALICE detector

2.3 Detector Description

2.3.1 PHOS (PHOton Spectrometer)

PHOS (PHOton Spectrometer) [45,46] which is developed communally by the quark experimental
laboratory at the Hiroshima University and the Russian group, is an electro-magnetic calorimeter
designed to measure energy and hit coordinates of photons and electrons (Fig.2.3). During the
LHC-Run1 (2009 − 2013), PHOS is installed 3 modules at a distance of 4.6 m from the ALICE
interaction point and covers |η| < 0.13 in pseudorapidity and the acceptance of 260◦ < φ < 320◦

in azimuthal angle. Each module has 3584 detection channels in a matrix of 64× 56 cells. Each
detection channel consists of a 2.2× 2.2× 18 cm3 lead tungsten, PbWO4 (PWO), crystal coupled
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to an Avalanche Photo Diode (APD) and a low-noise Charged-Sensitive Preamplifier (CSP) shown
in Fig.2.4. The PWO crystal size has been chosen to be almost equal to the Molière radius (2
cm). The height of the crystal (18 cm) corresponds to 20 radiation lengths. PHOS operates

Figure 2.3: PHOS overview (left) and one PHOS module (right)

Figure 2.4: PWO crystal (left) and APD mounted on the preamplifier (right)

at a temperature of −25◦C which the yield of PWO crystal will be increased by about a factor
of 3 compared to room temperature (20◦C) and furthermore the electronic noise of the photon
detector will be reduced. The result is reported in Fig.2.5. Both effects will lead to improved
energy resolution. We have chosen −25◦C as the working temperature for the PHOS, which can
be obtained easily and economically. APD has active area of 5× 5 mm2. The spectral response
exhibits a maximum at around 600 nm with a quantum efficiency around 85 %. The CSP on a
printed circuit board of area 19× 19 mm2 is mounted to the back side of the APD. It is supplied
from +12 to −6 V with power consumption of 64 mW.

Energy and position of incoming particles are reconstructed from the amplitudes of signals
in the cells measured by the front-end-electronics (FEE). Photon and electron measurement uses
interaction between in the crystal by electron-positron pair production and bremsstrahlung. This
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Figure 2.5: Light yield of PbWO4 crystal as a function of temperature

Figure 2.6: Energy resolution as a function of energy
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interaction is forbidden to react in the vacuum and is permitted to react by grace of Coulomb
field in the nucleus. The pair production reacts when photon energy exceeds sum of the mass
of electron 2mec

2. The incident high energy photon in PHOS generates electron and positron by
pair production and they generate secondary photons by bremsstrahlung. The secondary photons
generate electron-positron pair. This process continues so far as their energies become small less
than ionization energy. This phenomenon is called electro-magnetic shower. Light yield in crystal
increases via iteration of pair production and bremsstrahlung and is proportionate to incident
photon. Energy of the incident photon is measurable to detect all photons generated by electro-
magnetic shower.
The energy resolution can be parameterized as

σE
E

=

√( a

E

)2
+

(
b√
E

)2

+ c2 (2.1)

where energy E is in GeV, and a represents noise term dominated at the low-pT region, b represents
stochastic term due to characteristic of detector dominated at the high-pT region, and constant
term c is due to readout inhomogeneity and calibration error. These parameters are determined as
follows by electron beam tests with PHOS prototype for a 3×3 detector array, a = 0.0130±0.0007
GeV, b = 0.036± 0.002

√
GeV, and c = 1.12± 0.3 % (Fig.2.6) [47].

The position resolution can be parameterized as

σx,y =
A√
E

+B. (2.2)

The result of beam tests found A = 3.26 mm and B = 0.44 mm (Fig.2.7). The resulting two-photon
invariant mass resolution at the π0 peak is 3.5 %.
The dynamic range (0.005 − 80 GeV) is achieved by selecting an appropriate detector length

that minimizes shower leakage for the highest particle energies without deteriorating the energy
resolution for the lowest particle energies due to light attenuation.

Figure 2.7: Position resolution as a function of energy

33



2.3.2 EMCal (Electro-Magnetic Calorimeter)

EMCal is a lead-scintillator sampling electro-magnetic calorimeter [48]. The EMCal covers pseu-
dorapidity range of |η| < 0.7 and azimuthal coverage of 80◦ < φ < 180◦. Super modules are installed
10 full size with size of Δη = 0.7 and Δφ = 20◦, and 2 one-third size with size of Δη = 0.7 and
Δφ = 7◦. The full size super module is assembled from 12 × 24 = 288 modules and the one-third
size super module is assembled from 4× 24 = 96 modules. Each module contains 2× 2 = 4 towers
built up from 76 alternating layers of 1.44 mm Pb absorber and 77 layers of 1.76 mm scintillating
materials which are penetrated by wavelength shifting fibers. The EMCal consists of 12288 towers
(1152 towers per the full size super module and 768 towers per the one-third size super module)
which are approximately projective in η and φ to the interaction point. The front face dimensions
of the towers are 6×6 cm2 which is chosen to be about twice as large as the Molière radius and the
cell length is 20 radiation lengths. Photons and electrons hitting the surface of the EMCal produce
an electromagnetic shower which spreads out in longitudinal and transversal direction, depositing
energy in multiple towers. Clusterizer algorithms are used to reconstruct the total energy of the
impinging particle.

Figure 2.8: EMCal overview [48]

34



2.3.3 ITS (Inner Tracking System)

ITS [49] consists of six layers of silicon detectors and is located directly around the interaction
point covering full azimuth. The two innermost layers are formed by the Silicon Pixel Detectors
(SPD) positioned at a radial distance of 3.9 cm and 7.6 cm, followed by two layers of Silicon Drift
Detectors (SDD) at 15.0 cm and 23.9 cm, and two layers of Silicon Strip Detectors (SSD) at 38.0 cm
and 43.0 cm. While the two SPD layers cover a pseudorapidity range of |ηlab| < 2 and |ηlab| < 1.4,
respectively, the SDD and SSD subtend |ηlab| < 0.9 and |ηlab| < 1.0, respectively. The geometrical
dimensions and the technology used in the various layers of the ITS are summarized in Tab.2.1.
The ITS provides information for determination of the primary vertex and the secondary vertices

for the charm and hyperon reconstruction, track reconstruction and particle identification.

Figure 2.9: ITS overview [45]

Layer Type r(cm) ±z(cm) Area(m2) Ladders Total channels

1 pixel 4 16.5 0.09 80 5242880
2 pixel 7 16.5 0.18 160 10485760
3 drift 14.9 22.2 0.42 14 43008
4 drift 23.8 29.7 0.89 22 90112
5 strip 39.1 45.1 2.28 34 1201152
6 strip 43.6 50.8 1.88 38 1517568

Total area = 6.74 m2

Table 2.1: Dimensions of the ITS detectors (active area) [45]
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2.3.4 TPC (Time Projection Chamber)

TPC is the main tracking detector in the central barrel of the ALICE experiment and is a large
cylindrical drift detector filled with a Ne/CO2 (90/10%) gas mixture during the period of this
data taking. It covers a pseudorapidity range of |ηlab| < 0.9 over the full azimuthal angle for the
maximum track length of 159 reconstructed space points. With the magnetic field of B = 0.5
T, the TPC provides track finding with efficiency larger than 90 %, charged particle momentum
measurement with resolution better than 2.5 % for electrons at pT ∼ 4 and particle identification
via the measurement of the specific energy loss (dE/dx) with a resolution of 5.5 %.
The combination of the different analysis methods leads to the benefit of a direct independent

crosscheck of the results. Additionally, all advantages of the different methods are combined, like
the good momentum resolution of PCM at low-pT or the higher pT reach of calorimeters.

Figure 2.10: TPC overview [50]

2.3.5 V0 detector

The V0 system consists of two plastic scintillator arrays with read out via optional fibers (V0-A
and V0-C) [51]. The V0-A and V0-C are located in 2.8 < η < 5.1 and −3.7 < η < −1.7, respectively.
Each of the V0 arrays is segmented in four rings in the radial direction, and each ring is divided
in eight sections in the azimuthal direction. The main functionality of the V0 system is to provide
the luminosity, particle multiplicity, centrality and event plane direction in heavy-ion collisions. An
additional function is to contribute to the monitor LHC beam conditions and to the rejection of
asymmetric beam-gas events, although the modest timing performance of this detector (≈ 0.6 ns)
does not yield precise vertex or event timing information.
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Figure 2.11: Position of the V0 detectors [52]
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Chapter 3

Analysis

3.1 Run selection

This paper presents the π0 and η meson measurements in p-Pb collisions at
√
sNN = 5.02 TeV

collected in the beginning of 2013. Run periods are LHC13b, reconstruction pass3, and LHC13c,
reconstruction pass2, the run list is shown in Appendix 1.
Data taking and detector condition may evolve with time. It is important to estimate the periods

when the PHOS detector and data taking conditions are stable. In particular, the bad channel list
may be not persistent because different modules of the detector may fail and be repaired afterwards.
A way to monitor this long-term evolution is to study the dependence of basic physics observables
versus time. In this paper, the good runs are selected by the following observables.

1. Average cluster energy

2. Average number of reconstructed clusters per event

3. Average number of cells per reconstructed cluster

These observables are delivered from the physics objects reconstructed in PHOS. The selection
criteria for the clusters should be the same as the ones used in the physics analysis. The cluster
energy is required to be above the minimum ionization energy Ecluster > 0.3 GeV and the minimum
number of cells in a cluster is 3 cells to reduce the contribution of non-photon clusters and noise.
The observational results (Fig.3.1, 3.2 and 3.3) show the average cluster energy, the number of
clusters per event and the number of cells per cluster, respectively. The average cluster energy is
about 0.6 GeV for both modules. Average number of clusters per event is about 0.15 in Module2
and about 0.1 in Module4. This difference occurs from the number of stable cells. Average number
of cells per cluster is about 7 cells in Module2 and about 6 cells in Module4, because Module2 is
calibrated well as compared to Module4. Most runs are stable in each module but some runs have
abnormal behavior. Run number 195596 is empty data because this run does not include PHOS.
We can notice that run number 195346, 195532 and 195675 have abnormal behavior compared to
other runs. Especially, run number 195346 has abnormal shape in the number of cells in cluster.
These runs corresponding to about 2% of full statistics are excluded from this analysis because
they may cause a negative effect for results.
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Figure 3.1: Average cluster energy
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Figure 3.2: Average number of clusters per event
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Figure 3.3: Average number of cells per cluster
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In addition, the π0 behaviors are checked in run-by-run. Here, the π0 mesons are counted in bins
within ±3σ from the peak position at pT > 1 GeV/c after background subtraction. The background
is estimated and subtracted with the event mixing technique. The details will be described in a
later section. The invariant mass distributions per run are shown in Fig.3.4, 3.5, 3.6 and 3.7. Figure
3.4, 3.5 and 3.6 are mass distribution reconstructed within same module, and Fig.3.7 is sum of mass
distribution reconstructed with only module4 and only module2. As it is obvious from Fig.3.5, we
cannot find signal peak around the π0 mass region due to a lot of hot channels in module3. We
remove module3 from this analysis. The number of the π0 per event, the peak position and peak
width as a function of the run number are shown in Fig.3.8, 3.9 and 3.10. The above four runs
have abnormal behaviors in the number of π0, peak position and peak width.

3.2 Cluster selection

The number of analyzed events of the minimum bias triggered class is about 90 million after
run selection, corresponding to an integrated luminosity Lint = 43.4 ± 0.7 μb−1. The integrated
luminosity Lint is calculated as NpPb,MB/σpPb,MB where NpPb,MB is the number of p-Pb collisions
events passing the minimum bias trigger and σpPb,MB is the cross section of the V0 trigger, which
was measured to be 2.09 ± 3.5% (syst) with the p-Pb Van Der Meer scan [53]. The ALICE mini-
mum bias trigger requires a coincidence signal in both scintillator arrays of the V0-A and the V0-C,
which is used by the standard physics selection with offline trigger AliVEvent::kINT7 for the event
selection. The coincidence signal is required to reduce the contamination from single diffractive
(SD) and electromagnetic events [54]. To select the primary collisions vertexes, the z-coordinate of
each vertex (along the beam direction) is required to be within ±10 cm (|zvtx| < 10 cm) with re-
spect to the nominal interaction point, see Fig.3.11. The resulting event sample consists of mainly
non-single diffractive (NSD) events [55], but there remains still SD and electromagnetic events.
The remaining contamination is evaluated by the cocktail of MC models in earlier analyses [54].
PHOS generates electromagnetic showers by repeating the electron-positron pair creation, Comp-

ton scattering, bremsstrahlung and photoelectric effect of incident photons and electrons. The
electromagnetic showers spreads out in longitudinal and transverse direction and deposits energy.
Adjacent fired cells with energies above Emin

cell were grouped together into clusters. The clusteriza-
tion process started from cells with an energy exceeding Eseed. The choice of the values of Eseed

and Emin
cell was driven by the energy resolution and noise of the front-end electronics. PHOS choices

Eseed = 50 MeV and Emin
cell = 15 MeV.

To select photon candidate clusters, we apply the following cuts.

1. The low energy threshold is set at 0.3 GeV.
This criterion is a natural choice in order to focus on electro-magnetic shower and therefore

discard the signal from minimum ionizing particles (MIPs) which deposits energy in the range
around 0.25 GeV.

2. The minimum number of cells in a cluster is 3 cells.
This is selection for reduction of contributions of non-photon clusters and noise. To measure

energy precisely, clusters which deposit maximum energy within 2.5 cm from a bad cell, are
removed.
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Figure 3.4: The invariant mass distribution of module4 in each run
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Figure 3.5: The invariant mass distribution of module3 in each run
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Figure 3.6: The invariant mass distribution of module2 in each run
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Figure 3.7: The invariant mass distribution of module4 and module2 in each run
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Figure 3.8: The number of the neutral π mesons per event vs. run
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Figure 3.9: The neutral π mesons peak position vs. run

Run number

195344
195346

195351
195389

195390
195391

195478
195479

195480
195481

195482
195483

195529
195531

195532
195566

195567
195568

195592
195593

195596
195633

195635
195644

195673
195675

195677

)2 c
 (G

eV
/

σ

4

6

8

10

12

14

16

-310×

M4M4
M2M2
M4M4 + M2M2

M4M4
M2M2
M4M4 + M2M2

M4M4
M2M2
M4M4 + M2M2

 = 5.02 TeVNNsp-Pb,

Figure 3.10: The neutral π mesons peak width vs. run
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Figure 3.11: Vertex distribution in p-Pb collisions at
√
sNN = 5.02 TeV

3. The time-of-flight is applied within ±100 ns (|tcluster| < 100 ns).
The TOF cut is effective to avoid clusters from next or previous bunch crossings. The TOF

cut is applied within ±100 ns because the bunch crossing time is 200 ns in p-Pb collisions at
LHC-Run1 (Fig.3.12).

To avoid noisy and dead channels, I apply the good channels map (Fig.3.13) registered in Tender
which supplies recalibration for data and MC simulation and modifying geometrical alignment.
Green colored area indicates good cells and red colored area indicates bad (dead or noisy) cells.
In addition, PHOS clusters having a center of gravity within 2.5 cm from a bad cell were removed
for more precise measurement. The determination algorithm of basic bad channel is described
in [56]. The Tender includes energy calibration and timing calibration. With applying Tender,
the π0 peak position comes close to the expected mass value and the peak width becomes smaller
with increasing pT. The comparison of peak position and width with applying Tender and without
applying Tender is shown in Fig.3.14. In Fig.3.15, the small hump existing in right hand of main
peak of time-of-flight distribution before applying timing calibration is vanished after applying
timing calibration in Tender. These calibrations allow precise measurement for the π0 yields.
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Figure 3.13: PHOS good channels map
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3.3 Raw yield extraction

Raw spectrum of π0 is measured in PHOS using invariant mass analysis with cluster pairs. To
extract the π0 signals and to count their yields from the two clusters invariant mass distribution,
first the mixed event background is subtracted from same event mass distribution. In addition
to same cluster criteria and z-vertex criteria, clusters detected in exact same cell are removed in
the event mixing. The event mixing method reproduces well the combinatorial background. The
mass distribution in event mixing method is reconstructed from pairs by taking one cluster from an
event and the other cluster from another event. The mixed mass distribution has no peaks because
cluster pairs don’t have any relationship with each other. The combinatorial background estimated
by the event mixing technique is normalized to the initial invariant mass distribution (where you
are normalizing) and then subtracted. After background subtraction, the signal peak is fitted by
the Gaussian function (Fig.3.16):

f(m) = A · exp(−(m−M)2

2σ
) + c (3.1)

where A, M , σ and c represent the height of the peak, the peak position, the peak width and
constant free parameter, respectively. Raw yields are counted with numerical integral of the number
of entries in the mass range from M − 3σ to M + 3σ in the Gaussian fitting parameters.
In addition, the invariant mass spectra are fitted by a Crystal Ball (Fig.3.16) and the raw yields

are also counted in the same way, in the range from M − 3σ to M + 3σ in the Crystal Ball fitting
parameters. The Gaussian does not properly reproduce the signal shape, see e.g. left wing of the
π0 peak. Therefore we try the Crystal Ball parameterization too:

f(m) = N

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

exp

(
−(m−m)2

2σ2

)
,

m−m

σ
> −α

A

(
B − m−m

σ

)−n

,
m−m

σ
� −α

(3.2)

where A =
(

n
|a|
)n · exp

(
−α2

2

)
and B = n

|α| − |α|. The Crystal Ball parameterization includes two

more parameters (α, n), describing energy loss. The energy loss is expected by conversion electrons
and energy leak in clustering. We look at the pT dependence of these parameters (see Fig.3.17)
and fix their values for the raw yield extraction:

α = 1.56, (3.3)

n = 3.28. (3.4)

The parameters α and n for pT > 10 GeV/c have large value with large errors and thus are excluded
from the determination.
We estimate the signal description for the background normalization and subtraction by compar-

ing raw yields with two assumptions about the signal shape, the Gaussian and the Crystal Ball [57].
The raw yields are calculated with bin counts of the histogram and analytical yield calculation in
the two assumptions. Ratio of the raw yields to their average is shown in the left plot of Fig.3.18.
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The yield calculated with analytical yield calculation of the Crystal Ball is larger than one calcu-
lated with analytical yield calculation of the Gaussian. However, this difference becomes smaller in
comparing efficiency corrected yields, see the right plot of Fig.3.18. The efficiency is calculated in
the same way, same peak assumption, as the data. The difference between yields calculated with
integral of the histogram is smaller than one in the analytical yield calculation. This means that
actual shape of the peak is intermediate between the Gaussian and the Crystal Ball. We use the
Gaussian function in yield calculation, and two these extremes to calculate systematic uncertainties
of raw yield extraction.

The raw spectrum of the reconstructed π0 obtained from the invariant mass analysis is shown
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Figure 3.18: Comparison of the π0 yield with different assumptions
Left figure represents ratio of the raw yield to their average and right figure presents ratio of the

efficiency corrected yield to their average.

in Fig.3.19. As mentioned above, the invariant mass distributions are constructed from cluster
pairs of the same event while the combinatorial background is estimated in event mixing method.
The combinatorial background is normalized by a scaling parameter which is estimated by fitting
the ratio of the same event mass distribution to the mixed mass distribution with the 2nd order
polynomial in the mass range 0.07−0.22 GeV/c2. After background subtraction, the signal peak is
fitted by the Gaussian function and the yields are counted by taking the numerical integral of the
bins within ±3σ from the peak position, for all pT bins. The yield difference derived from different
calculation assumptions is discussed later and is taken into account as a systematic uncertainty.
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Figure 3.19: π0 raw spectrum in p-Pb collisions at
√
sNN = 5.02 TeV

3.4 Photon and meson reconstruction in EMCal

EMCal generates electromagnetic showers in response to incident photons and electrons, like the
PHOS detector. Detail is described in Ref. [59]. The corresponding thresholds for EMCal is Eseed

= 500 MeV and Emin
cell = 100 MeV. The minimum number of cells in a cluster is set to two to reduce

contributions of non-photon clusters and noise and the low energy threshold is set to 0.7 GeV to
discard signals from MIPs and hadron showers. EMCal requires further photon identification to
obtain more pure photon clusters by the cluster shape parameter λ2

0 which is the principal eigen

value of the cluster covariance matrix λ2
0 = (σηη + σφφ)/2 +

√
(σηη−σφφ

)2/4 + σ2
ηφ , where σij =

〈ij〉 − 〈i〉〈j〉 (i, j = η or φ) is the second moment of the cluster covariance matrix along the axes
η, φ and 〈i, j〉 is the first moment weighted with the cell energy logarithm [63]. Photon clusters
in EMCal were defined by the cluster axial symmetry cut 0.1 < λ2

0 < 0.5. Cluster timing cut, is
applied in order to avoid clusters from next and previous collisions. In the EMCal the cell time of
the leading cell of the cluster have to be within |t| < 50 ns of the collision time.

The π0 and η meson are reconstructed by γγ pair candidates and calculated their invariant
mass in transverse momentum bin. The invariant mass distribution measured in EMCal is shown
in Fig.3.20 and Fig.3.21 for π0 and η meson, respectively. The π0 and η meson raw yields are
extracted from background subtracted invariant mass. The background subtracted signal is fitted
to reconstruct the mass position and width of the π0 and η meson. The fit function consisted
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of a Gaussian function convoluted with an exponential low-energy tail to account for electron
bremsstrahlung [64] and an additional linear function to consider a possible remaining background.
The reconstructed π0 and η meson peak and width as a function of pT compared to GEANT3 MC
simulations are shown in Fig.3.22 and 3.23. The energy of the EMCal is not calibrated to the π0

mass, but the cluster energy in MC is shifted such that it corresponds with the reconstructed mass
in data. The systematic difference of about 3.0 % (6.0 %) that is observed for the EMCal π0 (η)
analysis, is taken into account in the systematic uncertainties.
The π0 and η meson raw yields are obtained by integrating the background subtracted invariant

mass distribution around the reconstructed meson mass determined by the fit function. The in-
tegrating ranges are selected according to the resolution of respective methods. The mass ranges
from Mπ0 − 0.032 GeV/c2 to Mπ0 + 0.022 GeV/c2 and from Mη − 0.060 GeV/c2 to Mη + 0.050
GeV/c2 are used.
Correction for secondary π0s from weak decays or hadronic interactions, mainly K0

s, is taken into
account. This correction is of the order of 2.5 % at low-pT and 2 % at high-pT.

3.5 Photon and meson reconstruction in PCM and PCM-Dalitz

PCM and PCM-Dalitz reconstructed photons converted to e+e− pairs in the material of the ITS
and TPC [60,61]. To ensure good track quality, following cuts are applied to the charged tracks. A
minimum track pT is more than 0.05 GeV/c with kink daughters cut. The ratio of reconstructed
TPC clusters to all findable clusters requires to be at least 0.6 for both tracks. A secondary vertex
finding algorithm (V0 finder) [62] is used for building candidates from charged track pairs with
opposite sign (V0s). The main contributions to the V0 candidates are K0

s, Λ, Λ̄ and γ. In order to
extract photons from V0 candidates, electron selection and pion rejection cuts on the track level
are performed. Therefore, the specific energy loss dE/dx in the TPC is used. The TPC dE/dx
distribution in p-Pb collisions is shown in Fig.3.24. For the γγ decay channel only tracks with a
dE/dx lying in a band of [−3σ; +5σ] around the electron hypothesis and above the average pion
dE/dx are considered for the further analysis. The cut on the pion band is only applied for tracks
with a momentum larger than 0.4 GeV/c. For the Dalitz decay channel, an electron selection of
[−4σ; +5σ] and a pion rejection of 2σ (0.5σ) above the pion hypothesis for tracks with 0.5 GeV/c
< p < 3.5 GeV/c (p > 3.5 GeV/c) is performed. The reconstructed conversion point had to lie
in the fiducial volume restricted by a maximal conversion radius of 180 cm. When reconstructing
neutral mesons via the γγ decay channel, an additional cut on a minimal conversion radius of 5 cm
is applied to prevent contamination from Dalitz decays. Furthermore, the charged tracks as the
reconstructed photon candidates are required to be in the pseudorapidity range of |ηlab| < 0.9.
Primary electrons and positrons from the virtual photon (γ∗) in the Dalitz decay are reconstructed
with both the ITS and the TPC. Additional cuts are applied in order to ensure their track quality.
Tracks are required to cross at least 70 TPC pad rows and the ratio between found and expected
(according to the geometry of the track) TPC crossed row pads has to be a larger than 0.8. The
χ2/NDF which determines the quality of the fit between the track and the TPC (ITS) clusters are
required to be less than 4 (36). The χ2

TPC−ITS defined in [58] which is used to improve the purity
of the primary tracks at high-pT is restricted to be smaller than 36. To ensure that the selected
tracks come from the primary vertex, their distance of closest approach to the main vertex in lon-
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gitudinal direction (DCAz) has to be smaller than 2 cm. In addition, in order to reject e+e− pairs
from photon conversions within the pipe, only tracks with at least one hit in any layer of the SPD
are accepted. Electron identification is performed using the TPC dE/dx. Electrons are accepted
within [−4σ; +5σ] around the electron hypothesis. For the pion rejection at intermediate-pT the
same cut as described for the conversion electron tracks is used while at high-pT the cut is not
applied to maximize the efficiency. Only primary electron candidates with a minimum pT of 125
GeV/c are taken into account.
In the Dalitz decay channel, the pion contamination in the primary electron sample is reduced

by cutting on the γ∗ invariant mass, Me+e− < 0.015 GeV/c2 at pT ≤ 1 GeV/c and Me+e− < 0.035
GeV/c2 at pT > 1 GeV/c, exploiting that most of the pairs from π0 Dalitz decays have a very small
invariant mass, as given by the Kroll-Wada formula [65].
The π0 and η meson are reconstructed by γγ or γ∗γ pair candidates and calculated their in-

variant mass in transverse momentum bin. Their raw yields are extracted signal from background
subtracted mass distribution. The π0 invariant mass distributions by PCM and PCM-Dalitz mea-
surements are shown in Fig.3.20 and η meson invariant mass distributions by PCM measurement
are shown in Fig.3.21. The combinatorial background which is estimated by event mixing technique
is scaled to match the background outside the main signal region, and subtracted. The signal is
fitted to π0 and η meson mass peak position and width. The PCM and PCM-Dalitz measurements
use fit function with Gaussian function convoluted with an exponential low-energy tail to take into
consideration of electron bremsstrahlung [64] and additional linear function to consider a possible
remaining background. Mass peak position and width for reconstructed π0 and η meson are com-
pared to MC simulations are shown in Fig.3.22 and 3.23.
The raw yields are obtained by integrating bin entries of the background subtracted γγ or γ∗γ

invariant mass distribution around the mass peak which is determined by the fit function. The
integration ranges from Mπ0 − 0.035 GeV/c2 to Mπ0 +0.010 GeV/c2 and from Mη − 0.048 GeV/c2

to Mη + 0.22 GeV/c2 are used in both PCM and PCM-Dalitz.
Secondary π0 correction from weak decays or hadronic interactions are estimated and subtracted.

This correction is of the order of 7 % at low-pT and 1 % at high-pT for PCM and negligible for
PCM-Dalitz. The PCM analysis is affected by pile-up due to the relatively large drift time of the
TPC, and the correction is applied as described in [2]. (The pile-up contribution is negligible for the
other methods.) The PCM-Dalitz analysis used MC simulations to apply an additional correction
for the remaining contamination ∼ 2.5 % of the π0 → γγ in the π0 → γ∗γ decay channel.
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Chapter 4

Efficiency calculation

4.1 Acceptances and reconstruction efficiencies

The raw spectrum is obtained from invariant mass analysis. It is corrected with PHOS acceptance,
finite geometrical coverage and the probability of loosing π0s due to photon conversion in the
medium, and the efficiency of the number of extracted π0s from the invariant mass analysis of cluster
pairs. All these corrections, being applied to the raw spectrum, should result in the π0s production
spectrum which is the final goal of the measurements. The acceptance and reconstruction efficiency
are defined by the following formulae.

εAcc =
π0 generated in PHOS acceptance(|y | < 0.13, 260◦ < φ < 320◦)

Generated π0(|y | < 0.5, 0◦ < φ < 360◦)
(4.1)

εRec =
π0 reconstructed in PHOS

π0 generated in PHOS acceptance(|y | < 0.13, 260◦ < φ < 320◦)
(4.2)

εAcc×Rec = εAcc × εRec (4.3)

The acceptances and reconstruction efficiencies are calculated with the ALICE official Monte Carlo
productions. The productions are LHC13b2 efix which is DPMJET [66] minimum bias generator
anchored to LHC13b and LHC13c, and LHC13e7 which is HIJING [67] generator with added
π0s generated per event in the pT range 1 to 30 GeV/c in uniform distributions over azimuthal
angle 260◦ < φ < 320◦ and rapidity range |y| < 0.13. The y − φ distributions for the π0s from the
underlying events generated by HIJING and for the added π0s are shown in the top plots of Fig.4.1.
The pT distribution within |y| < 0.5 and full azimuthal of underlying events π0s is shown in the left
bottom plot of Fig.4.1 and the pT distribution of the added π0s (260◦ < φ < 320◦ and |y| < 0.13)
is shown in the right bottom plot of Fig.4.1. It can be seen that separates the added signals from
the underlying events in LHC13e7. The DPMJET minimum bias event generator is suitable for
the efficiency calculation at low-pT. However the π0 spectrum in this generator vanishes at high-pT
due to the lack of available statistics. So, HIJING generator with added π0s becomes important,
and the efficiencies are calculated with the HIJING plus added signals generator at pT > 7 GeV/c.
In addition, the added π0s are weighted with a Tsallis function (Eq.6.1) in order to reproduce a
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realistic pT spectrum (Fig.4.2). The parameters of the function have been defined by an iterative
procedure, so as to better describe the realistic spectrum. The π0 spectra with varying Tsallis
parameter “n” are compared in Fig.4.3. Other parameters are fixed in this iteration. The ratio of
the weighted generated π0 spectrum to the final π0 spectrum is flat with the χ2/NDF of the zero
order polynomial (constant function) fitting is minimum when parameter is n = 7.50. We have
decided that this value of the parameter “n” is optimal and calculated the efficiency by weighting
the flat distribution of the added π0s with the corresponding Tsallis function. The mass (peak
position) and the width of the π0 in MC are compared with the corresponding quantities in real
data (Fig.4.4). In these figures of Fig.4.4, DPMJET is used up to 7 GeV/c and added π0 signals
from LHC13e7 are used from 7 GeV/c. DPMJET is tuned with an energy calibration to reproduce
the real PHOS response. The tuning method is described in a later section (section 5.4). The mass
and width in MC are consistent with that in real data (Fig.4.4).
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Figure 4.2: Generated π0 spectrum with weight (red) and without weight (black)

The acceptances and reconstruction efficiencies are calculated independently by using DPMJET
and added signals. The acceptance of added signals is obtained by the numerical calculation.
After those independent calculations, efficiencies are merged into one efficiency. Figure 4.5 shows
the acceptance and reconstruction efficiencies calculated by DPMJET and added signals, and the
merged efficiency as well (pT < 7 GeV/c: DPMJET, pT > 7 GeV/c: added signals). The π0 raw
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yield is converted to an invariant spectrum with using this efficiency.
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4.2 Time-of-flight cut efficiency

The π0 spectrum is corrected with the Time-Of-Flight (TOF) cut efficiency. The cluster timing
distribution in MC simulation does not reproduce data correctly. Therefore, TOF cut efficiency
εTOF is estimated via real data and is defined as below,

εTOF =
None cluster

Nboth clusters
, (4.4)

where, None cluster is the π0 spectrum if TOF cut is applied to at least one cluster and Nboth clusters

is the π0 spectrum if TOF cut is applied to both clusters. Having εTOF, the TOF cut efficiency
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corrected yield is calculated following:

TOF cut efficiency corrected yield =
Nboth clusters

εTOF × εTOF
. (4.5)

The ratio of the raw yields when TOF cut is applied to one cluster only or to both clusters and
when no TOF cut is applied is shown in Fig.4.6. Both ratios have no pT dependence.

The purity of TOF cut is used to estimate the probability whether a π0 has been produced by
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the next bunch. The TOF cut probability “Prob” is defined as the probability of a photon in the
main bunch crossing to pass the TOF cut or not to pass the TOF cut, and it is estimated as

Prob× (1− Prob) =
1

2
× N01

N1 + N0 + N01
. (4.6)

Here N0 is the number of π0s when both photons pass the cut |tcluster| <100 ns, N1 is the number
of π0s when both photons pass the cut |tcluster− 200| < 100 ns, and N01 is the number of π0s when
one photon pass the cut |tcluster| <100 ns and second photon pass the cut |tcluster − 200| < 100 ns
or second photon pass the cut |tcluster| < 100 ns and first photon pass the cut |tcluster − 200| <100
ns. From this equation (Eq.4.6) we get following two solutions.

Prob+ =
1

2
+

1

2

√
N1 + N0−N01

N1 + N0 + N01
, (4.7)

Prob− =
1

2
− 1

2

√
N1 + N0−N01

N1 + N0 + N01
(4.8)
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Prob+ (i.e. 1− Prob−) indicates the probability of a photon in the main bunch crossing to pass
the TOF cut, and Prob− (i.e. 1− Prob+) indicates the probability of a photon in the main
bunch crossing not to pass the TOF cut. We estimate the ratio of the contributions come from
second peak of bunch crossing as N1× (1− Prob+)/N0 and the purity of the TOF cut estimated
as (N0−N1× (1− Prob+))/N0. The former is shown in the left of Fig.4.7 and the latter is shown
in the right of Fig.4.7. It can be neglected because the contribution from the neighbouring bunch
crossing is negligible compared to the number of π0s from the main bunch crossing (N0).
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Figure 4.7: Contamination (left) and purity (right) for time-of-flight cut

4.3 Off-vertex π0s production

Measurement for the π0 yields is influenced by secondary π0 from weak decays, mainly K0
s

→ 2π0. Detail is described in Ref. [57] and co-analyzer’s (B. Polishchuk) ALICE analysis note.
Invariant mass is reconstructed via photon candidates pairs assuming all photons come from the
primary vertex. Therefore it includes photons from π0 by hadron decay which happen close the
primary vertex. This effect is not considered well in the experimentally and is estimated with single
simulations.
Relative contributions of π0 yields from non-π0 hadrons are shown in the left plot of Fig.4.8. The

contribution from hadrons other than K0
s is negligible. The contamination to yields from K0

s is
about 4 ∼ 10 % in low-pT and less than 2 % in high-pT shown in Fig.4.8.
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4.4 Efficiency calculation in EMCal, PCM and PCM-Dalitz

Acceptance and reconstruction efficiencies for the π0 and η meson measurements are estimated
with DPMJET event generator for EMCal and HIJING event generator for PCM and PCM-Dalitz.
The statistics at high-pT in the HIJING sample is improved by adding extra π0 and η signals with
a flat pT distribution. The PCM-Dalitz used a custom MC simulation also with HIJING as an
event generator where the branching ratio π0 → γ∗γ is increased by almost a factor 10 to gain
statistics at a reasonable computing time. Using these simulations the pT-dependent acceptance
is calculated by taking the ratio between the number of π0 (η) mesons with the daughters in the
detector acceptance and the total number of generated π0 (η) in the given rapidity interval. The
pT-dependent reconstruction efficiency is obtained by calculating the ratio of reconstructed π0s to
the generated π0s in MC simulations.
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Chapter 5

Systematic uncertainties

The relevant sources of systematic uncertainties on the π0 measurement in p-Pb collisions at√
sNN = 5.02 TeV have been identified and discussed below.

1. uncertainties due to different assumption in the raw yield extraction

2. uncertainties due to background estimation

3. uncertainties due to the absolute scale of the energy measurements in PHOS

4. uncertainties due to unknown non-linearity of the energy response of PHOS

5. uncertainties due to cluster timing cut

6. uncertainties in the π0 yields due to the loss of the reconstructed π0 due to the photon
conversion in the ALICE medium

7. uncertainties due to finite acceptance of PHOS

5.1 Raw yield extraction

The systematic uncertainty due to the raw yield extraction is estimated by changing the assump-
tion on the shape of the mass peak. We compare the efficiency corrected yield calculated by taking
the numerical integral of the number of entries within ±2σ and ±3σ from the peak position in the
Gaussian fit and the Crystal Ball fit for signal peak (Fig.5.1). For both cases, background around
signal peak is subtracted by estimating with using the event mixing technique described in the
chapter 3. The yields in the MC simulation are counted as in the real data, by assuming the same
functions for the signal and by varying the fit limits within the same intervals (±2σ, ±3σ). The
yields differences are compared via the ratio of the individual yield to the average yield and the
RMS/Mean at each pT bin is attributed to the systematic uncertainty of the yield extraction.
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Figure 5.1: Comparison of π0 raw yield with different assumptions

5.2 Background estimation

The background is estimated by the event mixing technique. The mixed mass distribution is
normalized to the same mass distribution with a second order polynomial. However the π0 yields
are changed slightly by using function in the normalization. The systematic uncertainty due to
background subtraction is calculated by comparing the difference of the efficiency corrected yields,
if a first order polynomial or a second order polynomial is used in the fitting. Besides the yield
depends on the fitting range. To estimate the contributions of this effect, two different ranges
have been selected. The fit mass ranges are 0.07 - 0.22 GeV/c2 and 0.09 - 0.25 GeV/c2. In
MC simulation, the same procedure is followed. The ratio of the efficiency corrected yield to
their average is shown in Fig.5.2. In each pT, the RMS/Mean in Fig.5.2 is selected as systematic
uncertainty due to background estimation. This uncertainty becomes larger in the low-pT region
because the background becomes larger at low-pT and it is hard to estimate it.

5.3 Absolute energy scale

The absolute energy scale has two components. To fix absolute energy scale we use π0 peak.
As a result, this scale depends on the uncertainty in geometrical position of PHOS. We estimate
this uncertainty using charged track extrapolations to PHOS, as described in the ALICE internal
analysis note for pp [57] and PbPb [68]. Within this approach we estimated uncertainty as 0.2 %.
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Figure 5.2: Comparison of π0 efficiency corrected yield with different fit functions and fit ranges

Later we cross-checked absolute energy scale using electron energy-momentum E/p ratio. Electron
analysis demonstrated somewhat worse agreement between PHOS and tracking system energy scale:
0.5 %, what partially can be attributed to imperfections in TPC calibration and uncertainty in the
material budget between PHOS and TPC. The 0.5 % uncertainty is used in the absolute energy
scale and this uncertainty is estimated with following formula:

Error = Max(1− f(pT + δpT)/f(pT), f(pT − δpT)/f(pT)− 1). (5.1)

Here, the function “f(pT)” is the Tsallis function described by Eq.6.1. The result of f(pT ± δpT)/f(pT)
is shown on the left plot of Fig.5.3. The largest deviation from unity is shown on the right plot of
Fig.5.3 and is used as the systematic uncertainty related to the absolute energy scale.

5.4 Non-linearity

The π0 mass depends on the pT. This dependence appears due to two effects. The first is related
to the final resolution and variable slope of the π0 spectrum. The second and most important is the
non-linearity of PHOS [57]. This effect is non-linearity response coming from discrepancy of energy
measurement between real and simulation. The non-linearity effect in energy response in PHOS is
calculated by the Monte Carlo simulations used for the efficiency calculation. MC simulations and
a simple non-linearity model are used to correct the measured cluster energy:

Ecor = E · f(E), f(E) = c

(
1 +

a

1 + E2/b2

)
(5.2)
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Figure 5.3: Ratio of f(pT ± δpT)/f(pT) (left) and largest deviation from unity (right)

where Ecor is the corrected cluster energy, E is the measured cluster energy and others (a, b and c)
are correction parameters. Besides, the additional PHOS mis-calibrations have been simulated by
smearing the energy of each cell in the cluster with a Gaussian of dispersion w around the original
value. The best value of the correction parameters are defined by χ2 calculation of the difference
between the peak position in MC simulation and real data. Since here we are interested only in
the difference in shape, we first calculate the ratio of peak positions Rm. Then we calculated mean
of this ratio:

< Rm >=
∑ Ri

σi
/
∑ 1

σi
(5.3)

where σi is an error in a given bin. Then we calculate χ2 as a deviation from the mean:

χ2 =
∑ (Ri− < Rm >)2

σi
. (5.4)

The dependence of the χ2 on the parameters a and b is shown in the Fig.5.4. The masses as a
function of pT for different parameters a and b, are shown in Fig.5.5 and Fig.5.6. In the left figure
of Fig.5.5 and Fig.5.6, black marker represents the real data and other colors represent the MC
simulation varying parameter. The values of the parameters a and b for which the χ2 is minimum
are a = 0.087 and b = 1.01. So the nearest parameters are used as optimal parameters,

a = 0.085, b = 1.00. (5.5)

The optimal value of parameter c is determined by general χ2 calculation of the difference between
the peak position and width in MC simulation and real data which is shown in Fig.5.7. In the left
figure of Fig.5.7, black marker represents the real data and other colors represent the MC simulation
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varying parameter. The value of the parameter c for which the χ2 is minimum is c = 1.03. The
final non-linearity correction with optimal parameters is following:

Ecor = E · f(E), f(E) = 1.03

(
1 +

0.085

1 + E2/1.002

)
. (5.6)

This correction is applied to the MC simulation in order to reproduce non linearity effect in the
MC simulation.
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Figure 5.4: Parameter dependence of χ2 calculation

The π0 mass peak and width by using optimal values for the correction parameters are shown
in Fig.5.8. Both mass peak position and width become close to the real data by using the optimal
parameters. Then the efficiencies are estimated with (a± δa, b) and (a, b± δb) combinations (see
left plot in Fig.5.9) and found the maximum deviation from the default (see right plot in Fig.5.9)
which is fitted by the following,

f(pT) =
p0
pnT

+ p1 (5.7)

where p0 and p1 are free parameters, and n is indefinite parameter. The optimal n is found by
requiring χ2/NDF of the fit is minimum. The χ2/NDF is minimum at n = 9. So Eq.(5.8) is use as
the systematic uncertainty related to non linearity.

f(pT) =
0.05

p9T
+ 0.03 (5.8)

5.5 Cluster timing cut

The systematic uncertainty due to the cluster timing cut is estimated by a TOF cut at 100 ns, 50
ns and 80 ns. The TOF cut at 50 ns and 80 ns are slightly severe cuts than the default cut. The

70



(GeV/c)
T
p1 10

M
ea

n

0.13

0.131

0.132

0.133

0.134

0.135

0.136

0.137

0.138

0.139

0.14
a = 0.055, b = 1.00

a = 0.065, b = 1.00

a = 0.075, b = 1.00

a = 0.085, b = 1.00

a = 0.095, b = 1.00

a = 0.105, b = 1.00

a = 0.115, b = 1.00

a = 0.125, b = 1.00

a = 0.055, b = 1.00

a = 0.065, b = 1.00

a = 0.075, b = 1.00

a = 0.085, b = 1.00

a = 0.095, b = 1.00

a = 0.105, b = 1.00

a = 0.115, b = 1.00

a = 0.125, b = 1.00

a = 0.055, b = 1.00

a = 0.065, b = 1.00

a = 0.075, b = 1.00

a = 0.085, b = 1.00

a = 0.095, b = 1.00

a = 0.105, b = 1.00

a = 0.115, b = 1.00

a = 0.125, b = 1.00

a = 0.055, b = 1.00

a = 0.065, b = 1.00

a = 0.075, b = 1.00

a = 0.085, b = 1.00

a = 0.095, b = 1.00

a = 0.105, b = 1.00

a = 0.115, b = 1.00

a = 0.125, b = 1.00

a = 0.055, b = 1.00

a = 0.065, b = 1.00

a = 0.075, b = 1.00

a = 0.085, b = 1.00

a = 0.095, b = 1.00

a = 0.105, b = 1.00

a = 0.115, b = 1.00

a = 0.125, b = 1.00

a = 0.055, b = 1.00

a = 0.065, b = 1.00

a = 0.075, b = 1.00

a = 0.085, b = 1.00

a = 0.095, b = 1.00

a = 0.105, b = 1.00

a = 0.115, b = 1.00

a = 0.125, b = 1.00

a = 0.055, b = 1.00

a = 0.065, b = 1.00

a = 0.075, b = 1.00

a = 0.085, b = 1.00

a = 0.095, b = 1.00

a = 0.105, b = 1.00

a = 0.115, b = 1.00

a = 0.125, b = 1.00

a = 0.055, b = 1.00

a = 0.065, b = 1.00

a = 0.075, b = 1.00

a = 0.085, b = 1.00

a = 0.095, b = 1.00

a = 0.105, b = 1.00

a = 0.115, b = 1.00

a = 0.125, b = 1.00

a = 0.055, b = 1.00

a = 0.065, b = 1.00

a = 0.075, b = 1.00

a = 0.085, b = 1.00

a = 0.095, b = 1.00

a = 0.105, b = 1.00

a = 0.115, b = 1.00

a = 0.125, b = 1.00

a
0.05 0.06 0.07 0.08 0.09 0.1 0.11 0.12 0.13

/N
D

F
2 χ

0

1

2

3

4

5

6

7

8

9  0.039±Min. a = 0.087 

Figure 5.5: Comparison of the π0 mass in real data and MC for varying parameter a
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Figure 5.6: Comparison of the π0 mass in real data and MC for varying parameter b
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Figure 5.7: Comparison of the π0 mass in real data and MC for varying parameter c
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TOF cut efficiency corrected yields are compared in the left plot of Fig.5.10 and the ratio of RMS
to Mean in each pT is selected as systematic uncertainty shown in the right plot of Fig.5.10. It is
under 0.1 % for almost entire pT range and found to be negligible because it is smaller than the
other uncertainties.
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Figure 5.10: Comparison of efficiency corrected yield with a TOF cut at 100 ns, 80 ns and 50 ns
(left), and RMS/Mean (right)

5.6 Conversion

The uncertainty related to conversion (3.5 %) is taken from pp published paper [32] because the
detector setup does not change. According to Ref. [32] and its ALICE internal analysis note [57],
the conversion probability is estimated by comparing π0 measurement with and without magnetic
field. Photon conversion can reduce the number of π0s detected by PHOS. However PHOS can
detect electron and positron which are pair-created in the surface of PHOS. The distance between
the electron and positron on the surface of PHOS depends on the distance from the conversion
point to PHOS, π0 energy and strength of the magnetic field. If the distance between the electron
and positron on the surface of PHOS is small enough, the conversion electron-positron pair may
produce only one single cluster. It is too close hit points to separate clusters. In this case the cluster
energy is comparable to the energy of original photon, and the original π0 can still be reconstructed.
For a more complicated situation, we may reconstruct two π0 from one π0. When the converted
photon carried out only a small portion of π0 momentum and the electron-positron hit slightly
different places on the PHOS surface, we can have three clusters created by the electron and the
positron and the other photon. Two cluster pairs, electron-photon pair and positron-photon pair,
can be reconstructed with the effective mass close to the π0 mass, and then one π0 is recognized
as two π0 with a little smaller mass.
If the magnetic field is off, the converted electron and positron via photon conversion with the

inner detectors hit close points on the PHOS and create only one cluster because the opening of
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them are usually quite small. Thus the number of π0 without the magnetic field is equal to one
without the inner detectors. The number of π0 with and without the magnetic field are examined
in order to estimate the material budgets between the collision vertex and PHOS.

5.7 Acceptance

The influence of PHOS acceptance on the π0 is studied and it is taken into account as an
uncertainty. Raw yields and efficiency are calculated by varying the distance from the closest bad
channel and this uncertainty is estimated by comparing efficiency corrected yields. PHOS hit maps
of clusters located 1, 2 and 3 cells away from the closest bad channel are shown in Fig.5.11, 5.12
and 5.13. The π0 raw yields in data and MC are calculated for each distance to the bad channel
with the same method described in the chapter 3 and it is shown in Fig.5.14. The uncertainty
related to the different acceptance is estimated by comparing efficiency corrected yields. The ratio
of each efficiency corrected yield to the average yield is shown in Fig.5.15 and each ratio is fitted
by a constant function in pT range from 2 to 10 GeV/c. The largest deviation from unity in fitting
is 2.8 % and it is used as systematic uncertainty due to the acceptance.

In summary, the different contributions to the total systematic uncertainty are presented in
Fig.5.16 and Table.5.1. The largest contribution to the total systematic uncertainties comes from
the material budget (conversion) in front of the PHOS.

pT(GeV/c) 1.1 5.2 9 14 18

Raw yield extraction(%) 2.6 1.0 1.9 3.7 16.2
Background Estimation(%) 2.8 0.2 0.9 1.5 1.5

Conversion(%) 3.5 3.5 3.5 3.5 3.5
Acceptance(%) 2.8 2.8 2.8 2.8 2.8
Non-linearity(%) 5.2 3.1 3.1 3.1 3.1

Absolute energy scale(%) 1.5 3.0 3.3 3.5 3.6
Time-of-flight cut(%) 0.1 <0.1 <0.1 1.2 0.1

Total(%) 7.8 6.3 6.7 7.7 17.5

Table 5.1: Summary table of different contributions to systematic uncertainties

5.8 Systematic uncertainty in EMCal analysis

Systematic uncertainties for π0 and η meson measurement in p-Pb collisions at
√
sNN = 5.02 TeV

for EMCal analysis are estimated by varying the cut parameters (more description in Ref. [59]).
The variations are chosen such that a reasonable deviations can be accessed. All uncertainties
within one cut variation are calculated bin by bin as maximum negative or positive deviation from
the standard cut and then the average of the maximum deviations in both directions is taken as the
systematic uncertainty for this particular cut variation in the corresponding pT bin. Uncertainty
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Figure 5.11: PHOS hit map of clusters located 1 cells away from the closest bad channel
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Figure 5.12: PHOS hit map of clusters located 2 cells away from the closest bad channel
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Figure 5.13: PHOS hit map of clusters located 3 cells away from the closest bad channel
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Figure 5.14: Raw π0 yields if clusters located 1, 2 and 3 cells away from a bad channel are considered.
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Figure 5.16: Summary of different contributions to systematic uncertainties

on photon reconstruction is varied parameters of cluster formation, which are track matching, min-
imum cluster energy, the minimum number of cells of cluster and shower shape parameter M02.
Uncertainty related to meson reconstruction is estimated by varying parameters, opening angle
and rapidity range. Uncertainty due to material budget is estimated by comparing the results for
π0 spectrum in each module with and without Traditional Radiation Detector (TRD) in front of
EMCal, resulting in a 3 % uncertainty. The TRD material budget represents ≈ 1/2 of the total
material in front of EMCal, thus such an estimation does not allow to access the full uncertainty.
The next largest contribution would to the material should be the Time-Of-Flight detector (TOF),
which is so close to EMCal that most of the converted photons will still be reconstructed in the
same cluster. An initial estimation on this uncertainty is 5 %, which is added quadratically to the
uncertainty from the TRD material budget. Thus the systematic uncertainty related to the mate-
rial budget in front of EMCal is 5.83 %. Uncertainty due to yield extraction is estimated varying
the integration window for the signal extraction as well as the range for the normalization of the
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background. It contains a constant uncertainty of 4 % to account for the difference the validate
and pure reconstruction efficiency. The uncertainty of yield extraction is one of the largest sources.
Cluster energy calibration is estimated by using a different method to obtain cluster energy cor-

rection. The correction can be obtained by reconstructing π0 where both photons are reconstructed
with EMCal or one with EMCal and the other with PCM. The fully corrected spectra for the π0

using both correction methods give access to the systematic uncertainty. In addition, uncertainty
of 0.95 % is attributed to the cell timing cut. Once again, this uncertainty is obtained by comparing
the fully corrected spectra of the π0, where different cell timing cuts are applied. The standard
timing cut is |tcell| < 500 ns, and variation cuts are |tcell| < 100 ns and |tcell| < 200 ns.

5.9 Systematic uncertainty in PCM and PCM-Dalitz analyses

Systematic uncertainties for π0 and η meson measurement in p-Pb collisions at
√
sNN = 5.02

TeV for PCM [60] and PCM-Dalitz [61] analyses are estimated by varying the cut criteria within
reasonable ranges. Uncertainty due to material budget is estimated comparing measurements
without magnetic field to the standard measurements with magnetic field and used 9 % for PCM
analysis, and 4.5 % for PCM-Dalitz as only one photon is present in the Dalitz decay channel.
Uncertainty related to yield extraction is estimated the difference between originating range and a
narrow or a wider ranges for the integration window. Uncertainty of track reconstruction includes
the contribution from transverse momentum cut on the electrons and ratio of found the number of
TPC clusters to findable the number of TPC clusters. For PCM-Dalitz, in addition, it contains the
contribution from DCA cut, transverse momentum cut, ratio of found the number of TPC clusters
to findable the number of TPC clusters and the number of TPC clusters for primary electrons.
The cut criteria are different between primary electrons and non-primary electrons. Uncertainty
related to electron selection and hadron rejection contains the dE/dx cuts and momentum range
to apply the different number of σ. Contribution from background is estimated via variation of the
number of tracks in event mixing.

5.10 Summary of systematic uncertainties

Systematic uncertainties of π0 measurement for different methods are summarized in Tab.5.2. The
largest contribution to the total systematic uncertainties for PHOS and EMCal comes from the
material budget in front of the calorimeters, the raw yields extraction and the cluster selection cuts,
and that for PCM and PCM-Dalitz are the material budget and photon extraction. The systematic
uncertainties for the η meson measurement is slightly larger than π0 measurement. The reason is
that mainly the uncertainty related to the yield extraction increases. The systematic uncertainties
of the η/π0 ratio are evaluated independently such that the material budget uncertainty is canceled
out.
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PHOS EMCal PCM PCM-Dalitz
pT (GeV/c) 1.5 7.5 1.5 7.5 1.5 7.5 0.9 3.1

Material budget 3.5 3.5 5.8 5.8 9 9 4.5 4.5
Yield extraction 1.0 1.8 0.8 0.8 0.7 2.8 3.5 1.1
γ reconstruction 3.3 3.8 1.2 5.2 2.3 1.8
e+ / e− reconstruction 0.7 4.8 2.7 2.3
Track reconstruction 0.6 2.9 1.6 2.0

e+ / e− sec. rejection 4.5 2.8
Dalitz branching ratio 3.0 3.0

Cluster energy scale 1.8 3.2 3.0 3.0
Cluster non-linearity 3.2 3.1 1.0 1.3
Cluster shape 1.6 3.2

π0 reconstruction 1.6 1.8 0.4 1.5 1.9 2.0
Generator efficiency 4.0 4.0
Acceptance 2.8 2.8
Background estimation 2.8 1.1 0.3 2.1 1.8 2.0
Pile-up correction 0.3 0.3

Total 6.5 6.7 8.8 9.4 9.2 12.4 9.2 7.7

Table 5.2: Summary of systematic uncertainties of π0 measurement for PHOS, EMCal, PCM and
PCM-Dalitz

79



Chapter 6

Results

6.1 π0 and η meson invariant yield

The reconstructed π0 raw yield is converted to an invariant yield spectrum by applying the
acceptance and reconstruction efficiencies. The efficiencies are calculated by MC simulation which
are reproducing the real detector. The π0 invariant yield measured by PHOS in p-Pb collisions at√
sNN = 5.02 TeV is shown in Fig.6.1. The π0 invariant yield in p-Pb collisions at

√
sNN = 5.02
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Figure 6.1: The π0 invariant yield in p-Pb collisions at
√
sNN = 5.02 TeV
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TeV is fitted by the Tsallis parameterization as defined

1

2πpTNev

d2N

dpTdy
=

A

2π

(n− 1)(n− 2)

nC[nC +m(n− 2)]

1

c2
·
(
1 +

√
p2T +m2 −m

nC

)−n
, (6.1)

where A, C and n are fit parameters, and m is the meson rest mass. To measure the π0, the
ALICE experiment has individual ways, PHOS, EMCal, PCM and PCM-Dalitz. The π0 in PHOS
and EMCal are reconstructed by detecting photon pairs. The PCM and PCM-Dalitz reconstruct
the π0 via their photon decay channel π0 → γγ → e+e−e+e− and via their Dalitz decay channel
π0 → e+e−γ, respectively with using the ALICE inner detectors, the Inner Tracking System (ITS)
and the Time Projection Chamber (TPC). The comparison of the π0 invariant yield from the
individual analyses, PHOS, EMCal, PCM and PCM-Dalitz, is shown in Fig.6.2.

The PCM covers the low-pT region from 0.3 to 14 GeV/c and PHOS covers the high-pT region
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Figure 6.2: Comparison of π0 invariant yields in p-Pb collisions at
√
sNN = 5.02 TeV obtained by

the different methods.

from 1 to 20 GeV/c. PHOS, EMCal, PCM and PCM-Dalitz analyses are consistent within their
uncertainties for almost entire pT.

Individual four π0 invariant yields in p-Pb collisions are combined to a common invariant yield.
Since all π0 analyses do not cover the same pT range and do not have the same pT binning,
the finest possible binning for the combined yield is chosen. The two last EMCal points do not
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contribute to the combination as the MC efficiencies suffer from too low statistics and are just not
reliable there. The yields are combined bin by bin with weight according to their statistics and
systematic uncertainty. For η meson, invariant yields measured by EMCal and PCM are combined
to a common invariant yield with same procedure. The combined invariant π0 yield normalized to
the total number of NSD collisions with a normalization factor of 96.4 ± 3.1 % [54]. The combined
π0 and η meson invariant differential yields in p-Pb collisions at

√
sNN = 5.02 TeV is shown in

Fig.6.3. The combined π0 yields are measured by PHOS, EMCal, PCM and PCM-Dalitz within
the pT range 0.3 − 20 GeV/c and the combined η meson yields are measured by EMCal and PCM
within the pT range 0.7 − 20 GeV/c. There is not enough statistics and small acceptance for
η meson measurement in PHOS and PCM-Dalitz. The invariant yields are fitted by the Tsallis
function 6.1 and the ratio of measured yield to the corresponding fit is shown in the bottom panel
of the Fig.6.3. The Tsallis fit describes well the meson yield and the fit parameters and χ2/NDF
are collected in Tab.6.1. The fit is used to perform bin shift correction in x-direction for the finite
bin width of spectrum. Ratio of individual π0 (left plot) and η meson (right plot) invariant yield
to the Tsallis fit to combined yield are presented in Fig.6.4

A C (GeV/c) n χ2/NDF

π0 spectrum fit 8.20 ± 0.44 0.17 ± 0.01 7.19 ± 0.09 0.43
η spectrum fit 0.91 ± 0.13 0.27 ± 0.02 7.50 ± 0.39 0.31

Table 6.1: Tsallis fit parameters of π0 and η meson invariant yield in p-Pb collisions

Figure 6.5 presents comparison of combined invariant yields for the π0 and η meson to EPOS3
theoretical calculations. The model calculation reproduces well the π0 yields in entire pT range
but pT > 10 GeV/c, and overestimates the data by a few percent in this region. For η meson, the
model reproduces the yields in only intermediate-pT region, 2.5− 4 GeV/c. Differences of 40 % at
a maximum are observed in low-pT, and the model calculation is overestimated the data by almost
a factor 2 at pT > 10 GeV/c.

6.2 η/π0 ratio

The η/π0 ratio in p-Pb collisions has been measured and it is shown in Fig.6.6. The pT binning of
the π0 is coordinated and reconstructed in the same binning as the η meson in this calculation. The
ratio is calculated individually with PCM and EMCal and then combined because some systematic
uncertainties of the yield measurement cancel this way. The ratio in p-Pb collisions increases with
pT in the low-pT region below 4 GeV/c and reaches a plateau of 0.47 ± 0.02 in the high-pT region
from 4 GeV/c. The plateau value for η/π0 ratio in the world result reaches 0.48 ± 0.03 (0.47 ±
0.03) above 2 GeV/c measured in pp (d-Au) collisions with PHENIX [69] and agrees with the world
η/π0 ratio for pp, p-A and A-A collisions. Figure 6.6 is compared to the ALICE pp measurement
at

√
s = 7 TeV [32] and it is good agreement between pp and p-Pb collisions. In addition, ALICE

has measured η/π0 ratio in Pb-Pb collisions with two centrality classes (0 − 10 % and 20 − 50 %
centrality classes) [34] and K±/π0 ratio in central Pb-Pb collisions [36], and η/π0 ratio in p-Pb
collisions is consistent with them. It means that the ratio does not depend on the collision system
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and the collision energy.
Moreover, the data is compared to the η/π0 ratio with mT scaling (transverse mass: mT =√

p2T +m2) [70]. Identified particle spectra are described successfully by a universal parameteriza-

tion. This phenomenon is known as mT scaling. The Tsallis fit to the combined π0 yield is used
as parameterization and the η meson yield is calculated as

E
d3N η

dp3
= Cm · fπ0(

√
p2T +m2

η) (6.2)

with an absolute normalization factor Cm = 0.48±0.03. The shown ratio is the fraction of this mT

scaled η meson yield and the π0 with the Tsallis fit. The mT scaling curve has good description
of measured ratio above 4 GeV/c, but discrepancy between measured ratio and the mT scaling is
observed in low-pT region. Therefore measured η meson yield especially at low-pT is crucial as mT

scaling from the measured π0 yield fails to describe the η meson correctly. Comparison to EPOS3
model calculations is shown in the right of Fig.6.6. The model calculation is good description
for data in low-pT region and is closer than the mT scaling prediction. However, it continues to
increasing instead of reaching a plateau behavior observed in data. This model is nonetheless able
to describe the charged pions and charged kaons spectra.

6.3 Nuclear modification factor

The modification of the hadron yields for different pT intervals in p-Pb collisions with respect to
pp collisions can be quantified with the nuclear modification factor,

RpPb(pT) =
d2N /dpTdy |pPb

〈TpPb〉 × d2σ/dpTdy |pp , (6.3)
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where the nuclear overlap function 〈TpPb〉 is related to the average number of inelastic proton-
nucleon collisions, calculated by applying the Glauber model, which gives

〈TpPb〉 = 〈Ncoll〉/σNN = 0.0983± 0.0035 mb−1, (6.4)

with the number of binary nucleus-nucleus collisions 〈Ncoll〉 = 6.9± 0.7 and the production cross
section in pp collisions σNN = 70± 5 mb [22]. There is no reconstructed pp spectrum for referenced
π0 cross section at

√
s = 5.02 TeV. So we calculated it by interpolation of invariant π0 cross section

in pp collisions at
√
s = 2.76 TeV and 7 TeV.

It is found out that the
√
s = 7 TeV data still includes some pile-up influence which is not

known at the time of the publication. The pile-up effect for the interpolated π0 spectrum and the
π0 RpPb is estimated. For PHOS measurement, it is assumed

√
s = 7 TeV π0 spectrum has −5

% difference at a maximum by influence of pile-up correction, and added −5 % uniformly to the
π0 spectrum in pp collisions at

√
s = 7 TeV. The interpolated π0 spectrum with pile-up correction

has about 3 % difference as compared to one without pile-up correction in Fig.6.7. The π0 RpPb

which is calculated by the interpolated spectrum with and without adding −5 % as assumption
of pile-up correction has about 3 % difference, shown in Fig.6.8. In the result of estimation for
pile-up correction, the pile-up effect is less than about 25 % of the systematic uncertainty and is
within the statistical uncertainty. The pile-up effect on the RpPb is even smaller. In addition, the
pile-up effect is also considered from another approach by PCM measurement. The ratio between
the invariant π0 cross section in pp collisions at

√
s = 7 TeV with and without applied pile-up

correction is shown in Fig.6.9. Except for the very low-pT part, the differences on the PCM RpPb

are of the order of 2 % which is well covered within the systematic uncertainties. As the pile-up
effect mainly influences the lowest pT region, it has been decided to reject this part in the combined
RpPb and perform a cut at 1 GeV/c.
In the estimation of interpolated π0 spectrum as input, it is fitted the π0 cross section in pp

collisions at
√
s = 2.76 TeV and 7 TeV in each pT bin by a function of power law f(x) = A× xB

where A and B are free parameters. Evaluated the π0 cross section at
√
s = 5.02 TeV is shown in

Fig.6.10. The referenced data to calculate the interpolated spectrum for the PHOS measurement
is used π0 spectrum measured by PHOS only, not combined π0 spectrum. Figure 6.11 shows the
interpolated π0 cross section at

√
s = 5.02 TeV and the π0 cross section at

√
s = 2.76 TeV and

7 TeV. The π0 RpPb is calculated individually in each method and combined them to the final
result of RpPb instead of calculating the combined RpPb directly from the combined π0 spectrum.
The PHOS part of the published pp spectra is used as input for the reconstruction of the PHOS pp
reference, and the PCM part of the published pp spectra is used as input for that of the PCM pp
reference. As there is no own pp reference for the EMCal and PCM-Dalitz analyses, the combined
PHOS and PCM published pp spectra are used as input for EMCal, and the PCM part of the pub-
lished pp spectra are used as input for PCM-Dalitz which allows to partially cancel out the material
budget uncertainty. This approach has advantages. For the PHOS analysis, uncertainties for the
material budget, non-linearity and global energy scale partially cancel out. For PCM analysis, the
material budget uncertainty completely cancels out. The individual π0 RpPb measured by different
methods are shown in Fig.6.12 For the combination of the individual RpPb, the same procedure
is used as for the combined meson spectra. The result of combined RpPb is shown in Fig.6.13. The
uncertainties of the p-Pb and pp spectra are added in quadrature, separately for the statistical and
systematic uncertainties. The uncertainty of the TpPb is shown as overall normalization uncertainty
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Figure 6.9: Ratio between the pp collisions at
√
s = 7 TeV invariant π0 cross section with and

without applied pile-up correction.

represented as blue box around unity at low-pT. As described before, the combined RpPb is not
shown below a pT of 1 GeV/c due to the missing pile-up correction in the published pp data at√
s = 7 TeV. The π0 RpPb increases with pT in the low-pT region and consists with unity at pT

> 2 GeV/c within uncertainties. At the low-pT region (pT < 3 GeV/c), RpPb increment at low-pT
is attributed to a soft physics (Npart scaling) not due to Ncoll scaling. It seems that there is a
slight enhancement (less than 10 %) of the Cronin effect at pT ∼ 3− 4 GeV/c due to initial-state
multiple scattering or anti-shadowing. The result that RpPb consists with unity indicates that
particles production in p-Pb collisions can be explained by that scaled in pp collisions. Therefore
there is negligible or no system size dependence in collision for the initial-state effects to modify
pT-spectrum of the π0.
For comparison, Fig.6.14 presents the RpPb calculated with combined π0 spectrum as input. At

the time of verifying this difference, it was not fully considered canceling the systematic uncertain-
ties. We focus only on the difference of their magnitudes. The results for two approaches (one
is method using combined π0 p-Pb spectrum and published pp spectrum and another is method
using individual RpPb and combining them) are agreement.
In Fig.6.15 and 6.16, the nuclear modification factor for π0 in p-Pb collisions is compared to

the nuclear modification factor for π± [71] and charged particles [22] in p-Pb collisions at
√
sNN =

5.02 TeV and also to that for π0 [2] and π± [36] in central (0 − 5 % centrality) Pb-Pb collisions
at

√
sNN = 2.76 TeV. The π0 RpPb is good agreement with the RpPb for π± and charged particles

for the entire pT range. It means that the π0, π± and charged particles have same production
mechanism. Strong suppression of high-pT π0 observed in central Pb-Pb collisions is not observed
in π0 measurement in p-Pb collisions at

√
sNN = 5.02 TeV.

Figure 6.17 represents comparison of RpPb and RdAu for π0 in d-Au collisions at
√
sNN = 200 GeV

with minimum bias trigger measured by RHIC-PHENIX. There is no obvious difference between
RpPb and RdAu for π0.
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Figure 6.14: Difference between combined individual RpPb and RpPb from combined π0 spectra

The π0 RpPb is compared to pQCD NLO model predictions in Fig.6.18. The predictions are
calculated by EPS09s that is a set of spatially dependent nPDFs and three different FF: KKP [72],
AKK [73], fDSS [74] which do not lead to a significant difference in the RpPb. KKP is FF for π±,
K± and proton at both LO and NLO calculations, AKK is FF for π±, K±, proton, anti-proton,
K0

s and Λ/Λ̄ at NLO calculation, and fDSS is FF for π0, π±, K± and K0
s at NLO calculation

with their uncertainties. The CGC calculation is able to reproduce the RpPb. All shown model
predictions describe the data satisfactorily although the data points slightly exceed both predictions
for intermediate-pT region, 2− 4 GeV/c. So there may be a small enhancement, not visible when
comparing to unity, but compared to the models that do not predict the RpPb being at one in this
pT region. Therefore I conclude the suppression observed in Pb-Pb collisions comes from final-state
effects such as hot and dense matter rather than initial-state effects.
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Figure 6.15: The π0 nuclear modification factor in p-Pb collisions as compared to other particles
with different collision system and energy in ALICE
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Figure 6.16: Summary of the π0 nuclear modification factor in p-Pb collisions as compared to other
particles with different collision system and energy in ALICE

92



)c(GeV/
T
p

0 2 4 6 8 10 12 14 16 18 20

N
uc

le
ar

 M
od

ifi
ca

tio
n 

Fa
ct

or

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
 = 5.02 TeV NNs, p-Pb, 0π

 = 200 GeV, MBNNs, PHENIX, d-Au, 0π

this thesis

Figure 6.17: Comparison of π0 RpPb by ALICE and π0 RdAu by RHIC-PHENIX

)c (GeV/
T
p

0 2 4 6 8 10 12 14 16 18 20

p-
Pb0 π

R

0.5

1.0

1.5

EPS09s KKP NLO
EPS09s AKK NLO
EPS09s fDSS NLO
EPS09s fDSS errors
JHEP 1207 (2012) 073

CGC
Phys.Rev. D88 (2013) 114020

 = 5.02 TeVNNsNSD, p-Pb 

ALICE Preliminary

ALI−PREL−108137

Figure 6.18: The π0 RpPb compared to pQCD NLO calculation using the nPDF EPS09s and three
different FF (KKP, AKK, and fDSS) and CGC prediction. The yellow band corresponds to the
uncertainties calculated using only fDSS.

93



Chapter 7

Conclusion

This paper presents measurement of the π0 and η meson production in p-Pb collisions at
√
sNN =

5.02 TeV and the nuclear modification factor (RpPb) for π
0 from the LHC-ALICE experiment for

the first time. The π0 invariant yield is measured in pT range of 0.3− 20 GeV/c by individual four
methods via the ALICE electromagnetic calorimeters, PHOS and EMCal, and photon conversion
methods (PCM and PCM-Dalitz), and the η meson invariant yield is measured in pT range of
0.7− 20 GeV/c via EMCal and PCM. I contributed to this analysis via using the PHOS detector.
The final spectra are achieved via combination of individual analyses with weight according to their
uncertainties. Both π0 and η meson invariant yields are a nice agreement by the Tsallis fit and all
measurements are consistent with each other within the uncertainties. The EPOS3 event generator
reproduces well in the almost entire pT region for π0 and the intermediate-pT region for η meson.
But it does not describe high-pT region (pT > 10 GeV/c) for both π0 and η meson.
The η/π0 ratio increases at pT < 4 GeV/c and arrives a plateau of 0.47 ± 0.02 at pT > 4 GeV/c. It

is consistent with the ALICE pp and Pb-Pb measurements and the world results. The mT scaling
for the η/π0 ratio is good description at pT > 4 GeV/c, but the discrepancy is observed in low-pT
region. The EPOS3 generator is good reproduction for data in low-pT region and is closer than the
mT scaling prediction. But it fails to reproduce data in high-pT region.
The π0 nuclear modification factor in p-Pb collisions increases in low-pT region and consists with

unity at pT > 2 GeV/c. It is not observed particle yield suppression as observed in Pb-Pb colli-
sions and system size dependence for the initial-state effects to modify pT-spectrum of the π0. In
addition, the π0 nuclear modification factor in p-Pb collisions at LHC energy and in d-Au collisions
at RHIC energy have no obvious difference. Theoretical model via using EPS09s NLO calculations
and CGC model calculation are able to describe RpPb. These results provide direction that strong
suppression of high-pT π0 observed in Pb-Pb collisions comes from final-state effects due to parton
energy loss in the hot QCD medium rather than initial-state effects.
However, in this time, I studied about the π0 measurement in p-Pb collisions with only minimum

bias triggered data and am unaware of data with high energy photon triggered events, high mul-
tiplicity events and different centrality classes, especially most central collisions due to a lack of
statistics and small detector acceptance. Since operation of the LHC-Run2 has started from the
Spring of 2015, the ALICE experiment has recorded data with LHC full energy, in pp collisions at√
s = 13 TeV, in p-Pb collisions at

√
sNN = 8 TeV and in Pb-Pb collisions at

√
sNN = 5.02 TeV.
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Moreover all detectors are restored and improved. The PHOS detector improved readout speed
so that it can be accommodated to high rate data taking and also achieved wide acceptance by
installing additional half module. I expect the LHC-Run2 data enables more precise measurements
in distinguishing events as described above.
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.1 Run list

Run index Run number Run period

0 195344 LHC13b

1 195346 LHC13b

2 195351 LHC13b

3 195389 LHC13b

4 195390 LHC13b

5 195914 LHC13b

6 195478 LHC13b

7 195479 LHC13b

8 195480 LHC13b

9 195481 LHC13b

10 195482 LHC13b

11 195483 LHC13b

12 195529 LHC13c

13 195531 LHC13c

14 195532 LHC13c

15 195566 LHC13c

16 195567 LHC13c

17 195568 LHC13c

18 195592 LHC13c

19 195593 LHC13c

20 195596 LHC13c

21 195633 LHC13c

22 195635 LHC13c

23 195644 LHC13c

24 195673 LHC13c

25 195675 LHC13c

26 195677 LHC13c
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Figure 1: Invariant mass distribution with the Gaussian fit in the real data 1
Signal and background(black line), scaled background estimated by event mixing method(blue),
and signal after background subtraction(red) with the Gaussian fitting in p-Pb collisions at

√
sNN

= 5.02 TeV
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Figure 2: Invariant mass distribution with the Gaussian fit in the real data 2
Signal and background(black line), scaled background estimated by event mixing method(blue),
and signal after background subtraction(red) with the Gaussian fitting in p-Pb collisions at

√
sNN

= 5.02 TeV
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Figure 3: Invariant mass distribution with the Crystal Ball fit in the real data 1
Signal and background(black line), scaled background estimated by event mixing method(blue),
and signal after background subtraction(red) with the Crystal Ball fitting in p-Pb collisions at√

sNN = 5.02 TeV
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Figure 4: Invariant mass distribution with the Crystal Ball fit in the real data 2
Signal and background(black line), scaled background estimated by event mixing method(blue),
and signal after background subtraction(red) with the Crystal Ball fitting in p-Pb collisions at√

sNN = 5.02 TeV
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Figure 6: Invariant mass distribution with the Gaussian fit in the DPMJET 1
Signal and background(black line), scaled background estimated by event mixing method(blue),

and signal after background subtraction(red) with the Gaussian fitting in the DPMJET
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Figure 7: Invariant mass distribution with the Gaussian fit in the DPMJET 2
Signal and background(black line), scaled background estimated by event mixing method(blue),

and signal after background subtraction(red) with the Gaussian fitting in the DPMJET
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Figure 8: Invariant mass distribution with the Crystal Ball fit in the DPMJET 1
Signal and background(black line), scaled background estimated by event mixing method(blue),
and signal after background subtraction(red) with the Crystal Ball fitting in the DPMJET
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Figure 9: Invariant mass distribution with the Crystal Ball fit in the DPMJET 2
Signal and background(black line), scaled background estimated by event mixing method(blue),
and signal after background subtraction(red) with the Crystal Ball fitting in the DPMJET

111



)c (GeV/
T
p1 10

/N
D

F
2 χ

1

10

/NDF in the Gaussian fitting2χ /NDF in the Gaussian fitting2χ

)c (GeV/
T
p1 10

/N
D

F
2 χ

1

10

/NDF in the Crystal Ball fitting2χ /NDF in the Crystal Ball fitting2χ

Figure 10: χ2/NDF of the fitting in the DPMJET

112



^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

2

4

6

8

10

12

14

(GeV/c)<1.20
T

1.00<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

5

10

15

20

25

(GeV/c)<1.40
T

1.20<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

5

10

15

20

25

(GeV/c)<1.60
T

1.40<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

5

10

15

20

25

(GeV/c)<1.80
T

1.60<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

2

4

6

8

10

12

14

16

18

20

(GeV/c)<2.00
T

1.80<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

2

4

6

8

10

12

14

(GeV/c)<2.20
T

2.00<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

2

4

6

8

10

(GeV/c)<2.40
T

2.20<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

1

2

3

4

5

6

7

8

(GeV/c)<2.60
T

2.40<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

1

2

3

4

5

6

(GeV/c)<2.80
T

2.60<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

1

2

3

4

5

(GeV/c)<3.00
T

2.80<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

0.5

1

1.5

2

2.5

3

3.5

(GeV/c)<3.20
T

3.00<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

0.5

1

1.5

2

2.5

(GeV/c)<3.40
T

3.20<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

(GeV/c)<3.60
T

3.40<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

(GeV/c)<3.80
T

3.60<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

0.2

0.4

0.6

0.8

1

1.2

(GeV/c)<4.00
T

3.80<p

Figure 11: Invariant mass distribution with the Gaussian fit in the added signals 1
Signal(black) with the Gaussian fitting in the added signals
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Figure 12: Invariant mass distribution with the Gaussian fit in the added signals 2
Signal(black) with the Gaussian fitting in the added signals

114



^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

2

4

6

8

10

12

14

(GeV/c)<1.20
T

1.00<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

5

10

15

20

25

(GeV/c)<1.40
T

1.20<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

5

10

15

20

25

(GeV/c)<1.60
T

1.40<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

5

10

15

20

25

(GeV/c)<1.80
T

1.60<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

2

4

6

8

10

12

14

16

18

20
(GeV/c)<2.00

T
1.80<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

2

4

6

8

10

12

14

(GeV/c)<2.20
T

2.00<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

2

4

6

8

10

(GeV/c)<2.40
T

2.20<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

1

2

3

4

5

6

7

8

(GeV/c)<2.60
T

2.40<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

1

2

3

4

5

6

(GeV/c)<2.80
T

2.60<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

1

2

3

4

5

(GeV/c)<3.00
T

2.80<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

0.5

1

1.5

2

2.5

3

3.5

(GeV/c)<3.20
T

3.00<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

0.5

1

1.5

2

2.5

(GeV/c)<3.40
T

3.20<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

(GeV/c)<3.60
T

3.40<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

(GeV/c)<3.80
T

3.60<p

^2)c (GeV/
γγ

m
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

2
E

ve
nt

s/
2 

M
eV

/c

0

0.2

0.4

0.6

0.8

1

1.2

(GeV/c)<4.00
T

3.80<p

Figure 13: Invariant mass distribution with the Crystal Ball fit in the added signals 1
Signal(black) with the Crystal Ball fitting in the added signals
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Figure 14: Invariant mass dstribution with the Crystal Ball fit in the added signals 2
Signal(black) with the Crystal Ball fitting in the added signals
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