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Chapter 1

Introduction

1.1 Background

1.1.1 High-speed Vision

With the development of digital technology, many vision systems have been applied

to various fields, such as robot feedback control, industrial inspection, biomedical, and so

on. However, due to the low sampling rate, most of vision systems follows standard

video signals (NTSC 30 f ps / PAL 25 f ps), these systems are not suitable for high-

speed phenomena like factory automation high-speed production line, visual servoing，

and high-speed object tracking. Many research has been reported recently to improve the

working frame rate of vision systems,.

To improve the sampling rate of image information transmission from photo-detectors

(PD) to precessing elements (PE), vision chips implemented by integrating sensors and

processors compactly has been reported, which can capture image at 1000 fps or more

in real time. Bernard et al. proposed an on-chip array of bare Boolean processors with

halftoning facilities and developed a 65×76 Boolean retina on a 50 mm2 CMOS 2 µm

circuit for the imager of an artificial retina [1]. Eklund et al. [2] proposed a concept of

near-sensor image processing (NSIP) with a description of a method that can implement

a two-dimensional (2-D) image sensor array with processing capacity in every pixel. A

S3PE(simple and smart sensory processing elements) vision chip architecture with each

PE connected to a PD without scanning circuits is proposed by Ishikawa et al. [3, 4] for

high-frame-rate image processing. Komuro et al. proposed a dynamically reconfigurable

1
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Figure 1.1: Hiroshima Hyper Human Vision

single-instruction multiple-data (SIMD) processor for a vision chip and developed a pro-

totype vision chip based on their proposed architecture, which has 64×64 pixels in a 5.4

mm 5.4 mm area fabricated using the 0.35 µm TLM CMOS process [5]. Ishii et al. pro-

posed a new vision chip architecture specialized for target tracking and recognition, and

developed a prototype vision chip using 0.35 µm CMOS DLP/TLM(3LM) process [6].

There are also some research groups attempt to execute high-speed image process-

ing on Field Programmable Gate Array (FPGA) board, which can connect to high-speed

camera head and communicate with external device at high speed. Hirai et al. developed

an flexibility FPGA-based vision system using the logic circuit to implement the image

algorithm [7]. Watanabe et al. [8] proposed a high-speed a high-speed vision system that

can measure moving/deforming objects in real time at a rate of 955 f ps with a resolu-

tion of 256×256. A H3(Hiroshima Hyper Human) Vision [9], as shown in Figures 1.1,

is reported by Ishii et al. which can process a 1024×1024 pixels image at 1000 f ps and

a 256×256 pixels image at 10000 f ps by implementing image processing algorithms as

hardware logic on a dedicated FPGA board. In the latest two years, Ishii et al. developed

a high-speed vision system called IDP Express, which can execute real-time image pro-

cessing at a rate from 2000 f ps (512×512 resolution) to 10000 f ps (512×96 resolution),

and high frame rate video recording simultaneously [10].

At present, lots of applications on the basis of high-speed vision system have been

reported. Yamaoto et al. proposed a finger-tapping interface called FINGERTAP, which

can estimate the contact states and forces on human fingertips in real time by using only
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Figure 1.2: HFR multi-object extraction based on cell-based labeling

the fingertip positions measured by high-speed vision cameras [11]. Ishii et. al. proposed

a concept for the real-time target tracking of vibrating objects to extract vibration image

regions using digital filters at all the pixels in an image, assuming that periodic changes in

image intensities exist at pixels around vibrating objects by using 1000 fps vision system

[12]. Nakabo et al. developed a 1 ms vision system, which has a 128×128 PD array and

an all parallel processor array connected to each other in a column parallel architecture,

for 1 ms cycle-time for visual servoing and applied it to high-speed target tracking [13].

Nakabo et al. developed a 3D target tracking/grasping system, which are composed of

a 1ms feedback rate using two high-speed vision systems called column parallel vision

(CPV) systems and a robot hand arm [14]. Namiki et al. developed a high-speed three-

fingered robotic hand controlled by a massively parallel vision system (CPV system) for

robot catching [15]. Shiokata et al. proposed a strategy called ”dynamic holding” and

developed a experimental robot dribbling using a high-speed multi-fingered hand and

a high-speed vision system [16]. Mizusawa et al. used high-speed vision servoing to

tweezers type tool manipulation by a three-finger robot hand [17]. Chen et al. reported

a novel method for accurate optical flow estimation in real time for both high-speed and

low-speed moving objects based on high-frame-rate (HFR) videos [18]. Gu et al. pre-

sented a HFR vision system that can automatically control its exposure time by executing

brightness histogram-based image processing in real time at a high frame rate [19]. Nie

et al. developed a real-time scratching behavior quantification system for laboratory mice
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using high-speed vision [20]. Figures 1.2 presents a 2000 fps multi-object feature extrac-

tion system based on FPGA implementation of the cell-based labeling algorithm, which

is suitable for hardware implementation and only few memory is required for multi-object

feature extraction [21].

1.1.2 Vision-Based 3D Shape Measurement

Vision-based 3D shape measurement is a hot topic in computer vision with various

applications ranging from industrial inspection for production line and reverse engineer-

ing to object recognition, tracking and grasp in robot control. Existing vision-based 3D

shape measurement are classified into two different categories: active and passive depend-

ing on involving other devices or not.

In the active measurement method, a device is used to emit some kind of light

or laser to the surface of the measured scene, while a synchronized camera is used to

capture the deformation image. By using the geometric proprieties between camera and

emission device and triangulation principle, the 3D shape of target scene can be obtained

accurate [22]. Depending on the emission device, many measurement methods, such as

time of flight, light section, and structured light have been reported. In the time-of-flight

method, a laser is used to emit a pulse of light and the amount of time before the reflected

light is seen by a detector is measured [23]. The light section method makes use of the

light-section projecting a line-laser beam on the surface of an object The structured light

method acquire the 3D shape of a target scene by illuminating it using light pattern with a

certain strategy. According to the method to encode the light pattern, single-shot projec-

tion method and time-varying projection method have been reported. Figures 1.3 present

an example of Gray-code projection method. In this method, a series black and white

light pattern with binary information is projected onto the measured scene sequentially,

such that each point on the surface of scene processes a unique binary code sequence that

different with any other code sequence. Once all the correspondence between the points

in light pattern and the points in captured image is established, the 3D shape coordinates

can be computed based on the geometric property between camera and projector. In the
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Figure 1.3: HFR multi-object extraction based on cell-based labeling

passive 3D measurement techniques, a point is imaged from various viewpoints and there

is a displacement between the image point in the first image and the one in the second

images. This kind of displacement is inversely proportional to distance and may there-

fore be used to compute 3D geometry. Given a correspondence between imaged points

from two known viewpoints, it is possible to compute depth by triangulation [24]. This

method has the advantages of simplicity and applicability because there is no involvement

of complicate instrument [25]. However, the reconstruction quality is still a major issues

for passive 3D measurement method, since the channelling existed in the finding accurate

correspondence between stereo images [26].

1.2 Related Works

1.2.1 Coded Structured Light Illumination Method

Various methods [37, 30] have been investigated over the past decades to exploit

3D measurement systems focusing on simultaneous 3D extraction and rapid display, yet

improving the accuracy and execution speed still pose a major challenge to improve their

performance. Through projecting light patterns using certain codification strategies, a
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structured light system realizes fast, robust, and accurate measurement with a significantly

reduced corresponding complexity [29, 30, 31]. By characterizing them according to the

domain in which corresponding features are conducted, structured light systems can be

divided into the following correspondence categories [38]: spatial domain, time domain,

and spacetime domain.

In the first category, techniques using one-shot projection encode the codeword

purely in the spatial domain; correspondence is established by searching similar features

in the light patterns and captured images via a spatial window. The Microsoft Kinect

[88] is a commercial product that can acquire the 3D shapes of the scenes to be measured

at 30 fps by using a spatially coded infra-red light pattern with an assumption of local

smoothness. The use of Hamming color code pattern [39] was reported for dense and

robust one-shot scanning; its execution time was accelerated up to 12.12 ms by using 2

GPUs. Another real-time 3D sensor based on color pattern that employs local color edge

patterns for encoding was presented by Forster [34]. Some other types of light patterns

with a space grid [40, 41] or parallel lines [42], where typically the correspondence is es-

tablished using geometric constraints, were also reported. These systems become unstable

when color or texture exists on the surface of object, while they are also not very effec-

tive in real-time processing because of their high computational complexity. Multi-spot

projection is another type of single-shot projection method that can acquire the 3D shape

of moving objects without considering the smoothness of the local surface [43, 44, 45].

However, the extracted spot cannot be distinguished in some exceptional cases, such as

where an out-of-camera view or occlusion exists, which degrades the performance of this

method.

For the correspondence in time domain, the codeword is generated by successive

light patterns, such as a Gray-code light pattern [70] and sinusoidal fringe pattern [47]. In

these methods, the decoding procedure is not complete until all the patterns have been pro-

jected. Kumagai [48] proposed a 3D measurement system using active stereovision based

on light section and phase shift. Gao et al. [67] developed a real-time structured light

3D scanner that can generate 512 × 512 depth images at 500 fps using 8-bit Gray-code

light patterns, which has been expanded to be a real-time projection mapping system [68].
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Liu et al. reported a high-speed 3D vision with a motion compensation algorithm [51].

Some real-time 3D shape measurement systems [53, 52, 54, 55] based on phase-shifting

method have also been reported recently. Using the sequential projection technique, HFR

processing is feasible; however, synchronization errors occur when a moving object is

measured.

Spacetime stereo realizes feature correspondence with both spatial and temporal

appearance variation [38, 56]. A scanning system [57] based on time-coding boundaries

between projection stripes and a boundary tracking algorithm was reported that provides

range scanning of moving objects. Zhang [58] proposed a projection technique with

a sequence of time-shifted patterns and a small temporal window to locate projection

stripe. Weise [59] reported a fast 3D scanning system that combines stereo and active

illumination. These systems reduce ambiguity and increase accuracy by exploring the

benefits offered by the spatial and time domains, however, the execution time of these

systems restricts the moving speed of target object.

1.2.2 Projection Mapping

Projection mapping is the concept of superimposing computer graphics onto the

physical world. It has been widely used as a human-computer interface to enhance the

viewing experience of the external surrounding environment or offer a natural and in-

tuitive mode. In addition, without a high reliance on equipment restricting the human

being’s actions, projection mapping gives a better immersion. A number of previous

studies have been explored to improve user experiences in various fields, such as surgical

operation, entertainment, and industry.

Projector-guided painting [79] is an interactive system for guiding artists to paint

using a multi-projector to control the appearance of the artist’s canvas. The IllumiRoom

reported by B. Jones et al. [80] augments the area surrounding a television with projected

computer graphics to enhance gaming experiences. R. Raskar et al. [81] created a simple

procedure to render the surface of an object using new calibration and illumination tech-

niques whose effectiveness was evaluated by shader lamps, tracked object illumination,
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and so on. H. Yoo and H. Kim [82] reported research on media arts using projection map-

ping, which has impressive performance with regard to attracting viewers’ attention. N.

Sakata [83] reported research on mobile interfaces using a body-worn projector and cam-

era for providing awareness and explicit information. Similar studies, such as The Virtual

Case [84] and Light Wall [85], were also reported. These above mentioned studies mainly

focus on static scenes that are considered as display devices.

For projection mapping on moving objects, D. Kim [86] reported a real-time pro-

jection mapping for a flexible object on the musical stage, which projects various textures,

patterns, and images onto a moving actor’s costume. The Beamatron [87], a steerable AR

system, can project graphics onto the surfaces of moving objects in real-time by using

a Microsoft Kinetic [88] as a depth sensor. A projector-based augmented-reality system

[89] has been reported to offer an intuitive real-time intra-operative orientation in intersti-

tial therapy. In order to reduce the delay time in projection mapping systems for dynamic

scenes, a time-delay compensation algorithm [90] and a screen object-tracking algorithm

[91] have been presented. The Lumpien system [77, 92], consisting of a projector and

a Saccade Mirror [93], can project light patterns onto high-speed moving objects, like

a bouncing ball, by using hue-saturation-value (HSV) information to detect the target

objects without considering their 3D shapes.

1.3 Outline of Thesis

The thesis is structured as followed.

Chapter 1 introduces the development and applications of high-speed vision, and

vision based 3-D shape measurement. The related works of coded structured light illumi-

nation method and projection mapping are described in detail.

Chapter 2 presents concepts of blink-spot projection method, motion-compensated

stripe projection method, real-time projection mapping system and fast 3D shape scanner.

Chapter 4 describes the algorithm of blink-spot projection method in detail, and

the performance of this method is verified by implementation on a real-time, HFR 3D

shape measurement system, which consists of a high-speed vision platform and an LCD
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projector.

Chapter 3 introduces a motion-compensated stripe projection method and imple-

mented scanner that can remarkably reduce the synchronization errors in the structured-

light-based measurement, which are encountered in the projection of multiple light pat-

terns with different timings.

Chapter 5 reports on the development of a projection mapping system that can

project RGB light patterns that are enhanced for 3D scenes using a GPU-based HFR

vision system synchronized with HFR projectors. The depth image processing is accel-

erated by installing a GPU board for parallel processing of a gray-code structured light

method using infrared (IR) light patterns projected from an IR projector. Using the com-

puted depth images, suitable RGB light patterns to be projected are generated in real time

for enhanced application tasks.

Chapter 6 reports on the development of a fast 3D shape scanner that can output

3D video at 250 fps using two HFR camera-projector systems with an implementation

of 10-bit Gray co de light pattern encoded in both horizontal and vertical. The 3D data,

which is extracted by the two camera-projector systems and accelerated by installing a

GPU board for parallel processing of structured light illumination, are registered together

to obtain an entire shape.

Chapter 7 will summarize the contributions of this study and discuss the future

work. In future work, we plan to combine the blink-spot projection method and motion-

compensated stripe projection method to extend its applicability to various applications

such as robot feedback control, fast recognition, and industrial inspection.





Chapter 2

Concepts

2.1 Concept of Motion-compensated Stripe Projection Method

When the 3-D shape of moving scene is observed using the coded structured light

approach with multiple light patterns projected at different timings, the synchronization

errors are caused by misreading the light patterns projected at different points on the object

one as those at the same point. To minimize such synchronization errors, we introduce

a motion-compensated coded structured light method for fast and accurate 3-D shapes

measurement of high-speed moving scenes, which is based on the following concepts:

(a) Motion-compensated structured light coding

In the conventional coded structured light approach with multiple light patterns

with different timings, the 3-D shape is computed by triangulation based on the space

code value of structured light patterns, which are projected from the projector, and the

pixel position on the image sensor. When there is a relative motion between the camera-

projector coordinate system and the object one, synchronization errors would occur in

space code acquisition, since the projected light patterns at different multiple points on

the object to be measured are misregarded as the same point in space code acquisition.

Fig. 2.1(a) illustrates the synchronization errors in space code acquisition when the object

to be measured is moving. The light patterns projected at points A and B on the object,

which are observed at the same pixel on the image sensor with different timings, are mis-

corresponded in space code acquisition; synchronization errors depend on the smoothness

of the object surface as well as the apparent motion of the object in the images.

11
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camera
projector

V

(a) conventional approach

camera
projector

V

(b) our approach

Figure 2.1: Motion-compensated structured light approach.

To minimize such synchronization errors, which are independent on the depth gaps

on the object to be measured, our motion-compensated structured light approach intro-

duces an idea that the light patterns projected on the same position on the object are

tracked by predicting its corresponding pixel positions with different timings based on

the relative motion parameters between the camera-projector coordinate system and the

object one. Fig. 2.1(b) illustrates our motion-compensated structured light approach. The

light patterns at the points A and A′ on the object, which are observed at the different pixel

positions predicted with the object’s motion, are corresponded in space code acquisition.

Here, slight ambiguity in the structured light coding is remained, however, it is not de-

pendent on the smoothness of the object surface even when there are depth gaps in the

measured scene.

(b) HFR projection and video processing

When image displacements between frames in camera-projector systems are small,

synchronization errors are considerably decreased as reported in [67]; however, a certain

time duration is required to project dozens of light patterns at a high frame rate. (e.g.

positive and negative 8-bit light pattern projection at 1000 fps requires 16 ms.) Therefore,

we introduce the motion-compensated structured light approach to solve synchronization

errors during such a certain time duration on HFR camera-projector systems, where the

relative motion between the camera-projector coordinated system and the object one can



2.2 CONCEPT OF BLINK-SPOT PROJECTION METHOD 13

be linearly predicted, assuming small frame-to-frame image displacement. Moreover,

HFR camera-projector systems can assure much wider measurable area in the 3-D struc-

tured light measurement when the object to be measured is moving, compared with that on

camera-projector systems operating at dozens of frames per second. Here we can acquire

space code value at the pixel only where all the projections are observable at multiple

frames; the measurable area in the structured light coding corresponds to the overlapped

projectable area at different timings, which is depending on the object’s motion and the

frame interval of the camera-projector system.

2.2 Concept of Blink-spot Projection Method

I propose an improved multi-spot projection method (hereafter referred to as the

“blink-dot projection method”). This method simultaneously extracts the ID numbers

of the multiple spots projected onto a measured object in a camera view for robust and

accurate 3-D measurement by projecting several multi-spot patterns at different timings.

Figure 2.2 shows the concept of our blink-dot projection method.

(a) Multi-spot extraction accelerated by hardware logic

In general, the computational complexity of multi-object extraction is of the order

of O(MN) for an M × N pixel image. To accelerate this process for the localization of

projector

camera

timeblink-dot projection

measured object

Figure 2.2: Concept of blink-spot projection method.
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Figure 2.3: Process of frame-to-frame correspondence.

the projected spots, I implement a pixel-level connected component labeling algorithm

[35, 36] on a field-programmable gate array (FPGA)-based HFR vision platform. This

algorithm is designed such that it is integrated with hardware logic to simultaneously

extract the moment features of multiple objects in an image.

(b) Frame-to-frame correspondence with HFR video

I can assume that the displacement of spots between several continuous frames is

considerably small in an HFR video. Thus, in the previous frames, spots corresponding

to those in the current frame can be searched in smaller areas around the spots extracted

in the current frame. The computational complexity of the tracking process has the order

of O(L), where L represents the number of spots in the captured image. Fig. 2.3 describes

the matching process among three continuous frames.

(c) Robust ID number decoding

In the blink-spot projection method, the multiple spots of different sizes periodically



2.2 CONCEPT OF BLINK-SPOT PROJECTION METHOD 15

blink to display their ID numbers, and these ID numbers indicate the directions of the spot

beams projected by the projector. A robust ID number decoding algorithm with filters in

both the space and temporal domain is proposed to reduce the ambiguity in frame-to-

frame spot correspondence.





Chapter 3

Motion-compensated Stripe Projection Method

3.1 Introduction

Vision-based three-dimensional (3-D) shape measurement technology is a hot topic

with various applications such as industrial inspection, object recognition and robot per-

ception. Among the 3-D shape measurement techniques, the coded structured light method

[61, 62, 63] is a well-known active measurement method based on a camera-projector

system; it can acquire the 3-D shape information with pixelwise accuracy by projecting

multiple light patterns onto the object surface to be observed and capturing its illumi-

nated scenes. However, in most of the structured light vision systems, the accuracy in

3-D shape measurement becomes worse when there is a fast relative motion between the

camera-projector coordinate system and the object one, due to the synchronization errors

in projecting multiple light patterns at different timings.

To avoid such synchronization errors in 3-D shape measurement, several one-shot-

projection structured light methods have been proposed for observing moving scenes.

Guan et al. [64] obtained 3-D shapes by projecting a single composite light pattern com-

bined by multiple slits with random cuts. Sakashita et al. [65] proposed a one-shot pro-

jection method that can obtain the 3-D shape of a target object by projecting a single

color grid pattern onto the object. Microsoft’s Kinect [66] is a commercial product that

can acquire 3-D shapes at 30 fps by using a spatially coded infrared light pattern. Most

of these one-shot-projection methods should assume that the local surface of the object

to be measured is smoothly curved, and these methods cannot guarantee the pixelwise

17



18 CHAPTER 3. MOTION-COMPENSATED STRIPE PROJECTION METHOD

accuracies in 3-D shape measurement.

Many structured light 3-D shape measurement systems have used image sensors

and projectors operating at dozens of frames per second, and synchronization errors in

projecting multiple light patterns decrease their accuracies in 3-D shape measurement

when moving scenes are observed, because the accuracies are restricted by the frame rate

of the camera-projector system. Recently many HFR vision systems are capable of real-

time processing at 1000 fps or more have been developed, and several studies have been

reported for HFR 3-D shape measurement. Gao et al. [67] developed an HFR camera-

projector system that can simultaneously obtain depth images at 500 fps based on the

coded structured-light method using multi light patterns, and this system was expanded

for real-time projection mapping [68]. These studies indicated that HFR camera-projector

systems could overcome the trade-off between accuracy and synchronization errors in 3-

D shape measurement, however, there were still synchronization errors when fast-moving

objects were observed. Chen et al. [69] proposed a blink-dot projection method that can

accurately identify the 3-D positions and ID numbers of blink dots even when rapidly

moving scenes are observed, and showed its performance when 15×15 blink-dot projec-

tion was conducted at 1000 fps on the HFR camera-projector system, however, its spatial

resolution in 3-D shape measurement depended on the number of blink dots.

In this study, we propose a motion-compensated coded structured light method with

time-variant light projections that can compute depth images with pixelwise accuracy

even when fast-moving scenes are observed; synchronization errors in projecting multiple

light patterns are reduced by generating space code images using motion-compensated

illuminated scenes, which are captured at different timings. Section 3.2.1 describes the

concept of our approach and gives its outline. Section 3.2.2 presents the configuration of

our HFR structured light vision system, which is mounted on a 6-DOF manipulator, and

outlines the implementation of our method on it for computing 512×512 depth images at

500 fps. In Section 3.3, we performed several experiments when the 6-DOF manipulator

moves rapidly so that 3-D shapes of many objects on a plane are sequentially captured,

and verified the effectiveness of our motion-compensated approach for robot-mounted

structured light system.
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camera image plane

projector image plane

measured object

Figure 3.1: Geometry of the camera-projector system.

3.2 Motion-compensated Stripe Projection Method

3.2.1 Algorithm

In this study, we assume that an HFR camera-projector system is mounted on the

end of a high-speed robot manipulator, and the camera-projector system on the manip-

ulator observes static scenes when the camera-projector system is rapidly moved on a

two-dimensional planar trajectory; there is a large relative motion between the camera-

projector coordinate system and the object one.

(a) Definition of coordinate system

The coordinate system of the camera-projector system we considered is shown as

Fig. 3.1. The world coordinate system is expressed as the xyz-coordinate system with

the center of the camera lens as its origin O. The XcYc-coordinate system on the camera

image plane is perpendicular to the optical axis of camera lens, and its origin is located at

the intersection with the optical axis of the camera lens. The Xc- and Yc-axes are parallel

to the x- and y-axes, respectively. The distance between the XcYc-plane and the optical

center is fc. The XpYp-coordinate system on the projector image plane is perpendicular to

the optical axis of the projector lens, while the distance from the XpYp-plane to the optical
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center of the projector lens is fp. The Xp- and Yp-axes are parallel to the x- and y-axes,

respectively. In the xyz-coordinate system, the optical center of the projector lens is at

O′(x0, 0, z0).

(b) Algorithm for depth images extraction

To minimize synchronization errors in the structured light coding, we describe

a motion-compensated structured-light algorithm, which is an improvement for motion

compensation over Inokuchi’s method [70].

(1) Projection of gray-coded light patterns

N pairs of positive and negative light patterns with the N-bit gray code are projected

in the order of {g0, g1}, · · · , and {g2N , g2N+1}. The generation of these patterns is expressed

as follows:

g2i(XP, YP) =
⌊

2i · YP/M + 0.5
⌋

mod 2, (3.1)

g2i+1(XP, YP) = g2i(XP, YP) (i = 0, · · · ,N − 1), (3.2)

where (XP, YP) represents the point on the projector image plane. M describes the unit

width of these patterns in the XP direction. ⌊x⌋ denotes the greatest integer less than or

equal to x. i denotes the LSB and MSB order in gray code.

(2) Image acquisition of projected patterns

A gray-level image of Ix × Iy pixels is captured at time t = kτ as follows:

I(XC , YC , k) = Proj(gk mod 2N(XP, YP)), (3.3)

where (XC , YC) represents the point on the camera image plane. k indicates the frame

number of the captured image. τ is the frame interval.

(3) Binarization with motion compensation

A pair of captured images I(XC , YC , 2k′) and I(XC , YC, 2k′ + 1) are differentiated to

avoid ambiguities due to non-uniform brightness at interval of 2τ. Here the differentia-

tion without motion compensation could cause ambiguous frame-to-frame-corresponding

when there is an apparent motion in the image. In order to reduce such errors, we obtain
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the binarized image with motion compensation by thresholding the two images using θb

as follows:

G(XC , YC , 2k′ + 1) =


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
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
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
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1 (I(XC , YC , 2k′ + 1) − I(XC − τ · V
2k′

XC
,

YC − τ · V
2k′

YC
, 2k′) > θb)

0 (I(XC , YC , 2k′ + 1) − I(XC − τ · V
2k′

XC
,

YC − τ · V
2k′

YC
, 2k′) < −θb)

φ (otherwise)

, (3.4)

where (V2k′

XC
,V2k′

YC
) is the relative motion between the camera-projector coordinate system

and the object one in the XC and YC directions on the image plane at frame 2k′. We

assume that (V2k′

XC
,V2k′

YC
) is given to the camera-projector system by calculating the camera

motion from the joint-angles of the manipulator. φ denotes the ambiguous binarization

state arising due to occlusion from the camera.

(4) Gray-to-binary conversation with motion compensation

G(XC , YC , 2k′ + 1) is converted with a pure N-bit binary code by using motion-

compensated images G′(XC , YC , 2(k′−i)+1) at the current and previous frames 2(k′−i)+1

(i = 0, 1, · · · ,N − 1) as follows:

B(XC , YC , 2k′ + 1) =

















k′ mod N
∑

i=0

G′(XC , YC, 2(k′ − i) + 1)

















mod 2, (3.5)

where unmeasurable state is considered when there are two or more ambiguous binariza-

tions among the 2N frames; 0 is substituted for φ in the case of one ambiguous binariza-

tion.

Assuming that the relative motion between the camera-projector coordinate system

and the object one on the image plane at frame 2k′ + 1 is (V2k′+1
XC
,V2k′+1

YC
), we consider that

the light pattern projected on the pixel (XC , YC) at frame 2k′ + 1 corresponds to the point

projected on its linearly-predicted pixel location at frame 2(k′ − i) + 1, (XC −
∑i−1

j=0 2τ ·

V
2(k′− j)+1

XC
, YC −

∑i−1
j=0 2τ · V

2(k′− j)+1

YC
) ( j = 0, 1, · · · , i − 1). Thus the motion-compensated
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image G′(XC , YC , 2(k′ − i) + 1) is given as follows:

G′(XC , YC , 2(k′−i)+1)=G(XC−

i−1
∑

j=0

2τ · V
2(k′− j)+1

XC
, YC −

i−1
∑

j=0

2τ · V
2(k′− j)+1

YC
, 2(k′− i) + 1),

(3.6)

where the velocity (Vk
XC
,Vk

YC
) is updated at every frame.

(5) Space code generation

A space-code image C(XC , YC , 2k′+1) is obtained by using the N-bit binary images

B(XC , YC , 2(k′ − i)+ 1) (i = 0, 1, · · · ,N − 1) at the current and previous frames as follows:

C(XC , YC, 2k′ + 1) =

N−1
∑

i=0

2(k′−i) mod N · B(XC, YC , 2(k′ − i) + 1), (3.7)

In this study, a 3×3 median filter is applied to the space code image.

(6) Triangulation

The space code image C(XC , YC, 2k′+1) is transformed to a depth of z = D(XC , YC , 2k′+

1) by solving a simultaneous equation with a 3 × 4 camera transform matrix TC and a 2

× 4 projector matrix TP.
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where HC and HP are prior calibrated parameters which are obtained by using the calibra-

tion method reported in [71].
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Figure 3.2: System overview.

3.2.2 Robot-mounted HFR Structured Light Vision

We implemented our motion-compensated structured light algorithm on the HFR

camera-projector system, which was used for fast 3-D measurement using blink-dot pro-

jection [69]. It includes a 3-D module consisting of an HFR camera head and an HFR

projector, an IDP Express board [72], a personal computer (PC) equipped with a GPU

board, and a high-speed 6-DOF robot manipulator. Our system can generate 512×512

depth images in real-time at 500 fps by using 8-bit gray code light patterns. Its overview

is shown as Fig. 3.2.

The 3-D module is composed of a DLP LightCrafter projector (Texas Instruments

Inc., US) and a monochrome camera head (Photron Ltd., Japan); its dimensions and

height are 140×96×100 mm and 960 g, respectively. The DLP LightCrafter is a de-

velopment kit enabling high-speed binary light pattern projection using a DMD device,

which can project hundreds of 608×684 binary patterns at 1000 fps or more, in synchro-

nization with an external system. The camera head can capture 8-bit gray-level images

of 512×512 pixels at 2000 fps, and the processed image results could be mapped in the

PC memory at the same frame rate. The optical center of the projector is at (x0, 0, z0) =

(50 mm, 0, 20 mm) in the xyz-coordinate system illustrated in Fig. ??. The focal lengths
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Table 3.1: Execution time of 3-D shape measurement.

Time[ms]

(2) Image acquisition of projected patterns 0.03

Transfer to GPU 0.08

(3) Binarization with motion compensation 0.04

(4) Gray-to-binary conversion

with motion compensation 0.08

(5) Space code generation 0.02

(6) Triangulation 0.01

Transfer to PC memory 1.21

Total time 1.47

of the camera and projector lenses were fc = 16 mm and fp = 12.6 mm, respectively.

The distance from the 3-D module to the level surface is z = 345 mm, and the projector

forms a 608×684 light pattern in a 188×106 mm square on the level surface. On the level

surface, the area of the captured image is a 106×106 mm square, and depth information

over this region can be obtained. The 3-D module is mounted on the end of a 6-DOF

industrial robot manipulator RV-4F (Mitsubishi Electric Co., Japan).

The IDP Express board is an HFR image capture and processing platform, which

has two camera inputs for camera heads, and a user-specific FPGA for hardware imple-

mentation of image processing algorithms. The IDP Express board has trigger I/Os for

synchronization with external devices.

A GPU board, Tesla C1060 (NVIDIA Co., California, US) is mounted on a PC. The

Tesla C1060 is a computer processor board based on the NVIDIA Tesla T10 GPU; it is

capable of a processing performance of 933 Gflops/s using 240 processor cores operating

at 1.296 GHz and a bandwidth of 102 GB/s for its internal 4 GB memory. The PC has the

following specifications: ASUSTeK P6T7 WS main board, Intel Core i7 3.20 GHz CPU,

3 GB of memory, two 16-lane PCI-e 2.0 buses, and Windows XP Professional 32 bit OS.

The subprocesses (2)–(6) are accelerated for HFR depth image processing by ex-

ecuting them in parallel with 512 blocks of 1×512 pixels on the GPU board. Table 6.1

shows the total execution time consumed by our proposed system, which includes the

transfer time from the PC memory to the GPU board for a 512×512 input image, and that

from the GPU board to the PC memory for processed depth images. The total time is

within 1.47 ms, and we confirm depth image processing of 512×512 images in real-time
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Figure 3.3: Experimental scene and object.

at 500 fps.

3.3 Experiments

To show the effectiveness of our motion-compensated coded structured light ap-

proach, two experiments are conducted with 8-bit gray code patterns using 1000 fps video

sequences. In the experiments, “IC1K” and “RC1K” refer to as the motion-compensated

coded structured light methods. In “IC1K”, the relative motion between the 3-D module

and the measured scene was obtained by calculating the centroid position of the depth

image based on image processing; the relative motion is obtained from the joint angle

information of the robot manipulator in “RC1K”. “NC1K” refers to as the conventional

coded structured light method without motion compensation. “RC1K” was conducted in

real time while the results of the other two methods were calculated offline using the input

images captured in the experiment of the ”RC1K”. The frame interval and the exposure

time were 1 ms and 0.6 ms, respectively; the binarization threshold was θb = 5.

3.3.1 Accuracy Verification

To evaluate the accuracy of the 3-D shape measurement using our motion-compensated

coded structured light method, we observed the 3-D shape of a cuboid of 15.6 mm height

on the level surface when the 3-D module was manipulated at different speeds of 0.0,
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Figure 3.4: Measured depth profiles operating at different speeds.

0.2, and 0.6 m/s. Fig. 3.3 shows the experimental scene and measured object. Fig. 3.4

shows the intersected profiles of the measured 3-D shapes when the 3-D module was

operated at different speeds, which was intersected at y = 50 mm. In the figures, the pro-

files measured using our motion-compensated method (“IC1K” and “RC1K”) are plotted,

compared with the actual depth profile of the cuboid and the profile measured using the

conventional coded structured light method without motion compensation (“NC1K”). In

Fig. 3.4(a), it can be seen that all the measured depth profiles, “IC1K”, “RC1K”, and

“NC1K”, are similar, and they match with the actual depth profile of the cuboid. This is
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because there was no synchronization error in structured light coding in all the methods

according to no relative motion between the 3-D module and the cuboid. In Fig. 3.4(b)

and (c), impulsive noises are observed around the edge of the cuboid in the depth profile

of “NC1K”, while the depth profiles of “IC1K” and “RC1K” are almost matched with

the actual depth profile of the cuboid. The impulse noises observed in “NC1K” become

more serious as the relative motion becomes larger, while the motion-compensated coded

structured light algorithms can reduce such impulsive noises due to synchronization er-

rors in structured light coding and the measurement errors of “IC1K” and “RC1K” were

within 1 mm even when the 3-D module was fast-moving.

3.3.2 Static scene observation

Next, the 3-D module was horizontally moved at variable speeds of 0.2, 0.35, and

0.50 m/s, in the x direction, and it observed at three objects with different heights on the

level plane; a 45-mm-tall toy duck, a 27-mm-tall toy car, and a 31-mm-tall toy house.

Fig. 3.5 shows (a) experimental scenes captured by a standard digital video camera, (b)

depth images measured with “NC1K”, (c) depth images measured with “IC1K”, and (d)

depth images measured with “RC1K”, which were taken at t = 0.636, 1.273, 1.394, 1.515,

1.788 and 1.879 s. Fig. 3.5 shows the relative motion parameters, which are used in the

motion-compensated coded structured light methods; (V r
x,V

r
y) are the motion parameters

in “RC1K”, which are calculated using the joint-angle information of the robot manip-

ulator; (V i
x,V

i
y) are the motion parameters in “IC1K”, which are obtained by calculating

the centroid of the depth image. In Fig. 3.5(b), the depth images measured without mo-
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t= 0.636 s t= 1.273 s t= 1.394 s t= 1.515 s t= 1.788 s t= 1.879 s

(a) experimental scenes

0 64 mm

t= 0.636 s t= 1.273 s t= 1.394 s t= 1.515 s t= 1.788 s t= 1.879 s

(b) depth images (“NC1K”)

t= 0.636 s t= 1.273 s t= 1.394 s t= 1.515 s t= 1.788 s t= 1.879 s

(c) depth images (“IC1K”)

t= 0.636 s t= 1.273 s t= 1.394 s t= 1.515 s t= 1.788 s t= 1.879 s

(d) depth images (“RC1K”)

Figure 3.6: Experimental results of static scene observation.

tion compensation had strong impulsive noises and many unmeasurable pixels around the

edge of the objects especially when the speed of the 3-D module became larger. Com-

pared with the depth images estimated without motion compensation, the measurement

errors were considerably reduced in those with motion compensation in Fig. 3.5(c) and

(d), since the same point on the object could be corresponded in space code acquisition

by tracking it in the image. Here certain impulsive noises were observed in “IC1K” at t =

1.273, 1.394, and 1.788 s when the objects were not completely appeared in the image,

while there were little noises in “RC1K” at all the times. This is because the centroid

information of the depth image did not correctly correspond to the actual position of the

object, when the object was not completely appeared in the image, and the relative mo-

tion estimated in “IC1K” was quite different from the manipulator’s motion as shown in

Fig. 3.5.
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3.4 Concluding Remarks

In this study, we reported a motion-compensated coded structured light method for

fast and accurate 3-D shape measurement of moving scenes. To evaluate the effectiveness

of our method, we implemented it on an HFR camera-projector system that can compute

512×512 depth images in real time at 500 fps. Its real-time performance was verified by

showing experimental results when the 3-D module of the HFR camera-projector system

was mounted on a fast-moving 6-DOF robot manipulator as a sensing head. In the future,

we plan to improve our HFR structured light vision system for more robust and faster 3-D

shape measurements, and to extend applications of our motion-compensated coded struc-

tured light approach for various human-computer interactions and robotic perceptions.





Chapter 4

Blink-spot Projection Method

4.1 Introduction

With the development of digital technology, real-time three-dimensional (3D) shape

measurement is becoming increasingly important for applications in many fields. Much

research on the basis of 3D sensors, such as footstep planning for humanoid robots [27]

and robotic bin-picking [28], has been reported recently. When the camera view includes

fast motion, the extraction of a depth image has to be sufficiently fast to allow more

information to be obtained. To achieve high measurement accuracy and reduce time con-

sumption, coded structure light illumination [29, 30, 31], a well-known active 3D shape

measurement approach, is widely used. In this method, to reconstruct the 3D scene coded

light patterns are projected onto the scene to be measured, while a synchronized camera

is employed to capture deformation images from a different perspective. Based on this

concept, many scanning systems implemented with a one-shot or sequential projection

technique have been reported over the past decades [32, 88, 34]. Systems based on one-

shot projection are realized by using a complicated image processing algorithm; however,

acceleration of the process presents a challenge. It is feasible that a system based on

sequential projection can be effective at a high frame rate (HFR); however, the synchro-

nization errors caused by the light patterns projected at different points being misread as

those projected at the same one limit the measurement accuracy.

Our goal is to realize a robust real-time 3D measurement system that reconstructs an

accurate 3D scene at hight-speed, without imposing restrictions on the object’s motion for

31
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Figure 4.1: Flowchart of blink-spot projection method.

which they are effective. To this end, we propose a novel multi-spot projection method

called the “blink-spot projection method”. In this method, a certain number of multi-

spot light patterns, where large and small spots alternatively blink at different timings

corresponding to their ID numbers, is projected by an HFR projector onto the scenes being

measured. The image sequences captured by a camera synchronized with the projector are

simultaneously processed to extract the spots’ ID numbers to achieve robust and accurate

3D shape measurement.

In Section 4.2.1, an outline of our proposed algorithm is given. In Section 4.2.2, the

configuration of our HFR camera-projector system, which can obtain the 3D positions of

16 × 16 spots in real time at 500 fps, the hardware implementation of the image feature ex-

traction algorithm and the evaluated execution time are presented. In Section 4.3, several

experimental results for the measurement of moving scenes, the evaluated measurement

accuracy of our blink-spot projection method, and the verification of its performance are

given.
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4.2 Blink-spot Projection Method

4.2.1 Algorithm

To realize real-time 3D shape measurement using blink-spot projection, we im-

plemented the following algorithms: (1) generation of blink-spot projection patterns to

determine the positions and blinking states of the spots; (2) moment feature extraction

of multiple spots, which is a pixel-level process accelerated through the implementation

of an extended cell-based labeling algorithm [36]; and (3) spot tracking and 3D shape

calculation, whose computational complexity is determined by the number of spots in

the projection patterns. Processes (2) and (3) should be conducted online for real-time

3D shape measurement, while process (1) is performed offline to determine the initial

settings. Fig. 4.1 shows the flowchart of processes (2) and (3).

(1) Generation of blink-spot projection patterns

The Q blink-spot patterns Pi(Xp, Yp) (i = 0, . . . ,Q−1) are projected periodically by

i =  0 (start bit)

i =  5 (end bit)

i =  1 i =  2

i =  3 i =  4

�

�

Figure 4.2: Blink-spot pattern sequence (Q = 6).
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a projector to localize and identify LX × LY rectangular spots on the illuminated scene:

Pi(Xp,Yp) =



















1 (|Xp−X
ξ
p|≤w

η

i
, |Yp−Y

η
p |≤w

η

i
)

0 (otherwise)
, (4.1)

where (X
ξ
p, Y

η
p) is the center position of the (ξ, η)-th spot in the XpYp-space (ξ = 0, . . . , LX−

1; η = 0, . . . , LY − 1):

(Xξp, Y
η
p) = (DXp

ξ + X0
p,DYp

η + Y0
p), (4.2)

where (DXp
,DYp

) is the interval between two adjacent spots. (X0
p, Y

0
p) is the center position

of the upper-left spot ((ξ, η) = (0, 0)) on the projection pattern. The parameter w
η

i
that

indicates the size of the (ξ, η)-th spot of Pi(Xp, Yp) is determined as follows:

w
η

i
=



































wS (i = 0)

wL (i = Q − 1)

(wL − wS )b
η

i
+ wS (otherwise)

, (4.3)

where 2wS +1 and 2wL+1 are the edge lengths of the (ξ, η)-th spot when it is OFF (b
η

i
= 0)

and ON (b
η

i
= 1), respectively. The projection pattern when i = 0 is regarded as a start-

bit image, where all of the spots to be projected are small. The projection image when

i = Q − 1 is regarded as an end-bit image, where all of the spots to be projected are large.

Assuming that spots on different column are separable even when they are pro-

jected on the camera image plane, the blink state of the (ξ, η)-th spot is provided with

the row number η, which is independent of the column number ξ. The blink state b
η

i

(η = 0, . . . , LY − 1) of the (ξ, η)-th spot is determined as follows:

b
η

i
=























gb
η

i
(η = even)

gb
η

i
(η = odd)

. (4.4)

Here, gb
η

i
(i = 1, 2, . . . ,Q−2) is the bit of the ID number for the (ξ, η)-th spot in the column

ξ in Gray code notation, where two adjacent numbers differ by 1 bit. Each (Q − 2)-bit ad-
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jacent numbers in the odd-inverted blink state are expressed in Eq. (4.4) as (b
η

1
, . . . , b

η

Q−2
)

and (b
η+1

1
, . . . , b

η+1

Q−2
). These differ by Q − 3 bits to prevent the misidentification of two

adjacent spots during the space code decoding process.

To project LX × LY blink spots, Q = ⌈log2 LY⌉ + 2 is the minimum number of

blink-spot patterns that can determine the row ID numbers for all of the spots, including

the start-bit and end-bit images. ⌈x⌉ denotes the least integer greater than or equal to x.

Fig. 4.2 illustrates a 9×9 blink-spot pattern sequence generated with our method (Q = 6).

(2) Moment feature extraction of multiple spots

a) Image acquisition

When a projector projects the blink-spot patterns of P0(Xp, Yp), P1(Xp, Yp), . . . ,

PQ−1(Xp, Yp) at an interval of τ, the image sensor captures a gray-level image of M × N

pixels at the time t = kτ as follows:

I(Xc, Yc, k) = Proj(Pk mod Q(Xp, Yp)), (4.5)

where k expresses the frame number of the captured image.

b) Binarization

The binary image is obtained by thresholding the captured gray-level image I(Xc, Yc, k)

with the threshold θB as follows:

B(x, y, k) =



















1 (I(Xc, Yc, k) > θB)

0 (otherwise)
. (4.6)

c) Calculation of cell-based moment features

To reduce the number of scanned pixels for labeling without degrading the accuracy

of the spatial resolution, the binary image B(Xc, Yc, k) is divided into M′N′ cells Γab (a =

0, . . . ,M′ − 1; b = 0, . . . ,N′ − 1) of m × n pixels, where M = mM′ and N = nN′. The

zeroth- and first-order moment features are calculated for each cell as follows:

Mpq(Γab, k) =

a(m+1)−1
∑

Xc=am

b(n+1)−1
∑

Yc=bn

Xp
c Yq

c · B(Xc, Yc, k), (4.7)
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where (p, q) = (0, 0), (1, 0) and (0, 1). Γab is expressed as follows:

Γab = {(Xc, Yc) | (am + p, bn + q) , 0≤ p<m, 0≤q<n}. (4.8)

d) Connected component labeling with feature calculation

To obtain the moment features of multiple spots in an image simultaneously, the

connected component labeling process is accelerated with the cell-based labeling algo-

rithm [35]. This algorithm can reduce the computational complexity and memory con-

sumption on the order of O(M′N′) by using the cell-based moment features for M′N′

cells: 1/mn of the pixel-level complexity on the order of O(MN). The label-domain mo-

ment features Mpq(Ol(k)) are accumulated for the labelled regions Ol(k) (l = 0, . . . , L− 1)

in B(Xc, Yc, k) concurrently with the scanning of the flag map F(Γab(k)) of M′N′ cells.

F(Γab(k)) is defined by checking M00(Γab(k)) with a threshold θL as follows:

F(Γab(k)) =



















1 (M00(Γab(k)) ≥ θL)

0 (otherwise)
. (4.9)

where Mpq(Ol(k)) are defined as follows:

Mpq(Ol(k)) =
∑

(Xc,Yc)∈Ol(k)

Xp
c · Y

q
c · B(Xc, Yc, k). (4.10)

The detailed processes of the cell-based labeling algorithm and its evaluation with

regard to accuracy, speed, and memory consumption are given in [35].

e) Calculation of spot size and location

The size S (Ol(k)) and position (X(Ol(k)), Y(Ol(k))) of the labelled region Ol(k) at

the frame k are obtained as those of spots in an image using its zeroth- and first-order

moment features:

S (Ol(k)) = M00(Ol(k)), (4.11)

(X(Ol(k)), Y(Ol(k))) =

(

M10(Ol(k))

M00(Ol(k))
,

M01(Ol(k))

M00(Ol(k))

)

. (4.12)
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(3) Multi-spot tracking and 3D measurement

a) Frame-to-frame correspondence

Based on the geometric relationship of the camera-projector system, LX × LY spots

are projected onto LX columns on the XcYc-plane; these are located at regular intervals

parallel to the Yc-axis independent of the 3D shape of the object to be measured. We

categorize the labelled regions Ol(k) into the following LX setsAξ(k) (ξ = 0, . . . , LX − 1):

Aξ(k) = {Ol(k) | |X(Ol(k)) − Xξc | ≤ θD}, (4.13)

where X
ξ
c = Dcξ + X0

c is the Xc-coordinate of the ξ-th column. Dc is the interval of the

LX columns on the XcYc-plane. X0
c is the Xc-coordinate value of the zeroth columns on

the XcYc-plane and corresponds to the spots at ξ = 0 in the projection pattern. θD is the

acceptable deviation in the Xc-direction. The labelled regions Ol(k) that belong to Aξ(k)

are sorted as O′ξ j(k) ( j = 0, . . . , LY − 1) with their Yc-coordinates as follows:

O′ξ j(k) = {Ol(k) ∈ Aξ(k) | Y(O′ξ j(k)) > Y(O′ξ j′(k))

(∀ j′ < j − 1)}. (4.14)

The computational complexity of the multi-spot correspondence between frames is re-

duced by narrowing the search range of the limited number of extracted spots, those

belong toAξ(k − i) at the previous frame k − i (i = 1, . . . ,Q − 1), as follows:

Tξ j(k−i) =



















Gξ j(k−i)(|X(O′
ξ j

(k)−X(Gξ j(k−i))|<θG)

φ (otherwise)
, (4.15)

Gξ j(k−i) = arg min
O′
ξ j′

(k−i)

|X(O′ξ j(k)) − X(O′ξ j′(k−i))| , (4.16)

where Tξ j(k − i) (∈ Aξ(k − i), j = 0, . . . , LY − 1) indicates the nearest spot region at

the frame k − i corresponding to O′ξ j(k) at the frame k. The threshold θG determines the

distant pairs of the extracted spots to be discarded. φ indicates the spot failed to establish
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correspondence.

b) Frame order detection

In Eq. (4.3), all of the spots are small at the start-bit frame, and all of the spots are

large at the end-bit frame. The frame order τ(k) of frame k in one projection sequence can

be detected by checking the ratio of the total area for all of the spots at the frame k to that

at the frame k − 1 with the threshold θS as follows:

τ(k) =











































0





























∑

l

S (Ol(k))

∑

l

S (Ol(k − 1))
< θS





























τ(k − 1) + 1 (otherwise)

, (4.17)

c) Blink state determination

The blink state of the spot region O′ξ j(k) is determined by comparing the spot size

with that at the previous start-bit frame kS (k) = k−τ(k) and end-bit frame kE(k) = k−τ(k)−1

as follows:

g(O′ξ j(k)) =



































0 (|S (O′
ξ j

(k))−S (Tξ j(kS (k))|<θI)

1 (|S (O′ξ j(k))−S (Tξ j(kE(k)))|<θI)

φ (otherwise)

, (4.18)

where θI is a threshold to determine the blink state. Corresponding to O′
ξ j

(k), Tξ j(kS (k))

and Tξ j(kE(k)) indicate the tracked spot regions at the previous start- and end-bit frames,

respectively. φ indicates ambiguous binarization state.

d) Spot ID number decoding

When no or one blink state of O′
ξ j

(k) is empty, the row ID number of O′
ξ j

(k) can be

decoded by accumulating Q blink states as per Eq. (4.4):

q(O′ξ j(k)) =

Q−1
∑

k′=0

2Q−2−τ(k−k′ ) · L
(

g′(Tξ j(k − k′))
)

, (4.19)

where L(x) is a function to convert odd-inverted Gray code to binary code. g′(Tξ j(k)) is
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defined as follows to exclude the blink states at the start-bit and end-bit frames:

g′(O′ξ j(k)) =



















0 (τ(k − k′) = 0 or Q − 1)

g(O′ξ j(k)) (otherwise)
. (4.20)

To discard incorrectly decoded spots due to ambiguous binarization, the decoded ID

numbers q(O′
ξ j

(k)) are inspected by considering their reasonable ID numbering in space

domain and their consistencies with time domain.

In space domain, the decoded ID numbers q(O′ξ j(k)) are conformed by checking

whether they are sorted in ascending order with j corresponding to their Xc-coordinates:

q′(O′ξ j(k)) =







































q(O′ξ j(k)) (q′(O′ξ j′(k))<q(O′ξ j(k)),

(∀j′< j−1))

φ (otherwise)

. (4.21)

To recover the column ID numbers of unidentified spot regions, q′(O′ξ j(k))=φ, they are

interpolated using other identified spot regions in their neighbourhood in the Yc direction:

q′′(O′ξ j(k)) =



























































































q′(O′
ξ j

(k)) (q′(O′
ξ j

(k)),φ)

q′(O′
ξ j−1(k))+1 (q′(O′ξ j(k))=φ,

q′(O′
ξ j−1

(k)),φ)

q′(O′
ξ j+1

(k))−1(q′(O′
ξ j

(k))=q′(O′
ξ j−1

(k))

=φ, q′(O′
ξ j+1

(k)),φ)

φ (otherwise)

. (4.22)

For ID consistency over time, the determining ID number q∗(O′ξ j(k)) is computed

as the following mode value that appears most often in the decoded ID numbers at the

previous Kp frames, the current frame, and the following K f frames:

q∗(O′ξ j(k))=mode(q′′(O′ξ j(k−Kp), . . . , q′′(O′ξ j(k+K f )), (4.23)

where mode(x1, . . . , xn) is a function to determine the mode value in a set of (x1, · · · , xn).
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Consequently, the spot region O′ξ j(k) on the camera image plane are identified as

the (ξ, q∗(O′
ξ j

(k)))-th blink spots corresponding to which is located at (X
ξ
p, Y

q∗(O′
ξ j

(k))

p ) in the

projection pattern as defined in Eq. (4.2).

e) Triangulation

Using the geometric relationship between the spot region projected at (X(O′ξ j(k)), Y(O′ξ j(k))

on the camera image plane and its corresponding blink spot at (X
ξ
p, Y

q∗(O′
ξ j

(k))

p ) on the pro-

jector image plane, the 3D position (x, y, z) of the (ξ, q∗(O′ξ j(k)))-th spot where q∗(O′ξ j(k)) ,

φ is obtained with triangulation.

4.2.2 System Implementation

We implemented our blink-spot projection method on an HFR camera-projector

system for dynamic 3D scene measurement. Our system includes a 3D module that

consists of an HFR camera head and HFR projector, a high-speed FPGA-based image

processing board (IDP Express board), and a personal computer (PC).

The 3D module consists of a monochrome camera head (Photron Ltd., Japan) and

DLP LightCrafter projector (Texas Instruments Inc., US); its dimensions and weight are

140 × 96 × 100 mm3 and 960 g, respectively. The camera head has a CMOS image

sensor with a resolution of 512 × 512 pixels and can capture 8-bit gray-level images of

camera

projector

96 mm

140 mm

Figure 4.3: Overview of HFR 3D module.
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512 × 512 pixels at 2000 fps or more. The physical dimensions of its sensor and the

pixel size are 5.12 × 5.12 mm2 and 10 × 10 µm2, respectively. DLP LightCrafter is a

development kit for high-speed projection using a DMD device; it can project 608 × 684

binary patterns at 2000 fps or more in synchronization with an external device. The focal

lengths of the camera and projector are fc = 17.4 mm and fp = 10.4 mm, respectively.

When the distance from the 3D module to the level surface is set at z = 340 mm, the

projector forms a 608 × 684 projection pattern in a 188 × 106 mm2 rectangular area on

the level surface. On the level surface, the area of the captured image is a 106 × 106 mm2

square. At the center of this region on the level surface, the measurable range of the

depth measurement is z = 0∼80.0 mm, and the depth information can be obtained with

an accuracy of 1.0 mm or less. The accuracy corresponds to the digitized error on the

camera image plane. Fig. 4.3 shows an overview of the 3D module.

The IDP Express board is an FPGA-based image processing board for the high-

speed vision platform IDP Express [60]. It consists of two camera inputs for camera

heads and a user-specific FPGA (Xilinx XC3S5000) for hardware implementation of the

image processing algorithms. The IDP Express board has several trigger I/Os for syn-

chronization with external devices. We used a PC with an ASUSTeK P6T7 mainboard,

Intel Core i7 960 3.20 GHz CPU, 3 GB of memory, Windows XP SP3 (32-bit) OS, and

two 16-lane PCI-e 2.0 buses.

For the moment feature extraction of multiple spots in parallel, which has a pixel-

level computational complexity of O(MN), an extended multi-object feature extraction

module [35] was hardware-implemented on the user-specific FPGA on the IDP Express

board. Fig. 4.4 illustrates the schematic data flow of the implemented module. An 8-bit

512 × 512 pixel gray-level image (M=N=512) is scanned in parallel in a unit of four pix-

els from the upper-left to the lower-right using X and Y address signals with a 151.2 MHz

clock, and the 512 × 512 pixel image is processed by being divided into 16,384 cells

(M′=N′=128) of 4 × 4 pixels (m=n=4). The module consists of a binarization submod-

ule, cell-based feature extraction submodule, connected component labeling submodule,

and data selector for FIFO output.

The binarization submodule converts a 512 × 512 pixel gray-level input image
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Figure 4.4: Schematic data flow.

I(Xc, Yc, k) into a binary image B(Xc, Yc, k) with the threshold θB in a unit of four pix-

els using X and Y address signals with a 151.2 MHz clock.

The cell-based feature extraction submodule calculates the zeroth- and first-order

moment features Mpq(Γab(k)) ((p, q) =(0, 0), (1, 0), and (0, 1)), for 16,384 cells of 4×4

pixels using a four-input parallel moment feature calculator and three cell-based summa-

tion circuits. The four-input parallel moment feature calculator adds the four-pixel data of

B(Xc, Yc, k) in parallel as the zeroth- and first-order moment features for four pixels M4
pq

((p, q) =(0, 0), (1, 0), and (0, 1)) by weighting X
p
c Y

q
c in synchronization with a 151.2 MHz

clock. The cell-based moment summation circuit sequentially adds the four-pixel moment

features M4
pq for 16,384 cells. The zeroth- and first-order cell-based moment features

Mpq(Γab) are output immediately after all of the pixels in a cell are scanned.

The connected component labeling submodule calculates the zeroth- and first-order

moment features Mpq(Ol(k)) ((p, q) =(0, 0), (1, 0), and (0, 1)) for 2048 (= L) labeled re-

gions Ol(k) using a flag-map generator, a labeling circuit, and three label-domain sum-

mation circuits. The flag-map generator determines active cells among the 16384 cells
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Table 4.1: Resource consumption of user-specific FPGA.

Device type Xilinx XC3S5000-4FGG900

Slice 12,608/33,280 (37%)

Slice Flip-Flop 12,926/66,560 (19%)

4-input LUT 16,667/66,560 (25%)

Bounded IOB 229/633 (36%)

Block RAM 74/104 (71%)

MULT 18 × 18 4/104 (3%)

DCLK 2/8 (25%)

when the cell-based moment features M00(Γab) are greater than the threshold θL. The la-

beling circuit labels all of the active cells as four-connected cells, and the label-domain

summation circuit incrementally adds the cell-based moment features of an active cell to

the memories of the same label number after the cell-based moment features for a cell In

the submodule, the calculated zeroth- and first-order label-domain moment features are

output in parallel after all the pixels in an image are raster-scanned.

The data selector is designed to select an FIFO output for an external PC with X

and Y address signals and a 151.2 MHz clock from the input image or the three types of

label-domain moment features of the 2048 labeled regions.

Fig. 4.5 shows the timing chart for the control signals of the multi-object feature

extraction module. The time delay for calculating the 2048 label-domain zeroth- and
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first-order moment features is 23 clocks (one clock = 6.6 ns) after all of the pixels in an

input image are raster-scanned with a 151.2 MHz clock. In contrast, the time delay to

output them to the external PC is one frame (= 0.5 ms): 1 clock for the binarization sub-

module, 9 clocks for the cell-based moment feature calculation submodule, and 22 clocks

for the connected component labeling submodule. Table 4.1 summarizes the resource

consumption of the user-specific FPGA on the IDP Express board when the multi-object

feature extraction module is implemented.

4.2.3 Execution Time

For our blink-spot projection method, the moment feature extraction of multiple

spots requires pixel-level computation with a complexity of O(MN). This is accelerated

by implementing the 4 × 4 cell-based multi-object feature extraction module in the hard-

ware. Meanwhile, the (3) multi-spot tracking and 3D measurement requiring object-level

computation with a computational complexity of O(L) is implemented on the PC in the

software.

Fig. 4.6 shows the total execution time (HW&SW) when LX × LY blink spots (LX =

LY =4, 8, 12 and 16) were extracted from 512 × 512 pixel images on our HFR camera-

projector system with the hardware-implemented multi-object feature extraction and the

total execution time (SW) when all of the processes of our method were implemented by

software on the PC of the camera-projector system. The parameters for ID consistency

with time are K f = Kp =18. The execution time of the software-implemented process (2)

was 2.8 ms or more in all of the cases. The execution time of the hardware-implemented

process (2) was less than 2.0 ms with parallel processing accelerated by hardware logic.

The execution time of the software-implemented process (3) increased with the number

of blink spots; however, the total execution time was less than 2.0 ms even when 16 ×

16 blink spots were extracted from a 512 × 512 pixel image because the number of blink

spots was much less than the number of pixels.

Table 4.2 presents the total execution time and its breakdown when 16 × 16 blink

spots (LX=LY= 16) were extracted. The total execution time was 1.6 ms when 16 × 16
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Table 4.2: Execution time (16 × 16 spots).

time[ms]

SW HW&SW

(2) Moment feature extraction of multiple spots 2.812 0.034

2-a) Image acquisition 0.643

2-b) Binarization 0.602 0.034

2-c) Cell-based moment feature calculation 1.299

2-d) Connected component labeling 0.268

2-e) Spot size and location calculation 0.001

(3) Multi-spot tracking and 3D measurement 1.590

3-a) Frame-to-frame correspondence 0.091

3-b) Start-bit frame detection 0.001

3-c) Blink-state determination 0.542

3-d) Spot ID number decoding 0.875

3-e) Triangulation 0.081

Total execution time 4.439 1.625

blink spots were processed with hardware logic; their 3D measurement could be con-

ducted in real time at 500 fps. We confirmed the real-time 3D measurement using a 16 ×

16 blink-spot projection for 512 × 512 pixel images at 500 fps with stable synchronization

between the high-speed vision and projector.

4.3 Experiments

4.3.1 Experimental Setting

We mounted the 3D module on the end of a six degrees-of-freedom (DOF) robot

manipulator RV-4F (Mitsubishi Electric Co., Japan) and measured 3D scenes at different

heights. Fig. 4.7 shows an overview of the 3D module mounted on the robot manipulator.
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Figure 4.7: 3D module mounted on robot manipulator.

15.6 mm

(a) cuboid

24 mm

(b) curved-surface object

Figure 4.8: Objects to be measured.

The experimental parameters used for the 16 × 16 blink-dot projection were as follows:

– threshold to determine active cells: θL = 1.

– sizes of large and small spots: wL = 4, wS = 2.

– interval between two adjacent spots: DXp
= 7 and DYp

= 26.

– parameter to determine start-bit frame: θS = 0.7.

– parameters for frame-to-frame correspondence:θD = θG =15.

– binarization threshold: θB = 50.

– parameter to determine blink state: θI = 12.

– parameters for ID consistency in time: K f = Kp = 18.

In the experiments, we moved the 3D module horizontally 340 mm above the level
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Figure 4.9: 3D profiles of cuboid measured when still 3D module could observe all spots
.

plane, where we placed several objects to be measured. The 3D shapes of 16 × 16 points

measured with our blink-spot projection (BSP) method were compared with those of the

16 × 16 points measured with the multi-spot projection (MSP) method [44] and 512 ×

512 points measured with the 10-bit Gray-code structured light (GS) method [70]. The

3D shapes measured with the BSP method were calculated in real time at 500 fps. The

3D shapes measured with the MSP and GS methods were calculated offline after the same

HFR camera-projector system captured input images of 512 × 512 pixels at 500 fps. The

3D module was moved in the same manner as for the BSP method. The MSP parameters

were the same as the BSP parameters, except that the spot size for the projection was

fixed to wL = wS = 2 without blinking. For the GS method, the minimum stripe width of

the Gray-code projection patterns was set to 1 pixel.

4.3.2 Scenes from 3D Module at Fixed Location

First, we verified the accuracy for the 3D shape of a 15.6 mm tall cuboid on the

level plane when the 3D module was located 340 mm above the level surface without any
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Figure 4.10: 3D profiles of cuboid measured when still 3D module could not observe

several spots
.

motion. Fig. 4.8(a) shows the cuboid to be measured; the width, length, and height of the

cuboid were 40.0, 100.0, and 15.6 mm, respectively.

Fig. 4.9 shows the (a) 3D shapes and (b) 3D profiles intersected on the horizontal

centreline when the cuboid was located so that its edges were parallel to the x-, y- and

z-axes and all of the spots were observable from the 3D module. The BSP, MSP, and GS

methods measured the height of the surface of the cuboid to be 15.9, 15.9, and 16.0 mm,

respectively. Compared with the actual height of the cuboid, the maximum error of the

BSP method was within 0.5 mm, corresponding to the digitized error in the camera image

plane. Those of the MSP and GS methods were within 0.5 and 1.2 mm, respectively.

Fig. 4.10 shows the (a) 3D shapes and (b) 3D intersection profiles when the cuboid

was obliquely located on the level surface so that several spots were unobservable from

the 3D module. The 3D shapes of the cuboid were accurately measured by the BSP and

GS methods. However, the MSP method produced serious errors around the edges of the
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Figure 4.11: 3D profiles of curved-surface object measured with still 3D module.

cuboid; the measured 3D shape showed local deviations of 20 mm or more from the actual

height of the cuboid. This is because several spots were occluded or split into small ghost

spots around the large gaps in depth, and we could not guarantee the assumption that all

of the spots could be observed from the 3D module for correct spot identification with the

MSP method. As a result, misidentified spots produced serious errors in the triangulation

for 3D measurement.

Fig. 4.11 shows the (a) 3D shapes and (b) 3D intersection profiles when a curved-

surface object was observed from the still 3D module. Fig. 4.8(b) shows the curved-

surface object to be measured; the width, length, and height were 105.0, 150.0 and

24.0 mm, respectively. We confirmed that the BSP, MSP, and GS methods showed similar

accuracies to the results displayed in Fig. 4.9 when the location and orientation of the ob-

ject were changed on the level plane; the maximum difference in depth between the BSP

and MSP methods was 0.2 mm, and that between the BSP and GS methods was 1.4 mm.

This is because all of the spots were always observable according to the smooth curvature
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Figure 4.12: 3D shapes of cuboid measured from 3D module moving at constant speeds
.

of the object.

These results indicate that the BSP method showed similar accuracy to the MSP

and GS methods when all of the spots were observable with a static 3D module; the BSP

and MSP methods used much fewer measurement points than the GS method. When

several spots could not be observed around large gaps in depth, misidentified spots often

produced serious errors in static 3D measurement with the MSP method, whereas the BSP

and GS methods were robust against missing spots because they could identify the spots

with time-variant projection patterns.

4.3.3 Scenes from 3D Module Moving at Constant Speeds

Next, the accuracy of the BSP method when the 3D module was moved horizontally

at several constant velocities was compared with those of the MSP and GS methods.

We measured the 3D shape of the same 15.6 mm-height cuboid used in the static scene
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Figure 4.13: 3D intersections of cuboid measured from 3D module moving at constant

speeds.

observation. Fig. 4.12 shows the 3D shapes measured by the BSP, MSP and GS methods

when the 3D module passed above the object at speeds of 0.0, 0,2, 0.4, 0.6, 0.8, and

1.0 m/s, where several spots were unobservable from the 3D module. Fig. 4.13 shows the

measured 3D profiles on the horizontal centreline of the 3D shapes when the 3D module

was moved at 0.2, 0.6, and 1.0 m/s. The 3D shapes measured by the BSP method were

similar to the actual height of the cuboid regardless of the moving speed of the 3D module,

whereas the 3D shapes measured by the GS method showed larger errors around the edges
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Figure 4.15: 3D objects located on arc orbit.

of the cuboid, where there were large gaps in depth because of the greater moving speed.

The MSP method produced serious errors around the edges of cuboid at all speeds; the

degree of these errors was independent of their moving speed and similar to the errors of

the MSP method when the 3D module was still.

Fig. 4.14 shows the relationship between the moving speed of the 3D module and

the percentage of inaccurate measurement points for the BSP method when the 3D mod-

ule passed above the cuboid compared to those for the MSP and GS methods. The mea-

surement points were regarded as inaccurate when their z coordinates deviated 1.0 mm or

more from z = 0 or 15.6 mm, which corresponded to the heights of the level plane and

the surface of the cuboid, respectively. The BSP method did not measure any points in-

accurately at all speeds, whereas the inaccuracy percentage for the GS method increased

with the moving speed: 0.0%, 2.6%, 4.7%, 5.2%, 6.1%, and 6.5% at 0.0, 0.2, 0.4, 0.6,
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Figure 4.16: 3D measurement results when 3D module was moved on arc orbit.

0.8, and 1.0 m/s, respectively. For the MSP method, the inaccuracy percentage did not

greatly vary as the moving speed increased; it was more than 10 % at all speeds. These

results corresponded to the fact that the errors of the GS method were caused by syn-

chronization errors from decoding space codes using multiple light patterns with different

timings, whereas those of the MSP method were caused by misidentified spots in a single

frame, as described in the previous subsection. The BSP method markedly reduced the

3D measurement errors for fast-moving scenes with large gaps in depth compared with
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the MSP and GS methods.

4.3.4 Scene from 3D Module Moving on Arc Orbit

Finally, we present the experimental results when the manipulator periodically moved

the 3D module left-right-left on an arc orbit with a radius of 34 cm at a cycle time of 2.4 s.

The orbit was on a plane 340 mm above the level plane. As shown in Fig. 4.15, 16 and 11

mm tall cuboids, a 24 mm tall mountain-shaped mould, and a 35 mm tall computer mouse

were located on the level plane. Fig. 4.16 shows (a) the experimental scenes captured us-

ing a standard digital video camera and (b) the 16 × 16 3D shapes measured by the BSP

method that were taken at t = 0.693, 1.033, 1.264, and 1.594 s. Fig. 4.17 shows the z-

coordinate of the (7, 7)-th spot at t = 0.0–2.4 s, which corresponded to the cycle time of

2.4 s. The 3D shapes of the different cuboids, mould, and computer mouse were correctly

measured with 16 × 16 measurement points even when the 3D module was quickly moved

above the 3D scene during the measurement. In Fig. 4.17, the z-coordinate value changed
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to approximately 35, 16, 24, and 11 mm over a cycle time of 2.4 s, which corresponded

to the heights and locations of the cuboids and computer mouse.

Fig. 4.18 shows a synthesized 3D image where 40 selected 3D shapes of 16 × 16

measurement points over a cycle time of 2.4 s were plotted on the arc orbit of the 3D

module. These results show that the 3D shapes were correctly obtained for fast-moving

scenes without any synchronization or tracking error as they corresponded to the locations

of the cuboids, mould, and computer mouse in Fig. 4.15.

4.3.5 Discussions

The proposed blink-spot projection method uses a series spot pattern with two sizes

to divide the measured scene into different parts, and a neighbourhood-search algorithm

that is accelerated by implementing a cell-based labeling algorithm in hardware logic is

proposed to track corresponding spots in previous frames. These features enable our pro-

posed method to measure fast moving objects accurately without synchronization errors.

Compared with projection methods that encode purely in the spatial domain with an as-

sumption of local smoothness, such as Microsoft Kinect [88], our method measures the

scene with gap-depth accuracy without imposing restrictions on the surface of the scene.

Sequential projection techniques that use time-varying light patterns without involving

tracking strategies, such as Gray-code projection [70] and phase-shift projection [47], are

reliable for static objects but their accuracies decrease sharply for moving objects. In

contrast, the accuracy of the blink-spot projection method is stable even when the mea-

sured object moves at high speed. Existing space-time projection techniques, such as

stripe boundary codes [57], utilize the advantages of both the space domain and the time

domain. However, their execution times limit their effectiveness for measurement of high-

speed moving objects, whereas the blink-spot projection method can operate at 500 fps.

Further, color variation at high frequency constitutes a limitation for many scanning meth-

ods, such as the Hamming color code pattern [39]. Our proposed method is robust to this

aspect because the decoding procedure for the illuminated scene is based on brightness.

Although we have demonstrated that our proposed system with blink-spot projec-
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tion is capable of fast 3D measurement, it has several limitations that have to be discussed

and illustrated. The introduction to the generation of projection patterns in Section 4.2.1

(a) shows that the resolution of a light pattern is LX × LY and the maximum number of

spots in the light pattern is 1024, restricted by the cell-based labelling algorithm, which

means that the proposed system can not recover a density depth map with a one-time

scan. As shown in Fig. 4.16, the resolution of the depth map can be improved when all

the depth images have been registered together; however, the registration procedure with

its high computational complexity increases its execution time. Another limitation is that

our method may not recover scenes with high frequency discontinuous depth. The ID

decoding procedure introduced in Section 4.2.1 is based on the implementation of a filter

in the spatial domain with the assumption that at least one spot exists in the three adjacent

spots with a reasonable ID. When the scene is too complex to follow this assumption, a

considerable amount of noises occurs during the measurement. Further, there is no unified

method to determine the parameters because they are related to the light pattern, ambi-

ent light condition and the reflectance of the measuring scene. Once the texture or light

condition of the measured scene changes significantly, performance of parameter tuning

is crucial for high accuracy measurement.

4.4 Concluding Remarks

In this paper, we propose a blink-spot projection method for the accurate and robust

3D shape measurement of fast-moving scenes with ID-based frame-to-frame spot corre-

spondence. We implemented our method with 16 × 16 blink-spot projection on an HFR

camera-projector system; the 3D positions of all the spots in a camera view can be simul-

taneously calculated at 500 fps by processing 512 × 512 pixel images in real time. The

effectiveness of the method was verified through several experiments on moving scenes

where the 3D module was mounted on a robot manipulator, and the results were compared

with the 3D shapes measured using other methods. Based on these results, we plan to im-

prove our HFR blink-spot-projection system for much denser and more robust 3D shape

measurement. We plan to deploy our proposed 3D sensor to various application fields,
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such as robot feedback control and fast moving 3D object tracking and recognition, in the

future.





Chapter 5

Real-time Projection Mapping Using

High-frame-rate Structured Light 3D Vision

5.1 Introduction

Advances in video technology have led to augmented reality (AR) [73] being pro-

posed for realistically overlaying virtual information on real world materials. With the

help of such technology, the information about the surrounding of real world is enhanced

or becomes interactive, which offers a vivid and fluent interface for the simple under-

standing of the scene.

Tracking-based AR system [74] is a well-known techniques which is designed for

real-time visualization of synthesized images via display devices such as head-mount and

handheld displays; and images are not directly displayed on the real environment to make

it indeed augmented. Due to such inconsistencies between the real environment and im-

ages on computer displays, presenting realistic augmented information to operators in

real environments is difficult. Projection mapping [75, 76] is another well-known spatial

augmented reality technology for projecting computer-generated light patterns from pro-

jectors onto the real environment. It involves complex-shaped or non-monotoned objects

and can turn the real environment into a virtual display surface by generating projection

light patterns that are matched with the real environment. However, these studies or tech-

nologies mainly focus on rendering static scenes, with an assumption that the information

of the real environment is obtained previously, but not on enhancing the appearance of

dynamic scenes in which the recognition of a time-varying scene and projection mapping

59
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with automatic alignment restrict rendering performance. Recently, various projection

mapping systems that involve image sensors or depth sensors in the rendering of dynamic

scenes have been developed. The image-sensor-based projection mapping systems [77]

track moving objects using image segmentation algorithms without taking into account

the geometrical shape of the projection surface, while the real-time three-dimensional

(3D) data in the depth-sensor-based projection mapping system [78] benefits automatic

scene recognition and computer graphics generation. However, restricted by the working

frame rate of the depth sensor, drawbacks such as the acquisition time of depth images

and non-pixel-wise space resolution in 3D sensing and projection remain when observing

a high-speed or high-frequency moving scene.

Our goal is to create a robust real-time projection mapping system that creates

accurate, dense RGB light patterns to render dynamic scenes for easy observation or

understanding without imposing restrictions on surface texture, scene complexity, and

object motion. To this end, we report on the development of a high-frame-rate (HFR)

projection-mapping system that can acquire and process 512×512 depth-images in real

time at 500 fps and project computer-generated light patterns onto time-varying 3D scenes

at 60 fps. The depth-image processing is accelerated by installing a GPU board to pro-

cess the 8-bit Gray-code structured light method using infrared (IR) light patterns. The

RGB light patterns are interactively generated according to the depth-images so that the

patterns are projected onto the 3D scene and enhanced with pixel-wise correspondence.

Experimental results for depth-based color mapping, augmented reality spirit level, and a

tracking AR wristwatch are presented to verify the efficacy.

5.2 Real-time HFR Projection Mapping System

5.2.1 Real-time HFR Projection Mapping System

Our HFR projection mapping system comprises two projectors (DLP Light Com-

mander 5500, Texas Instruments), an HFR vision platform IDP Express [94], a GPU

board (Tesla 1060, NVIDIA), and a personal computer (PC). Fig. 5.1 shows its configura-

tion. The DLP Light Commander 5500 is a development kit for HFR projection based on
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Figure 5.1: System overview.

DMD device technology, which is composed of a high-performance light engine consist-

ing of red (R, 623 nm), green (G, 525 nm), blue (B, 460 nm), and infrared (IR, 850 nm)

LEDs, a DLP 0.55 XGA Chipset, and its controller. The two projectors, located on the

horizontal shelves, project light patterns onto a common workspace. One projector, here-

inafter referred to as the “IR projector,” was used for fast structured light 3D measurement

to project 1024×768 IR binary light patterns at 1000 fps in synchrony with the HFR vi-

sion platform, while the other, hereinafter referred to as the “RGB projector,” was used for

projection mapping as a standard XGA projector connected to a PC video card, which is

visible to the human eye. The IR projector was placed on the lower shelf, while the RGB

projector was placed on the upper shelf. Two F-mount 50 mm-focal-length lenses (Ai

AF NIKKOR 50 mm f/2.8D lenses, Nikon) were mounted on the projectors. Right-angle

aluminum-coated mirrors were used to change the vertical direction of the projections

from the projectors.
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The IDP Express [94] was designed to implement real-time video processing and

recording of 512×512 images at 2000 fps. It comprises a camera head to capture 8-bit

gray 512×512 images at 2000 fps, and a dedicated FPGA board (IDP Express board). The

IDP Express board has two camera inputs and trigger I/Os for external synchronization.

Two 512×512 images and their processed results can be mapped onto the PC memory

at 2000 fps via the PCI-e bus. A C-mount 17 mm-focal-length lens with an IR band-

pass filter, whose center wavelength and full width-half max are 830 nm and 260 nm,

respectively, was mounted on the camera head. RGB light patterns and other daily light-

ings were reduced in the images, and only IR light patterns captured at 1000 fps for the

structured light 3D measurement.

The Tesla 1060 is a computer processor board accelerated by an NVIDIA Tesla T10

GPU. It has a processing performance of 933 Gflops/s using 240 processor cores operat-

ing at 1.296 GHz and a bandwidth of 102 GB/s with its inner global memory of 4 GB and

fast shared memory of 16 kB. A PC with 16-lane PCI-e 2.0 buses and a processor chipset

with DMA were adopted to transfer memory-mapped data between standard memory and

the Tesla 1060 via the PCI-e bus at high speed. We used a PC with the following spec-

ifications: ASUS P6T7 WS SuperComputer motherboard, Intel Core (TM) i7 3.20 GHz

CPU, 3 GB RAM, two 16-lane PCI-e 2.0 buses, and graphic video card (QuadroFX 380,

NVIDIA). Structured light 3D measurement was accelerated using parallel-processing

software on the Tesla 1060. We used a CUDA IDE provided by NVIDIA to code the

algorithms with dedicated API functions for the IDP Express in Windows XP (32 bit),

which enabled us to access memory mapped data. A DVI video output of the Quadro FX

380 was connected to the HDMI video input of the RGB projector, and the RGB light

patterns generated for projection mapping were projected at dozens of frames per second.

For the xyz-coordinate system in the projection-mapping workspace, the xy-plane

was set on a level plane at z = 0 mm. The origin was set to the point of intersection of

the optical axis of the camera lens and the xy plane. The optical axes of the camera, IR

projector, and RGB projector lenses were parallel to the z-axis. The optical center of the

camera lens was set at a height of z = 899 mm. Via the right angle mirrors, the optical

center of the IR projector lens was virtually set at z = 1204 mm, and that of the RGB
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projector lens was virtually set at z = 1504 mm. In order not to disrupt the RGB projection

with the right angle mirror for IR projection, the distance between the optical axes of the

IR projector and the RGB projector lenses was set to 60 mm. The IR projector projects a

1024×768 IR light pattern in a 272×205 mm region on the level plane. The projected IR

light pattern was captured in a 512×512 image using the IDP Express. The image area,

a 278×278 mm square on the level plane, and depth information over a 272×205 mm

region were observed. The RGB projector projects a 1024×768 RGB light pattern in a

343×257 mm region on the level plane, and covers the depth-measurable 272×205 mm

region.

5.2.2 Algorithm

To project computer-generated patterns that respond to time-varying 3D scenes, we

implemented (a) structured light 3D measurement and (b) depth-based projection map-

ping on our HFR camera-projector system. In the structured light 3D measurement based

on Inokuchi’s method [95], 1024×768 IR binary light patterns coded with an 8-bit Gray-

code are projected at 1000 fps; 512×512 images illuminated by light patterns are captured

at 1000 fps in synchrony with the IR projector. In the depth-based projection mapping,

the depth-images and features captured at a high frame rate in process (a) were used to

generate RGB light patterns to project onto the 3D scene, corresponding to the projection-

mapping applications used in our study.

5.2.2.1 Structured Light 3D Measurement

The IR projector projects eight pairs of positive and negative light patterns with

Gray-code for the consideration of the projection-pattern number and to ensure the re-

quired accuracy in a certain order; gray-level 512×512 images are captured corresponding

to the projection images. Two images paired with one pair of light patterns, are differ-

entiated owing to the robustness against ambiguities due to the non-uniform brightness

at 2 ms intervals; The space-code image is obtained using binary images of the current

and previous frames, transformed to the depth of z = D(X, Y, 2k + 1) on the basis of the

geometric properties between camera and IR projector. For the projection mapping, the
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3D position, orientation and velocity are acquired as follows:

1) Target region extraction

By differentiating the depth-images with a reference depth-image DR(X, Y) for back-

ground reduction, the target region is extracted as follows:

Q(X,Y, 2k+1) =



















1 D(X,Y, 2k+1)−DR(X,Y)>θR

0 (otherwise)
, (5.1)

where θR is a threshold to extract a target region, and DR(X, Y) is the 3D background scene

provided prior.

2) 3D position, orientation and velocity acquisition

Using the following zeroth-, first-, and second-order moment features Mpqr of the

3D point group S 2k+1 that satisfies Q(X, Y, 2k+1)=1,

Mpqr(k) =
∑

(x,y,z)∈S 2k+1

xpyqzr (p + q + r ≤ 2), (5.2)

the 3D position, orientation and velocity of the target object are calculated as follows

(x̄(k), ȳ(k), z̄(k)) =

(

M100(k)

M000(k)
,

M010(k)

M000(k)
,

M001(k)

M000(k)

)

, (5.3)

φx(k) =
1

2
tan−1 2(M011(k)M000(k) − M010(k)M001(k))

(M002(k)−M020(k))M000(k)−M001(k)2+M010(k)2
,

φy(k) =
1

2
tan−1 2(M101(k)M000(k) − M001(k)M100(k))

(M200(k)−M002(k))M000(k)−M100(k)2+M001(k)2
,

φz(k) =
1

2
tan−1 2(M110(k)M000(k) − M100(k)M010(k))

(M020(k)−M200(k))M000(k)−M010(k)2+M100(k)2
,

(5.4)
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vx(k) =
1

8

7
∑

m=0

(

x̄
(

k − m
)

− x̄
(

k − (m + 1)
)

)

,

vy(k) =
1

8

7
∑

m=0

(

ȳ
(

k − m
)

− ȳ
(

k − (m + 1)
)

)

,

vz(k) =
1

8

7
∑

m=0

(

z̄
(

k − m
)

− z̄
(

k − (m + 1)
)

)

.

(5.5)

where (x̄(k), ȳ(k), z̄(k)) is the averaged 3D position of the target object; φx(k), φy(k), and

φz(k) are rotation angles around the x-, y-, and z-axes, respectively; vx(k), vy(k) and vz(k)

are the average velocity in the x-, y-, and z-axes, respectively.

3) Depth-based Projection Mapping

According to the enhanced application tasks, the following depth-based projection-

mapping algorithms are implemented on our camera-projector system.

5.2.2.2 Depth-based color mapping

a) Assignment of color properties

Corresponding to the 512×512 depth-image D(X, Y, k), a color property P(x, y, z)

is assigned for 3D points (x, y, z) using the following color map function with respect to

depth:

P(x, y, z) =



















Cm(z) (x, y, z) ∈ S k

∅ (otherwise)
. (5.6)

In our study, several color map functions Cm(z) such as a cyclic jet color map and a

reduced-color-depth map were implemented for sensitive and distinct depth visualization.

b) Projection of RGB light patterns

The color properties P(x, y, z) were converted into a 1024×768 RGB light pattern

P(X′′, Y ′′, k). (X′′, Y ′′) is a pixel coordinate value in the RGB projection images. This

conversion is conducted with a 3×4 projection matrix TP′ for the RGB projector, which
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indicates the relationship between the xyz- and the X′′Y ′′-coordinate systems as follows:

HP′
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, (5.7)

where HP′ is a parameter, and the projection matrix TP′ is obtained by prior calibration.

Thus, 1024×768 RGB light patterns are projected for pixel-wise projection mapping from

the RGB projector onto the measured 3D scene.

2) AR spirit level

a) Generation of spirit level patterns

A computer graphic (CG) pattern G(x′, y′) is designed for the AR spirit level, in

which two pointers are movable in a guide circle of radius R. The two pointers are lo-

cated at (aφx(k), 0) and (0, aφy(k)) on the vertical and horizontal axes of the circle in

G(x′, y′) so that their distances from the center of the circle increase sensitively with a

large proportionality constant a, even when the rotation angles around the x- and y-axes

are slightly small.

The CG pattern G(x′, y′) is projected as color properties P(x, y, z) of 3D points

(x, y, z) on an approximated tangent plane of the target object. The approximated tangent

plane involves the averaged 3D position (x̄(k), ȳ(k), z̄(k)), and its normal vector corre-

sponds to the rotation matrix R(φx(k), φy(k), φz(k)), expressed by the rotation angles φx(k),

φy(k), and φz(k) around the x, y, and z-axes, respectively. The coordinate value (x, y, z) on

the tangent plane is converted from (x′, y′) as follows:
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ȳ(k)

z̄(k)



































. (5.8)

b) Projection of RGB light patterns

The same process as that in 1-b), is conducted.
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3) AR wristwatch

a) Generation of wristwatch patterns

A CG pattern G(x′′, y′′) is designed for the AR wristwatch, which is a color wrist-

watch with a size of 185 × 185 pixels. when the target object moves and rotates under the

illumination of IR projector, the CG pattern G(x′′, y′′) is projected as P(x, y, z) of 3D point

(x, y, z) on an approximated tangent plane determined by the predicted centroid position

and rotation matrix. The predicted centroid position is obtained according to the aver-

aged 3D position (x̄(k), ȳ(k), z̄(k)), the moving speed vx(k), vy(k), vz(k), the rotation matrix

R(φx(k), φy(k), φz(k)) and the projection delay τ; the rotation matrix R(φx(k), φy(k), φz(k))

is expressed by the rotation angles φx(k), φy(k), and φz(k) around the x, y, and z-axes,

respectively. The coordinate value (x, y, z) on the tangent plane is obtained as follows:
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ȳ(k)

z̄(k)



































+
1

τ



































v̄x(k)

v̄y(k)

v̄z(k)



































. (5.9)

b) Projection of RGB light patterns

The same process as that in 1-b), is conducted.

5.2.3 Specifications

The procedures of structured light 3D measurement are accelerated by executing

them in parallel with 512 blocks of 1×512 pixels on the GPU board. The 512×512 depth-

image is outputted at 500 fps using pipelined parallel-processing for input images between

16 frames, as shown in Fig. 5.2. The total execution time for structured light 3D measure-

ment, including the transfer time from the PC memory to the GPU board for a 512×512

input image is within 0.39 ms.

For depth-based projection mapping, 1024×768 RGB light patterns to be projected

were also generated by executing processes in parallel on the GPU board. In the case of

depth-based color mapping, color properties were assigned within 0.01 ms and RGB light

patterns were generated within 0.01 ms. In the case of AR spirit level, CG patterns were
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Figure 5.2: Pipelining-output of depth-image.

generated within 0.03 ms and RGB light patterns were generated within 0.01 ms. In both

tasks, the transfer time from the GPU board to the PC memory for RGB light patterns was

1.46 ms. Including the depth-image acquisition in the structured light 3D measurement,

the total execution times for (1) depth-based color mapping, (2) AR spirit level, and (3)

AR wristwatch, were 1.88 ms, 1.89 ms, and 1.89 ms respectively. Thus, our HFR camera-

projector system can generate projection patterns for projection mapping with low latency

at the millisecond level, interactively with time-varying 3D scenes. Here, the projection

rate of the RGB projector was limited at 60 fps when 1024×768 RGB light patterns were

transferred from the PC via the HDMI video output. Thus in this study, the RGB light

patterns were projected with a time delay of 18.0 ms at intervals of 16.7 ms, whereas the

512×512 depth-images were obtained in real time at 500 fps.

5.3 Experiments
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Figure 5.3: Verification of HFR depth sensor.

5.3.1 Robustness in dynamic projection mapping

In the structured light method, the Gray-code light patterns are projected sequen-

tially to illuminate the measuring scene. The displacement d in captured images encoun-

tered in the 3D shape measurement of a moving object is proportional to its velocity v and

inversely proportional to the frame rate f of depth vision , which causes inaccuracies in

the measurements and leads to improper projection mapping.

d = v/ f , (5.10)
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t = 0.75 s t = 0.81 s t = 0.88 s t = 1.00 s

(a) Projection mapping without prediction

t = 1.38 s t = 1.44 s t = 1.51 s t = 1.63 s

(b) Projection mapping with prediction

Figure 5.4: Verification of dynamic projection mapping.

To reduce such synchronization errors, we used 500 fps depth vision to shorten

the time taken for the projection of multiple light patterns [96]. Its effectiveness was

illustrated by a simulation experiment with an assumption of no projection delay. In

this experiment, a toy duck that moved at various speeds, 0.0 m/s, 0.2 m/s, 0.4 m/s, and

0.6 m/s, was measured and mapped using a projection mapping system with a 30 fps depth

sensor and our proposed system. Fig. 5.3 (a) and (c) show the extracted depth images

obtained by a 30 fps depth sensor and 500 fps depth sensor, while Fig. 5.3 (b) and (d)

present the difference maps between the RGB light pattern and the toy duck obtained by

the two above-mentioned systems. Compared with depth images extracted by the 500 fps

depth sensor, those extracted by the 30 fps depth sensor were not correct at v = 0.2 m/s,

0.4 m/s, and 0.6 m/s, when the toy duck was moving. However, the depth image extracted

at v = 0.0 m/s, when the toy duck was static, was correct. For projection mapping, the

rendering of our proposed system had a robust performance even when the object moved

fast, while the rendering quality of the system using a low-frame-rate depth sensor was

reduced sharply. This experiment illustrated that the impulsive noise and unmeasurable

pixels around the edges of an object having discontinuous depth are reduced significantly

with the help of an HFR depth sensor. Such features befit the projection mapping.

In our proposed system, the system delay composed of the time of depth-image
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(b) color-mapped scenes

Figure 5.5: Experimental results for a moving lion relief.

extraction and the inherent projection delay of the projector reduces the performance of

projection mapping. Concerning the extraction time of the depth-image, it is shortened

to a level of 2 ms with the help of high-speed vision. Regarding the projection delay, the

centroid position and rotation are involved to improve projection-mapping applications

with a prediction algorithm. We present projection-mapping results of a disc moving

over a disk plane. Fig. 5.4 (a) and (b) show the augmented experimental scenes captured

by a standard video camera during the motion of the disc. Fig. 5.4 (b) is implemented

including predication of motional state while the RGB images of (a) are projected onto
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Figure 5.6: 3D position of the centroid position of a moving lion relief.

the measured scene directly. It can be seen that the improved projection mapping has

better performance for dynamic scenes, since there is a smaller displacement between

projected RGB image and object.

5.3.2 Depth-based Color Mapping

In this section, we look at experimental results obtained for projection mapping of

(a) a moving plaster lion relief, and (b) a moving human hand over a desktop when the

depth-based color mapping was implemented.

The plaster lion relief to be enhanced was moved above the level plane with periodic

up-and-down motions once or less per second and slight rotations around the z axis by

human hands. The height, width, and depth of the lion relief were 31 cm, 27 cm, and

10 cm, respectively. The reference depth-image was provided as the level plane, and the

color map function was set to a cyclic jet color map. Fig. 5.5 shows (a) the color-mapped

512×512 depth-images, and (b) the experimental scenes captured using a standard digital

video camera, taken at intervals of 0.33 s for t = 1.00–2.67 s. t = 0 was the start for the

observation time. The x, y, and z coordinates of its centroid position for t = 0.0–5.0 s

were measured as shown in Fig. 5.6. It can be seen that the 3D position of the relief was

periodically changed in the z direction whereas the x and y coordinates were not changed

as much, corresponding to its up-and-down movement. Corresponding to the measuring

position and orientation, the 3D shape information of the relief was correctly measured in

the depth-image in Fig. 5.5(a), even when the relief was moved up-and-down with slight

rotation. In Fig. 5.5(b), the white-surface relief was enhanced with a cyclic jet color map,
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(b) color-mapped scenes

Figure 5.7: Experimental results for a moving human hand.

which can directly visualize its detailed height information for the human eye, and the

RGB light patterns were correctly projected for pixel-wise projection mapping on the

moving lion relief. In the experiment, there remained slight displacements between the

lion relief and the projected color map information when the relief was moved rapidly.

These displacements were caused by the latency of the projector and video card used in

the projection, which had a delay time of dozens of milliseconds.

We now consider the experimental results for a human hand periodically moved
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Figure 5.8: 3D position of the centroid position of a moving human hand.

over the desktop. The right hand was moved periodically at a frequency of approximately

3 Hz in the z direction from 55 to 145 mm above the level plane. On the level plane, a

computer keyboard, books, and many 3D objects were placed as background objects. A

precalculated reference depth-image was provided as the same background scene in the

real-time experiment and the color map function was set to a three-color-depth color map;

the target object was red-mapped when z ≥ ztop = 100 mm, otherwise the target object

was white-mapped; the background scene was always blue-mapped. Fig. 5.7 shows (a) the

depth-images, and (b) the experimental scenes, which were taken at intervals of 0.066 s

for t = 0.50–0.83 s. Fig. 5.8 shows the x, y, and z coordinates of the centroid position of

the human hand for t = 0.0–2.5 s. The 3D position of the human hand was periodically

changed three times per second in the z direction, corresponding to the periodic movement

of the human hand. The 3D shape of the human hand and background objects were

measured in Fig. 5.7(a). In Fig. 5.7(b), it can be seen that the human hand was highlighted

with white or red colors depending on the 3D position of the human hand, whereas the

background scene was always lighted in blue.

These results indicate that our system can execute real-time pixel-wise projection

mapping on a moving 3D object for depth-enhanced visualization.

5.3.3 AR Spirit Level

Let us look at the experimental results for the AR spirit level. A 50×50 mm white

plate was manually moved over the level plane; it was moved up and down, and then

alternately tilted around the y axis and the x axis. The graphic pattern to be projected
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(b) projection-mapped AR spirit level

Figure 5.9: Experimental results for AR spirit level.

involved a guide circle of radius 100 mm and two 20-mm-diameter pointers; the pointers

moved 6 mm per degree for the rotation angles around the x and y axes, and the color of

the graphic pattern was determined by the z coordinate of the target object. The reference

depth-image was provided as the level plane.

Fig. 5.9 shows (a) the depth-images, and (b) the experimental scenes, taken at in-

tervals of 1.0 s for t = 0.5–5.5 s. The rotation angles around the x- and y-axes and the z

coordinate of the target object for t = 0.0–6.0 s were measured as shown in Fig. 5.10. The
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Figure 5.10: 3D orientation and z-coordinate of the centroid position of a white plate.

graphic pattern was projected at the center of the white paper and its pointer positions and

color were correctly changed, corresponding to the rotation angles and the z coordinate

of the white plate; the z coordinate was changed from 20 to 165 mm, and then the angles

were alternately changed in the range from approximately −15 to 15 degree. Thus, it can

be seen that the slight rotation angle at sub-degree level is enhanced for easy visualization

on the white plane at AR spirit level, even when its rotation angle is too small for the

human eye to inspect its slanted tendency without projection mapping.

5.3.4 AR wristwatch

This part presented the experimental results for AR wristwatch. In this experiment,

the wrist was conducted reciprocating motion from one side to another side with arbi-

trary title around the x− and y−axis. The projected CG wristwatch pattern has a size of

185×185 pixels with color property.

The depth-images and the experimental scenes are shown in Figure 5.11, which

was taken at an interval of 0.60 for t =0.56–3.56 s; Figure 5.12(a) shows the 3D posi-

tion (x, y, z) of the centroid position of human hand in this period, while Figure 5.12(b)

presents rotation angles (φ(x), φ(y)) around the x− and y−axis and the velocity (vx, vy)

in this two directions. The graphic pattern was projected on the wrist corresponding to

the 3D position, rotation angle and velocity; the z coordinate was changed from 45 to

165 mm, and then the angles and velocity changed in the range from around -20 to 20

degree and -2.2 to 2.2 m/s, respectively. It can be found that the 3D pose of a moving

object can be tracked and enhanced in real-time for easy visualization by our system.
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(b) color-mapped scenes

Figure 5.11: Experimental results for AR wristwatch.

5.4 Concluding Remarks

In this paper, we reported on the development of a real-time projection-mapping

system which can acquire 512×512 depth-images in real time at 500 fps and project

depth-based light patterns to be enhanced for time-varying 3D scenes. Experimental

results from enhanced application tasks for dynamic 3D scenes verified the efficacy of

our system. On the basis of the experimental results obtained, we plan to improve our

camera-projector system for more responsive 3D projection mappings by accelerating the
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(b) velocity and rotation angle of human hand

Figure 5.12: Moving state for AR wristwatch.

CG image generation for a projector with short time lag, and to extend the enhanced ap-

plications for various AR-based human-computer interactions. Meanwhile, we plan to

implement the projection-mapping system using both horizontal and vertical projection

patterns to exploit its advantages of robustness and extensibility. To improve the user ex-

perience, we plan to develop a graphical user interface that includes various parameters

for device settings, such as brightness control of the RGB projector, to allow human users

to interact with our proposed system in a user-friendly manner.



Chapter 6

A Fast 3D Shape Scanner Using Two HFR

Camera-projector Systems

6.1 Introduction

The 3D shape extraction becoming increasingly important, with various applica-

tions in fields such as computer graphic, object recognition, and computer-human inter-

face. For many of these applications, the entire shape acquisition of dynamic scenes in

real-time is desirable. Restricted by the angle of view of a camera, the entire shape ac-

quisition is realized on the basis of the cooperation of multiple 3D modules that locate at

different perspectives, with an implementation of active or passive 3D shape measurement

approach. The structured light illumination [97, 98, 99] is a well-known active 3D shape

measurement method that is based on a camera-projector system. In such a system, the

light patterns encoded with a certain strategy are projected onto the scene to be measured

while a synchronized camera located at another perspective is used to capture deforma-

tion images; the 3D shape is obtained using the geometric properties between the camera

and the projector. The structured light illumination is divided into sequential projection

technique and one-shot projection technique according to the number of projection pat-

terns. The passive measurement method [100] typically uses multiple cameras that work

at normal ambient light, and the 3D reconstruction of the scene to be measured is realized

by corresponding the similar image features in different image planes. Recently, many 3D

scanning systems have been reported based on the above mentioned techniques; However,

the frame rate of vision platform, the acceleration of the corresponding process, and the

79
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restrictions on the color or texture of the surface of a measured scene present a challenge

to improve their performance.

Our goal is to develop a robust, fast, and entire shape acquisition scanner that can

generate accurate and dense 3D reconstruction for a dynamic scene including the color of

its surface without posing restrictions on the texture and complexity of the scene. To this

end, we proposed a 3D scanner that is based on the cooperation of two high-frame-rate

(HFR) camera-projector systems. For the measurement of dynamic scenes [101], the ex-

ecution of 3D data extraction has to be fast to allow more information to be obtained. To

achieve high measurement accuracy and reduce time consumption, the proposed scanner

is implemented with the Gray-code light patterns that are encoded in both horizontal and

vertical, one of the sequential projection techniques. Compared with the one-shot pro-

jection that obtains the codeword of a pixel using local various or geometric constraints,

the Gary-code projection is very reliable and robust to the surface characteristics since

only binary values are used in the encoding strategy without concerning to the neighbour-

hood for a certain pixel. Meanwhile, in the Gray-code projection, the specific codeword

of a pixel is obtained by corresponding the pixels at the same position in one pattern

sequence that makes it feasible to accelerate by using a GPU board. However, the decod-

ing procedure in one-shot projection is realized by using complicated image processing

algorithms which give a challenge to speed up. Typically, the sequential projection is

sensitive to the motion of a target object, because the synchronization errors caused by

misreading the light patterns projected at different points as those at the same one oc-

cur when moving objects are under observation. To reduce this effect, we implement the

structured light illumination on an HFR camera-projector system composing of a high-

speed vision platform and a DLP high-speed projector to minish the displacement among

one pattern sequence, whose effectiveness has been illustrated by Gao [102]. When two

or more camera-projector systems are employed by one scanner, the projection interfer-

ence caused by the light patterns are projected onto the measured scene from different

projectors at the same time is a thorny problem. In our study, a frame-straddling high-

speed vision platform, in which the time delay between the two camera heads can be

controlled, is developed by implementing the hardware logics on the HFR vision used in
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camera-projector system. Meanwhile, the two projectors are synchronized with the two

cameras by using impulse signal. In the implementation, the illumination time of the pro-

jector is shorter than the exposure time of the camera to keep that the measured scene is

illuminated only by a light pattern in one exposure period of the camera.

In Section 6.2 of this paper, we describes related works on 3D scanner that uses

structured light illumination. In Section 6.3, the configuration of our proposed system and

a outline of the implemented algorithm are presented. In Section 6.4, several experimental

results of the measurement of moving scenes are presented to verify its performance.

6.2 Previous Works

Recently, various structured light illumination-based scanning systems that focus on

simultaneous 3D measurement and rapid display have been reported. By projecting light

patterns using certain codification strategies [97, 98, 99], the structured light illumination

realizes fast and robust correspondence between light patterns and captured images with a

significantly reduced corresponding complexity. However, the improvement of measure-

ment accuracy and execution speed still poses a major challenge to their performance.

The Gray-code projection proposed by Innokuchi [103] uses multiple stripes with

binary information to form a sequence of light patterns. When the surface of the scene to

be measured is illuminated under such light patterns, each point on the surface processes

a unique codeword that differs from the other points; a large number of light patterns

is necessary for the high accuracy and high resolution measurement. Gao et al. [102]

reported a real-time 3D scanner that can output 3D video of 512×512 pixels at 500 fps

on the basis of 8-bit Gray-code light patterns and a GPU-based HFR camera-projector

system, which has been expanded to be a real-time projection mapping system [104]. Liu

et al. [105] presented a high-speed 3D vision with automatic motion compensation that

can reduce the synchronization errors that exists in Gray-code projection when a moving

object is measured.

Phase-shift [106] is another sequential projection technique that encodes the code-

word using a set of sinusoidal patterns. One of the outstanding features of this method is
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that it reduces the number of light patterns without losing resolution and accuracy. How-

ever, depth exceeding the range equivalent to one fringe period can not be unwrapped

uniquely due to the periodicity of the fringe signal. T. Weise et al. [107] developed a 3D

scanning system combining stereo and phase-shit projection for a dynamic scene recon-

struction, which can output accurate depth maps at 17 fps. Zhang et al. [109] reported a

multilevel quality-guided phase unwrapping algorithm for real-time 3D shape measure-

ment that can generate 640×480 depth maps at 30 fps. A real-time, high-precision 3D

scanning system [110] with an off-the-shelf projector and a commodity camera is pro-

posed which can eliminate the phase ambiguity by embedding a speckle-like signal in the

sinusoidal fringe patterns.

The 3D measurement system that is on the basis of the one-shot projection tech-

nique encodes the codeword purely in the spatial domain; correspondence is established

by searching similar features in the light pattern and captured images via a spatial win-

dow. For these systems, they are robust to the motion of a target object, since only one

acquired image of the scene under such light pattern illumination is required to derive

the full depth image. However, they become unstable when there are color or texture on

the surface of the scene to be measured, while they are not very effective in real time

because of the high computational complexity of correspondence. Microsoft Kinect is

a commercial product that can acquire the 3D shapes of measuring scenes at 30 fps by

using a spatially coded infra-red light pattern with an assumption of local smoothness.

Kawasaki et al. [112] proposed a dense 3D reconstruction method using a single color

code pattern for fast moving object; an entire shape acquisition system using multiple

cameras and projectors [111] is realized based on such method. The 3D scanning system

using Hamming color code [113] or De Bruijn sequence [114] are reported for fast and

accurate measurement. Some other types light patterns that establish the correspondence

using geometric constraints [115, 116] are also proposed.
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(a) camera-projector system

(d) IDP Express Board

(b) DLP LightCrafter 4500

(c) camera head
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Figure 6.1: Composing elements of the proposed system.

6.3 Fast 3D shape scanner

6.3.1 System Configuration

The proposed fast 3D shape scanner consists of a dual-camera high-speed vision

platform (IDP Express board) with a frame-straddling function for two cameras inputs,

a personal computer (PC) installed with a GPU board (NVIDIA Tesla 1060) for parallel

processing, and two separate HFR camera-projector systems for 3D measurement that

are placed at opposite sites so that they can capture different profiles of the measured

scene. The composing elements of the proposed system and system overview are shown

in Fig. 6.1 and Fig. 6.2, respectively.

The IDP Express is designed to implement various types of real-time video process-

ing algorithms and recording of 512×512 images at high frame rate that can be mapped

onto the PC memory simultaneously via the PCI-e bus. It comprises two camera inputs to

connect camera heads, trigger I/Os for external synchronization, and a dedicated FPGA

board (Xilinx XC3S5000) for the hardware implementation of algorithms. The detailed
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Figure 6.2: System overview.

explanation of image processing path and transfer in IDP Express board can be found in

[117]. The overview of the board is shown in Fig. 6.1 (d). In our study, the IDP Express

board was dedicated and improved for dual-camera frame-straddling by developing the

hardware logics for time delay control between the two camera heads. The time delay

between the two camera heads is simultaneously controlled via the PC from 0 to 1 ms in

9.9 ns steps in capturing 512×512 images at 500 fps. Thus, the IDP Express can work as

a frame-straddling high-speed vision platform [118].

The Tesla C1060 is a computer processor board on the basis of the NVIDIA Tesla

T10 GPU; it is capable of a processing performance of 933 Gflops/s using 240 processor

cores operating at 1.296 GHz and a bandwidth of 102 GB/s for its internal 4 GB memory.

A PC with a 16-lane PCI-e 2.0 bus and a processor chipset with a DMA function are

adapted to transfer memory-mapped data between standard memory and the Tesla 1060

at high speed via the PCI-e bus. The PC has the following specifications: ASUSTeK P6T7

WS main board, Intel Core i7 3.20 GHz CPU, 3 GB of memory, two 16-lane PCI-e 2.0

buses, and Windows 7 Professional 32 bit OS. In this study, the implemented algorithm

for 3D measurement and registration was accelerated by parallel processing on the Tesla

1060.

The camera-projector system composes of a high-speed DLP projector (Texas In-

struments DLP LightCrafter 4500) and a color camera head, which is shown in Fig. 6.1.

The DLP LightCrafter 4500 is a compact evaluation module enabling high-speed binary
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light pattern projection using a DMD device, which can project hundreds of 854×480 bi-

nary patterns at 500 fps or more in synchronization with an external system. The camera

head can capture 8-bit Bayer images of 512×512 pixels at 5000 fps or more, and the input

images can be mapped in the PC memory at the same frame rate. As shown in Fig. 6.2,

two HFR camera-projector systems are placed at the opposite sites on the module with

a distance between them to be 1150 mm. To eliminate the projection interference, the

time delay between the two cameras is controlled to be 1 ms, while the illumination time

of the projectors and the exposure time of the cameras are set to be 0.5 ms and 0.7 ms.

respectively.

6.3.2 Implemented Algorithm and Its Specification

To realize fast entire shape reconstruction, we implemented the structured light 3D

measurement and registration using multiple threads processing: one threads for image

capturing, two threads for 3D measurement, one thread for data registration, and one

thread for display using OpenGL. The flowchart of the implemented algorithm is shown

in Fig. 6.3.

(a) Projection of Gary-code light patterns

Twenty pairs of positive and negative light patterns with 10-bit Gray-code encoded

in both horizontal and vertical are projected in the order of {g0
x, g

1
x}, {g

0
y, g

1
y}, · · · , and

{g18
y , g

19
y } as follows:

g2i
x (X′, Y ′) =

⌊

2i · Y ′

480
+

1

2

⌋

mod 2

g2i+1
x (X′, Y ′) = g2i

x (X′, Y ′)

(i = 0,· · ·, 9), (6.1)

g2i
y (X′, Y ′) =

⌊

2i · X′

854
+

1

2

⌋

mod 2

g2i+1
y (X′, Y ′) = g2i

y (X′, Y ′)

(i = 0,· · ·, 9), (6.2)

where ⌊x⌋ is the minimum integer that is greater than or equal to x; i denotes the LSB and

MSB order in the gray code. (X′, Y ′) is a pixel coordinate value in the projection images.
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Figure 6.3: Flowchart of implemented algorithm.

(b) Image acquisition

Corresponding to the projection image of g(X′, Y ′), a Bayer image of 512×512

pixels is captured at time t = kτ as follows:

bI(X, Y, k) = Proj(g(X′, Y ′)), (6.3)

where k is the frame number of the captured images, and the frame interval is τ = 2 ms

for each camera. (X, Y) represents the coordinate value of a pixel in the captured images.

(c) Bayer-to-gray-level conversion

A gray-level image I(X, Y, k) of 512×512 pixels is obtained by using a color image
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RGBI(X, Y, k)=[R,G, B], which is converted from an acquired Bayer image as follow:

I(X, Y, k) = Graylevel(RGBI(X, Y, k)). (6.4)

RGBI(X, Y, k) = Bayer(bI(X, Y, k)). (6.5)

(d) Binarization

A pair of images I(X, Y, 2k′) and I(X, Y, 2k′+1) are differentiated on the basis of

robustness to ambiguities due to nonuniform brightness at 2 ms intervals. The binary

image for space encoding is obtained with a threshold θb as follows:

G(X,Y,2k′+1) =






















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



1 I(X,Y,2k′)−I(X,Y,2k′+1)>θb

0 I(X,Y,2k′)−I(X,Y,2k′+1)<−θb

φ (otherwise)

, (6.6)

where φ denotes the ambiguous binarization state.

(e) Gray-to-binary conversion

Corresponding to the light patterns that encoded in two directions, the binarization

image G(X, Y, 2k′+1) is converted with a pure binary code at the current and previous

frames in such two directions as follows
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











9
∑

i=k′ mod 10

G(X, Y, 4(k′−i)+3)















mod 2, (6.8)

where we consider the unmeasurable state when there are two or more ambiguous bi-

narizations among the ten frames; 0 is substituted for φ when there is one ambiguous

binarization.

(f) Space-code images generation
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Two space-code images Ch(X, Y, k′) and Cv(X, Y, k
′) are obtained using the binary

images Bh(X, Y, k) and Bv(X, Y, k) (i = 0, · · · , 9) at the current and previous frames as

follows:

Ch(X, Y, k′) =

9
∑

i=0

2k′ mod 10 · Bh(X, Y, k′), (6.9)

Cv(X, Y, k
′) =

9
∑

i=0

2k′ mod 10 · Bv(X, Y, k
′). (6.10)

The space code images are filtered with a 3×3 median filter.

(g) Triangulation

A 3D map (x, y, z) is obtained by solving a simultaneous equation with space-code

images Ch(X, Y, k′) and Cv(X, Y, k
′).
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, (6.11)

The matrices TC and TP are obtained by prior calibration while HC and HP are parameters.

The depth image D(X, Y, k′) is filtered by a 5×5 median filter. Here, we denote the 3D

map obtained by the right camera-projector system as (xr, yr, zr), while the other one is

marked as (xl, yl, zl).

(h) Recovery of color RGB image

The color information RGB′I(X, Y, k′) of a measured scene is recovered by extract-

ing the RGB value in RGBI(X, Y, 2k′) or RGBI(X, Y, 2k′ + 1) by comparing their gray-level

images:

RGB′I(X,Y,k′) =



















RGBI(X,Y,2k′) I(X,Y,2k′)> I(X,Y,2k′+1)

RGBI(X,Y,2k′ + 1) (otherwise)
, (6.12)
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Table 6.1: Execution time of proposed algorithm.

Time [ms]

Image acquisition time 0.03

Transfer to GPU 0.08

Bater-to-gray-level conversion 0.01

Binarization 0.01

Gray-to-binary conversion 0.02

Space code image generation 0.02

3×3 median filter 0.02

3D triangulation 0.01

Recovery of color RGB image 0.01

Registration 0.01

Transfer to PC memory 1.21

Total time 1.43

(i) Registration

The entire shape (x′, y′, z′)=
(

(x
′

r, y
′

r, z
′

r) ∪ (x
′

l
, y
′

l
, z
′

l
)
)

is obtained by transforming the

3D map extracted by the two camera-projector systems to the world coordinate system

with (Rr, Tr) and (Rl, Tl) to be their rotation matrix and translation matrix as follows:


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+ Tr, (6.13)
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





+ Tl. (6.14)

In the implementation of the above mentioned algorithm, process (1) is conducted offline

to generation light patterns, while processes (b)-(i) are parallel processed with 512 blocks

of 1 × 512 pixels on the GPU board. Table 6.1 presents the total execution time and

its breakdown when images of 512×512 pixels are processed, which includes the time

of image acquisition, the transfer time from PC memory to GPU board for a captured

image, and the transfer time from GPU board to PC memory for registered 3D data. From
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(a) experimental scenes

�� �� �� ��

(b) OpenGL view of reconstruction result

Figure 6.4: 3D reconstruction for static box.

this table, we can find that the total time of execution is 1.43 ms so that the proposed

system can work in real time at 250 fps. The registered 3D data with color information is

displayed using OpenGl at 20 fps.

6.4 Experiments

To show the effectiveness of our proposed scanning system, two experiments, 3D

reconstruction for a static box and 3D reconstruction for a moving human-hand, are con-

ducted. In these experiments, the binarization threshold θb for the structured light 3D

measurement was set to be 2; while the coordinate system of the optical center of the

right camera-projection system is selected to be the world coordinate system.

6.4.1 A Color-patterned Static Box

In this experiment, a color box of size 150×150×80 mm placed on the middle of

the scanner is under the illumination of Gray-code pattern; the scene to be measured is

shown in Fig. 6.4 (a). Fig. 6.4 (b) shows the reconstructed results for the box, which

were presented at four different viewpoints. It can be found that the two camera-projector
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systems used in our proposed scanner can extract dense and accurate 3D shape of the

measured scene with color information. Meanwhile, we can observe that the general

shape of the box is obtained by registering the two individual 3D data together.

6.4.2 A Color-patterned Moving Human-hand

In this experiment, we show the effectiveness of the proposed system for a moving

object. A human-hand periodically opened and closed with arbitrary rotation at a fre-

quency of approximately 1 times per second on the middle of the scanner. Fig. 6.5 (a)

presents the motion states of the human-hand, which were captured at 30 fps by using

a standard video camera at intervals of 0.396 s for t=0.792-1.980 s. Fig. 6.5 (b) shows

the reconstructed results obtained by our proposed scanner at the same time. Observing

from these figures, we can find that the entire 3D shape of a moving human-hand can

be reconstructed correctly even it moves fast. Through this experiments we confirm that

the proposed scanner system can realized entire 3D shape reconstruction in real-time at

250 fps by registering the 3D data obtained by two individual camera-projector systems

together. Meanwhile, It also can be that the synchronization errors occurs during the

procedure of reconstruction.

���������	 ���
�
���	 ���
���
�	 ���
�����	

(a) experimental scenes

���������	 ���
�
���	 ���
���
�	 ���
�����	

(b) OpenGL view of reconstruction result

Figure 6.5: 3D reconstruction for a moving human-hand.
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6.5 Concluding Remarks

In this paper, we developed a GPU-based fast 3D shape reconstruction scanner sys-

tem that can output 3D video at 250 fps by using two individual HFR camera-projector

systems. Several reconstruction experiments for both static scene and dynamic scene are

performed to verify its effectiveness. On the basis of the experimental results obtained,

we plan to improve our scanner system using more camera-projectors to realize a recon-

struction of dead-zone free. Furthermore, an automatic motion-compensation algorithm

will be employed to improve its performance for moving object scanning.



Chapter 7

Conclusion

With the development of computer vision, the computer-vision-based 3D measurement is

becoming increasely important in many application fields, such as robot feedback control,

industrial inspection, and entertainment. Many research groups have developed real-time

3D measurement systems based the time-varying projection method, spatial projection

method, or space-time projection method. However, there are limitations in the existing

method: time-varying light projection method without involving tracking strategies are

reliable for static objects but their accuracies decrease sharply for moving objects be-

cause of the synchronization errors; the spatial projection methods that encode purely in

the spatial domain measure the target scenes with an assumption of local smoothness;

space-time projection techniques utilize the advantages of both the space domain and the

time domain with a heavy computation time. On the other hand, limited by the video

signal formats (e.g. NTSC 30 fps and PAL 25 fps) that are designed on the character-

istics of human, most of the existing 3D measurement systems work at a level of tens

frame. To overcome the restrictions of conventional systems, I developed two methods: a

sparse blink-spot projection method without synchronization errors and a density motion-

compensated stripe projection method with reduced synchronization errors.

Firstly, I proposed a blink-spot projection method that can reduce the synchroniza-

tion errors of the sequential structured light illumination, which are caused by multiple

light patterns projected with different timings when fast-moving objects are observed. In

this method, a series of spot array patterns, whose spot sizes change at different timings

corresponding to their identification number, is projected onto scenes to be measured by

93
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a high-speed projector. Based on simultaneous and robust frame-to-frame tracking of the

projected spots using their ID numbers, the 3D shape of the measuring scene can be ob-

tained without misalignments, even when there are fast movements in the camera view. I

implemented our method with an HFR projector-camera system that can process 512×512

pixel images in real-time at 500 fps to track and recognize 16×16 spots in the images.

In the second part, I introduced an HFR structured light vision that can simulta-

neously obtain depth images of 512×512 pixels at 500 fps by implementing a motion-

compensated coded structured light method on an HFR camera-projector platform; the

3D computation is accelerated using the parallel processing on a GPU board. This method

can remarkably reduce the synchronization errors in the structured-light-based measure-

ment.

In the third part, a projection-mapping system is developed that can project RGB

light patterns that are enhanced for 3D scenes using a graphics processing unit (GPU)

based HFR vision system synchronized with HFR projectors. This system can acquire

512×512 depth-images in real time at 500 fps. The depth-images processing is accel-

erated by installing a GPU board for parallel processing of Gray-code structured light

illumination using infrared light patterns projected from an IR projector. Using the com-

puted depth-image, suitable RGB light patterns to be projected are generated in real time

for enhanced application tasks. They are projected from an RGB projector as augmented

information onto a 3D scene with pixel-wise correspondence even when the 3D scene is

time-varied.

At last, A fast 3D shape scanner is developed that can output 3D video at 250 fps

using two HFR camera-projector systems with an implementation of 10-bit Gray code

light pattern encoded in both horizontal and vertical. The 3D data, which is extracted

by the two camera-projector systems, are registered together to obtain an entire shape.

To avoid the interference of projection patterns, the high-speed vision platform used in

this system is dedicated and improved for dual-camera frame-straddling by developing a

hardware logics for the time delay control between the two cameras.

In the future, I want to combine the blink-spot projection method and motion-

compensated stripe projection method to extend its applicabilities to various fields con-
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sidering the high-speed and real-time processing property, such as robot feedback control,

industrial inspection and entertainment.
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