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Abstract

Visual Language Retention: Do visual attributes of multimedia utilized in the

classroom have an effect on retention?

Multimedia presentation of information in instruction is widely used in many

academic and business settings around the world. The multimedia part of this instruction

is not only the use of computers, but also includes textbooks with pictures, handouts,

videos, etc., anything that uses “multiple” sources of media and multiple perceptions to

learn. Today there is a need for a well-defined, wide-spread, and easy to remember

definition of visual grammar for presentation software use in the classroom. This research

presents the finding of three attributes of this visual grammar, background color, font style

and text density. A platform of presentation software was used to test and define these

characteristics on student retention in a classroom setting. In addition, this research was

conducted in Japan and the USA to ascertain if there is a cross cultural difference in these

statistical findings. The results revealed a statistical difference and preference in certain

colors, and font styles particular to country specific groups. In addition, results indicated

no cultural difference between groups for text density, but revealed a statistically

significant result to define an optimum text density with regards to higher retention rates.



Chapter One

Introduction



Chapter 1: Introduction:

Multimedia presentation of information in instruction is widely used in many

academic and business settings around the world. The multimedia part of this instruction

is not only the use of computers, but also includes textbooks with pictures, handouts,

videos, etc., anything that uses “multiple” sources of media and multiple perceptions to

learn, for example, using presentation software in the classroom. Some have negatively

called presentation software use as “No golden bullet” (Rowcliffe, 2003, p. 74) others

have called it the “Viagra of the spoken word”’(Blokzijl & Naeff, 2004, p. 70). One of the

most popular packages is PowerPoint® made by Microsoft Corporation. Even though it

has been ridiculed and negatively joked about, presentation software or PowerPoint® has

more than 500 million users, has an average of 30 million presentations performed in one

day and some estimates say that 1.25 million presentations take place every hour (Mahin,

2004). Globally, six million educators use this software in the classroom. The average

PowerPoint® presentation runs 25 minutes and each slide has about 40 words.

Multimedia usage in learning is an extremely powerful and popular academic tool (Parker,



2001; Mahin, 2004).

In my own personal experience, over the past 15 years, when teaching English

presentation skills in a second language classroom in Japan, students were required to

peer evaluate based on characteristics pertaining to story, physical and visual messages

of a speech. When comparing the story (written) and physical message, peer evaluations

coincided with the instructors evaluations. However, the instructor noted a significant

difference in evaluations concerning the visual message of the student’s speech.

Especially when presentation software was utilized, these evaluations were opposite of

each other.

Because of this continued pattern of mixed visual message evaluations, a question

of unique cultural perceptions was considered as an explanation of this difference. This

lead to the reading of the Richard Nisbett book, The Geography of Thought (2003).

Nisbett discovered, through extensive research, cognitive differences between Westerners

and East Asians. Could this difference, noted by Nisbett (2003) also be observed between

evaluations of Japanese student presentations and their American instructor? Further

research, at that time, revealed a lack of statistically based observations concerning these

differences were noted in the classroom. There were many “How to” books available to

give advice, but no real concrete proven results to practically use in the classroom. In



addition, was this difference noted for computer users and cross-cultural situations in

business or diplomacy where presentations are becoming the de facto standard in

speeches?

In 2014 the author conducted a survey (see Appendix 1) asking university and

secondary educators from the USA and Japan questions pertaining to presentation

software use in the classroom. Sixty six percent answered positively when asked if their

design considerations included retention. In contrast, of the educators that answered yes,

expressions such as readability, clear and visually appealing were noted in only 11 of the

24 affirmative responses as characteristics considered to have an effect on retention of

information taught using presentation software as a teaching tool. Almost half did not

expand on their design considerations. In addition, some educators were honest and stated

that they knew of a design principle, but were unaware of the specifics or the guidelines

it contained. This last statement displays a need for a well-defined and wide-spread, easy

to remember definition of visual grammar for presentation software use in the classroom.

This study will not argue the effectiveness of using PowerPoint® in the

classroom. This is a path of usage that cannot be reversed. Presentation software is here

to stay in the classroom and boardroom. However, how we present and design this

information will be analyzed and studied for the discovery of cognitive rules,



constructions, theories and a defined visual grammar.

Academic research has been slow to record the effects across a wide breadth of

visual factors as to the use of presentation software in the classroom. A student in a

classroom setting has many cognitive and academic duties to learn the information

presented. If, for example, presentation software is utilized, visual, and aural

information needs to be processed in the brain along with note taking. Three senses are

working and organizing information taught; visually, aurally and haptically. The

ultimate goal of a class is to convey as much information as possible that can be

retained in a certain amount of time. In addition, when the student leaves the classroom,

this information needs to be retained and eventually adapted to situations. The

possibility of an overload of information during classroom teaching has been the

argument for presentation software’s non-usage especially by Dr. Tufte of Yale

University in his book The Cognitive Style of PowerPoint® Pitching Out Corrupts

Within (2006). This author argues the faults of using this kind of multimodality that

confuse, bore and ultimately put observers to sleep due to cognitive overload. However,

this kind of multimedia use of presentation software is here to stay and is an integral

part of educational technology that is widespread. We cannot avoid it.

When presentation software design began as a topic of discussion about 30



years ago, basically the main purpose of usage was for sales presentations (Gaskins,

1984). Recently in 2014, from a local survey of 37 educators in the USA and Japan,

presentation software was used in approximately 89% of higher education classrooms.

In the academic world, research (Amare, 2006; Axtell, Maddux, & Aberasturi, 2008)

has mainly analyzed the effectiveness of using this technology versus the non or

alternate use. Today, attributes of this platform are really just starting to be scientifically

analyzed across multiple disciplines i.e. psychology, design theory, and human

computer interaction.

Text design discussions tend “to focus largely on formatting and readability

issues: invoking the use of margins, white space, font styles, color, headings,

paragraphing, columns, etc.” (Amare & Manning, 2007, p. 57). Here Amare and

Manning state that text is just as important as graphics. In addition to defining it as

having visual linguistic features, Amare argues, that this visual rhetoric includes the

textual rhetoric or specifically a grammar to using text in the presentation design.

Including the text attributes; font, background and even the spacing between texts are

part of the whole semiotic system. Text has meaning of course, but we can also consider

visual attributes that humans are consciously or unconsciously understanding or

influenced by. Amare and Manning (2007) uses Pierce’s Communication Theory to



further define and determine that “text and visuals are closely interwoven” (Amare &

Manning, 2007, p. 59). There is a need to create a visual text grammar that will enhance

retention of information presented/taught. Just as written grammar is needed to create a

logical understanding of information, a “visual rhetoric grammar” must also be

discerned and defined. The research for this visual grammar will be accomplished from

a learning/education centered point of view and encompass many disciplines and

findings to support the hypotheses defined.

In order to explore these basic design factors as part of this visual grammar, the

need to build on previous work in the areas of perception theory and cognitive overload

theory will be reviewed. Basic perception theory is separated into three parts; visual, aural,

and haptic. The “overall percept is strongly dominated by vision” our perceptual

information (Shams & Kim, 2010, p. 2). When viewing a presentation, perceptual factors

such as use of pictures, number of words per slide, colors used, font styles, for example,

have a direct effect on retention.

This research will define three important parts of this visual rhetorical

grammar; background color, font style, and text density. These attributes were tested

and analyzed to determine if there are particular characteristics that enhance retention of

information presented.



This research will prove that different background colors cultivate different

emotion and it has an unconscious effect on retention of information. In addition, a

cross cultural comparison of these colors will be analyzed and tested to further

document Nisbett’s (2003) theories and research.

Font style will be discussed and examined to determine the effects on retention

in a classroom setting. This research will also consider the current research on road sign

font analysis for readability principles that can be applied in determining the correct

font style to use in the classroom to enhance retention of information presented. A cross

cultural component was also analyzed across presentations in Japan and the USA for

this font style effect.

The third component of this research will test the effects of text density on

slides. All too often when participating as an audience member we witness slides that

are full of test, some of which are unreadable. As we read along with the presenter

speaking, do we retain more, less or the same amount of information as the all too

familiar bulleted, key worded information? Is the retention of this text density different

across cultures or is this basic function of long and short term memory storage the same

across cultures?



This paper will be divided into three distinct parts for research and analysis;

background color, font style, and text density. By defining these visual attributes, we

can begin to develop and define a visual rhetorical grammar for future use in the

classroom and boardroom with statistically proven methods.

Each part of the research included a presentation that ran automatically with a

recording and in the audience’s native language. Only one attribute was changed across

presentations. All research was carried out at universities in the USA and Japan in their

respective country languages. A survey was administered after each presentation with

written or chosen answers. Some answers were given a point value, so partial answers

could be given credit. Statistical analysis was carried out to determine and prove

statistically significant differences in retention rates across populations of students.

This paper will answer the question posed above: Is there a visual rhetorical

grammar in multimedia presented information used in the classroom and does it affect

retention?

10
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Chapter 2: Background Color and Retention
2.1 Introduction
When a person reads a text on paper, on a computer screen, or during a

presentation, the words are not the only factor that contribute to comprehension.
Reading text on a page contains intrinsic and extrinsic features ( Ecker, Zimmer, &
Groh-Bordin, 2007a) that bind to the Visual Working Memory (VWM). Extensive
research suggests that this binding of features to memory is an automatic and non-
cognitive demanding process and that intrinsic features are part of a perceptual unit
( Ecker, Zimmer, & Groh-Bordin, 2007a). These intrinsic features are defined as “color,
font, or voice of presentation” (Troyer & Craik, 2000, p. 161). There is disagreement
over whether background is an intrinsic or extrinsic feature that binds to the meaning of
a text; Delvenne and Bruyer (2004) claim it is extrinsic but Ecker, Zimmer, and Groh-
Bordin (2007a) and Ecker, Maybery, and Zimmer (2013) claim it to be intrinsic.

For this first stage of attribute analysis, research was conducted to evaluate if the

intrinsic or extrinsic features of, in this case, background color have an effect on the

12



retention of information. The platform utilized for these experiments was a Microsoft

PowerPoint® presentation in a university classroom setting. Using presentation

software in the classroom, particularly university classrooms where class sizes can be

over 200, is a very popular and convenient way for professors to highlight information,

show graphs and explain data. From a small but important survey on the usage of

presentation software in the classroom of an American university it was reported that for

professors,

“approximately 91 percent use PowerPoint® at least some of the time in
their courses— 76 percent of instructors use it in between one quarter
and three quarters of their class meetings, while 55 percent use it in at
least three quarters of their classes”(Hill, Arford, Lubitow, & Smollin,

2012, p. 245).

The experimental presentation in this research detailed an uncommon recipe for

oven pancakes with one changing variable, background color. Preliminary tests

narrowed down the actual research presentations to five distinct solid colors: blue, dark

blue, yellow, green, and white. Black and white lettering was utilized according to the

classroom lighting and equipment. In addition, the research was compared and

contrasted between two countries, Japan and the United States of America (USA). The

13



original Japanese presentation was translated into English. In both locations, test

presentations were performed at multiple locations in multiple university classrooms.

Color is described as having different meanings to different cultures. For

example, white in Japan is associated with mourning and death and in the USA white is

associated with purity (Aslam, 2006). There are also similar meanings across cultures

such as blue. Blue in Japan and the USA is associated with high quality, sincere and

trustworthy. (Aslam, 2006) There is research in this area of psychological and

sociocultural associations and meanings of color across many disciplines. In addition to

the meanings and associations is the emotional response to color and the effects on

encoding and retention (Lockley et al., 2006; Suk & Irtel, 2010; Yoto, Katsuura,

Iwanaga, & Shimomura, 2007).

The aim of the experiments in this chapter is to examine whether retention is

enhanced with particular background colors in particular cultures. After a review of

current research and trends in the fields of cognitive psychology, educational

psychology and educational multimedia design, the experiment methodology will be

described. The data collected will be presented in a percent score of correct data giving

partial credit for partial answers. Statistical tests inter-culturally and intra-culturally will

be performed to determine the reliability of the data collected.

14



2.2 Literature Review and Current Research Findings

The connection between color and psychology has been researched and

discussed across a variety of disciplines and cultures. Ecker, Maybery, and Zimmer

(2013, p. 223) claim in their experiments that “shape (the text) and intrinsic color were

bound at encoding.” In addition, “intrinsic color information was involuntarily activated

at retrieval.” This literature review will show that background color is therefore part of

the visual working memory process. This chapter will take this concept further by

suggesting that specific colors have an effect on this binding mechanism and will

perform experiments using a typical classroom presentation and changing one variable,

background color.

Color perception theory for instructional technology was analyzed by Pett and

Wilson, (1996, p. 19). They define color perception by using three categories, “color as

physiological, color as psychological, and color and learning.” I will address these topics

one by one.

2.2.1 Color as Physiological - How We Physically See Color

In the human eye, visible color is detected via the fovea (centralis) (Kolb,

Nelson, Fernandez, & Jones, 2015). See Figure 1. Humans have trichromatic color

15



perception. Inside the fovea humans possess three types of photoreceptor cells
containing pigments with peak absorption at 419, 531, and 558 nanometers (NM) in the
visible spectrum (Figure 2). These perceptual light-sensitive cells, called ‘cones’ are
defined by their absorption rate, red (L for long wavelength), green (M for Medium
wavelength) and blue (S for short wavelength), that give color information to the brain.

These wavelengths are directly related to the wavelength a color emits (Bruce, Green

Axial Length
Temporal
Side Sclera
Choriod™

Retina ~~

Fovea _
Optical Axis ACD

/ - -

Visual Axis Lens Optic disc_

-

Adueous hiﬁnour_,; Optic

Comea 5 Nerve
Vitreous Humour

Nasal Side

Figure 1. Basic Human Eye Description

(Dragostinoff, Brezna, Lux, Krutzler, & Prinz, 2014, p. 63)
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Figure 2. Visible Light Spectrum (Bruce, Green, Georgeson, 2003, p. 21)

& Georgeson, 2003). See Figure 2.

The total number of rods, their function is to detect white-gray-black images,
in the human retina (91 million) far exceeds the number of cones; roughly 4.5 million
(Purves et al., 2001). In the fovea centralis, density increases almost 200-fold, and the
green and red cones are packed tight together. (See Figure 3-left). By population, about
64% of the cones are red-wavelength sensitive, about 32% green wavelength sensitive,
and about 2% are blue wavelength sensitive (Hecht, 1929). The blue cones are mostly
found outside the fovea (See Figure 3- right). The difference in the strength of signals
received from the three kinds of cones allows the brain to differentiate many different

colors (Knoblauch & Shevell, 2001).

17
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Figure 3. Color Cones in the Human Eye (www.rit-mcsl.org)

Figure 4. Picture of Actual Cones and Rods in the Retina (users.rcn.com)

The cones are surrounded by the rods (Figure 4). These rods are lined in the retina
of the eye and detect white-gray—black images. A black and white picture is exactly

what you see using only the rods (Bruce, Vicki, & Green, 2003).

18


http://www.rit-mcsl.org/

Each color emits a particular wavelength. This color wavelength is a basic
science discovery dating back to Newton’s theories. Visible light corresponds to a
wavelength range of 400-700 nanometers and a color range of violet through red
(National Aeronauticcs and Space Administration, 2014). As an example of color
reception, light in the orange range of wavelengths (approximately 577 nm to 597 nm)
enters the eye and strikes the fovea. Light of these wavelengths would activate both the
M (medium) and L (long) wavelength cones, but not equally—the long-wavelength

cells will respond more. The difference in the response can be detected by the brain and

Table 1. Absorption of Colors by % of Pigment (Rossotti, 1983, p. 119)

Approximate
Wavelengths % of total absorption Colour
(nm) contributed by pigment
Long (Red) Medum (Green) Short ( Blue)
A B C
420 29 215 49-5 violet
460 3 42 25 blue
490 48 48-5 35 blue-green
330 57 43 0 green
580 ‘ 70-5 29:5 0 yellow
600 80 20 0 orange
620 885 115 0 orange-red
660 95-5 45 0 red
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associated with the concept that the light is orange. In this sense, the orange appearance

of objects is simply the result of light from the object entering our eye and stimulating
the relevant kinds of cones simultaneously but to different degrees (Rossotti, 1983).

See Table 1 and Figure 5.

The color information absorbed from S, M, or L cones in the fovea is transferred

via the optic nerve to the visual dorsal stream and the ventral stream located in the back

Absorption

400 450 500 550 600 650 700

Wavelength nnm

Figure 5. Color Cone Absorption in Humans vs. Wavelength
(Williamson & Cummins, 1983)

of the brain where it is defined (Claeys et al., 2004.) Since the human retina has only
three types of receptors (cones) that influence color perception, three numerical
components are sufficient to describe a color; this is termed the trichromatic theory

(Neelamani, de Queiroz, Fan, Dash, & Baraniuk, 2006).
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Defining a color in terms of its wavelength is only part of how we define color.

Humans perceive color according to at least 5 factors: value, saturation, hue, arousal,

and acuity (Valdez & Mehrabian, 1994; Kress & Van Leeuwen, 2002).

Value (brightness) is determined by how much lightness is in a color. Looking at a

black and white picture, we see the value. This attribute is independent of the actual

color (hue) (Stone, 2008). See Figures 6 and 7.

Saturation (intensity, purity, chroma) is like value but it includes the color. Here

we define a color according to how much white (making it pastel-like), grey, (dull) or

black (dark) is mixed into the color (Stone, 2008). See Figures 5, 6, and 7.

Hue is defined as the color we actually see, i.e. red, green, etc. A color hue is

determined by the wavelength it emits in nanometers (Stone, 2008). See Figures 2, 6,

and 7.

The reason for describing the attributes of a color is to introduce how colors are

classified into an international standard of reference today. For example, in 1931, the

Commission Internationale de I’Eclairage (CIE) standardized a color order system (X-

Rite, 2007). Like the first three characteristics of a color (hue, value and saturation), the

CIE standard has three numerical values to describe every color. First, the wavelength
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Figure 6. Saturation and Value of Color (Stone, 2008, p. 12)



Satm ation

Bl 10htness

Figure 7. Hue, Saturation and Brightness of Color (Stone, 2008, p.13)

of a color, the hue.

The last attribute to describe color in the CIE chromaticity scale is a standard

observer value. This standard observer “represents how an average person sees color

across the visible spectrum”(X-Rite, 2007, p. 11). The CIE Chromaticity Standard put

the attributes of a color in an x, y, and z value based on the above three values. This is

labeled as the chromaticity coordinates. Going around the upper rounded part of the

scale (Spectrum Locus) is the wavelength of a color, hue (from 380 nm to 770 nm)
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(Levine & Shefner, 1991). From the center, white, the saturation of the color changes,

becomes more saturated, as you move out from that center point. This figure is also

used to determine the result of a mixture of colors. Intersecting lines of one color to

another and the ratio of one color to another can help a person determine the numerical

values for a resulting color.

After many revisions of the 1931 model (Figures 8 and 9), in 1976 the CIELAB

scale and CIELCH scales were designed and finalized. These scales provide an easier-

0.9
CIE x, y chromaticity diagram | R Red

530 nm B Blue
N G Green
\_ 540 nm Y  Yellow
2 O  Orange
P Purple
\ rk Pink
' LOWEr case:
h, 360 nm “ish™ takes suffix

520 nm
0.8

v - chromaticity coordinate

0.3 04 0.5
x - chromaticity coordinate

0.8

Figure 8. Chromaticity Diagram (Schubert, 2006, p. 303)
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to-understand three dimensional representation of a color according to the three

attributes stated above. Borrowing from the Munsell Scale (Landa, E., & Fairchild, M.

(2005) the CIELAB uses a globe (see Figure 10)., the z axis is the value of a color, the

outer edge is the hue and the more a color moves to the center to the edge of the sphere,

the more saturated it will become (Landa & Fairchild, 2005). Since 1976, the CIELAB

chromaticity scale has been regarded as the standard for color across all industries. At

Figure 9. Chromaticity Diagram Explained According to Three

Attributes(X-Rite, 2007, p. 11)
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Figure 10. Munsell Scale for Color (X-Rite, 2007, p. 13)
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about this same time, computers with color displays were starting to be used in industry.

This color scale was utilized as a scale for defining colors on a screen.

The first color computer monitors could not represent all of the colors of the 1931

CIE scale (Ihaka, 2003). During the 1980s, the first monitors displayed only one color

and black. When color was introduced, very few colors could be represented. At first,

the CIE scale was used as a base for numerically representing characteristics of a color.

Since computers run on binary coding principles, a decimal system to represent colors

was also devised and is still in use today. This particular decimal system, one of many

devised but the most commonly used one today, uses the trichromatic system of the

human cone reception characteristics as a base: red, green, and blue primary colors

(RGB). This decimal code was established to represent the color attributes based on a

combination of the R+G+B characteristics. The numerical representation for each

characteristic was 0 to 255. In the binary numbering system used by all computers, a

hexadecimal number is a series of eight digits of ones and zeros to represent a number.

For example, 00000011 = three and 01100100 = 100. The maximum number that an

eight digit binary number can represent is 11111111. This is equal to 255 which

represented the full saturation of a color. Zero represents no color. White is

255+255+255 and black is 0+0+0. A good point of reference is Table 1. This figure
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explains the absorption of the S, M, and L cones according to the wavelength of the hue.

This percentage can be extrapolated into a zero to 255 (0% to 100%) system of

definition.

The RGB decimal system standard for color representations was adopted by the

World Wide Web Consortium (W3C) in 1996 (Stokes, Anderson, Chandrasekar &

Motta, 1996). The W3C is an international community that develops standards to ensure

long-term growth of the World Wide Web (w3.org, 2014). This organization compiles

recommendations for color naming, hex and decimal representations of colors to be

used in designing text, backgrounds, borders, and other parts of elements in a document.

See Appendix 2, CSS3- Color Module Level 4- 2014.

Arousal: Research has been recorded as far back as 1894 on the consistency of

color preferences (Karpowicz-Lazreg & Mullet, 2001). These preferences were rated for

their pleasantness scales along with many different kinds of experiments ranging from

looking at small squares to room colors to computer screen colors. Results have been

mixed at times with varying degrees, situations, and goals of the researchers. However,

one common hypothesis for all of the research is to definitively prove a relationship

between color and its physiological effects on people. Some colors were shown to have
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a direct effect on a person’s heart rate, alpha or delta brain waves (Kuller et al., 2009;

Tuch, Bargas-Avila, Opwis, & Wilhelm, 2009; and Valdez & Mehrabian, 1994). Others

have shown a correlation with creativity and mood in certain color environments (Kller

et al, 2009).

Interference theory has also been associated with arousal. Anderson (2003)

describes this phenomenon as the“result from inhibitory control mechanisms recruited

to override prepotent responses (Anderson, 2003). Arousal can be considered as an

inhibitory control mechanisms. Arousal can determine emotional interference. However,

how much arousal is too much to interfere with retention and how much is enough to

heighten attention and make the information being presented more salient and thereby

retained better? Dresler, Mériau, Heekeren, and Van Der Meer (2009) found that

emotional words, bringing about an arousal response, were better re-called and

recognized than neutral words.

Acuity: As stated in Schoeff, Lazzeri, Schnelzer, Froschauer, & Huemer (2013),

“The eye has a visual acuity threshold below which an object will go undetected. The

standard definition of normal visual acuity (20/20 vision.)” The retina can detect

patters in a certain visual angle. One degree of this angle contains 60 minutes, a visual

angle. The spatial resolution limit is that one degree of a scene is projected across 288

29



um of the retina by the eye’s lens. It has been discovered that in this area of 288 um,

there are 120 color sensing cone cells packed together (Shoeff et al., 2013). As an

example, if more than 120 alternating white and black lines are crowded side-by-side in

a single degree of viewing space, the eye will encode this to the brain as a single gray

mass.

2.2.1.1 How Does the Eye and Brain Detect Color?

An actual physical reaction is taking place in the eye when a photon of light,

being absorbed in the cone of the fovea, can be traced by the chemical reactions leading

directly to the brain as electrical signals of the optic nerve. The optic nerve signals are

sent to the back of the brain in the occipital (visual) cortex (V1,V2, V3, V4) and

extrastriate areas (Goldstein, 1996). (See Figure 11). Evidence has also shown that the

visual signals can be activated in the parietal (P) and infero-temporal (IT) lobes. These

areas of the brain are distinguished by the kind of visual information being processed.

The parietal lobe processes the location of items (where) and the infero-temporal lobe

processes the kind of object (what) in visual identification (Levine & Shefner, 1991).

The sections of the occipital cortex have different functions. The V1 has a

layering structure, sometimes called the striate cortex (Levine & Shefner, 1991). The V2

receives both large and small detail signals and each section then passes information to
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Figure 11. The Visual Message Encoding Areas of the Brain

(Adapted from Levine & Shefner, 1991, p. 107)

the V3 areas. These areas are connected to the V4 (perceiving color) area and the medial

temporal (MT or movement) areas eventually ending at the IT (the what area or temporal

lobe) areas. The MT area is connected to the parietal pathway that defines the where of a

visual message (Goldstein, 2013).

Zeki and Marini (1998, p. 1669) explain a three stage approach in the brain for
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color processing:

First: Functions of “presence and the intensity of different wavebands of
light” in V1 and V2 areas are detected.
Second: The V4 area color indifferent to form is determined by “large scale

spatial comparisons and has wavelength selective cells.”

Third: The brain then uses “the results provided by the first two stages and

determines object and surface colors.”

Zeki and Marini (1998) determined that the third stage is beyond the V4 complex in

the brain. These stages/connections are not one way but are bi-directional and

communicate with each other. In 2009, van Leeuwen, Petersson, Langner, Rijpkema and

Hagoort, using an fMRI, determined that another area, VV4alpha, displayed significant

differences in distinctive color perception in addition to the V4 area.

In 2010, Do and Yau carried out an extensive study of the properties of non-

image forming vision cells in the fovea and named them ipRGCs, Intrinsic

Photosensitive Retinal Ganglion Cells. These cells have many functions and even as of

the writing of this research, new types of ipRGC cells with different functions are being

discovered (Hannibal et al., 2014). The most exciting discovery, and one that pertains to

research on background color and retention, was that of LeGates et al. (2012) and

Chellappa et al. ( 2014). In their research, ipRGCs proved a direct influence of light on
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cognitive and mood functions and impaired learning. In addition, Chellappa et al.
(2014) discovered that prior exposure of light over long periods of time had a direct
relation to optimal cognitive brain function.

In light of this new discovery and the yet to be defined full functionality of
IPRGCs and color exposure, can this research with colored light exposure be related to
the background color of information presented via a projector? Can the different color
background of light from a presentation see the same retention results as having a
cognitive influence on vision? Can a blue background non-image forming color not
related to a picture or diagram with a radiance factor be applied to this research and
have an effect on retention?

What does all of the previous research have to do with arousal and color?
Science has determined that a physical reaction, chemical and electrical, is involved in
the perception of color but, as Zeki and Marini (1998) note, the Helmholtz theory of
cognitive systems should be considered when analyzing the effect of color on the brain
from a cognitive aspect. Helmholtz stated that color constancy (how we interpret color)
is influenced by judgment and learning. Zeki and Marini (1998, p. 1631-1632) go on to
state that color perception in the brain can be explained via computational methods but

“memory, learning, and judgment are important additional faculties used by the color
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system.”

From these factors (memory, learning and judgments), humans form an

emotional response to color. Suk and Irtel (2010) measured emotional responses to color

synchronizing three systems: physiology, behavior, and experience. Physiology

responses include skin response, heart rate, blood pressure, and/or EEG measurements.

There are many studies measuring these attributes concerning color influence but ones

of note include Kdller et al. (2008) and Lockley et al. (2006). I will discuss each one for

their significance in this discussion.

Killer et al. (2008) used colored rooms (red and blue) to measure EEG alpha and

delta waves, and heart rate. EEG alpha waves are an indicator of arousal (low

amplitude). Delta waves are an indicator of a sleepy or drowsy state (low frequency

means a relaxed state). The results of their experiments showed significant differences

(p =.02) in emotions and physiology of people placed in one or the other colored

rooms. These readings of higher excitement which were stronger in the red rooms.

Meaning the alpha waves were higher in the blue room, cortical is less, a person is less

aroused.

Finally, Lockley et al. (2006) tested subjects who lived in a room for nine days

with ambient (low key) light during wake periods. After a few days of adjustment, the
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real experiment started on day six when the ambient light was changed to

monochromatic (one color) light for 6.5 hours in the center of the 16- hour waking day.

During these nine days, a battery of tests were performed, such as EEG recording,

sleepiness scale, auditory, drowsiness, and blood tests to measure cortisol and melatonin

during key periods, especially when monochrome light was exposed. The monochrome

lights used were 555 nm (red) and 460 nm (blue). Results showed a heightened

sensitivity to low wavelength light (blue) based on the physiological data retrieved. Low

wavelength monochromatic lighting also resulted in an increase in auditory performance

(reaction times and reduced lapses). This non-image forming (NIF) color response was

also observed and connected to arousal, alertness and performance. NIF color is the use

of color not of a specific object, but of an overall color such as a colored light in a room

or the background color of a presentation slide. In addition, it was discovered that light

had no direct effect on cortisol. Cortisol is an indication of arousal.

The above two examples support the conclusion that physical arousal is observed

from non-image forming (NIF) color exposure, whether on paper, a monochromatic

light source or background color on a screen which reflects into a darkened room.

Another experiment concerning NIF color was performed by Mackiewicz (2007)

using background color. This background color was represented by presentation slides
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and the effects on test subjects’ arousal was recorded. Mackiewicz utilized basic color

subjective theory as a basis for testing. This theory suggests warm colors generate

different psychological responses than cool colors. Not being culturally specific, she

states that warm colors (Such as red, orange, yellow and pink, in the higher part of the

visual spectrum) are considered arousing and active and lead to higher levels of anxiety.

This level of anxiety was based on the work of Jacobs and Suess (1975). For

measurements of these anxiety levels, Jacobs and Suess (1975) administered a State

Train Anxiety Inventory at five minute intervals during exposure of a certain color. In

addition to the warm colors reactions, cool colors (such as blue, green, and purple, in

the lower part of the visual spectrum) were perceived to be peaceful, calm, relaxing, and

pleasant. Mackiewicz (2007) concludes that cool colors are likely part of the reason why

they are found to be more attractive than warm colors in retail environments. However,

Mackiewicz (2007, p. 148) documents a very important aspect concerning color stating

that “cross-cultural research on color perception must be considered when examining

preference for meaning associated with warm and cool colors preferences.” This is an

important factor and is a key when analyzing data recorded in this research.

Color also has an influence on behavior. From the Lockley et al. (2006) experiments,

performance was used as a criteria to assess the effects of NIF colored light. Kuller,
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Mikellides and Janssens (2009) also tested this aspect of color influence by evaluating

creativity and performance when exposed to monochromatic color environments (blue

walls and red walls). Subjects were told to perform editing and writing tasks via a desk-

top computer. Performance was measured by how many corrections were made and

creativity was measured by the number of words, word length, originality, language,

disposition, and entertainment value. The editing performance test revealed “no overall

difference” in performance between the two colored rooms (Killer, Mikellides &

Janssens, 2009, p. 146). However, what was noted was the performance difference in pre-

test emotional states. Those that were in a positive mood performed better than those in a

negative mood in the red room. Blue had no difference recorded, nor did pretest moods

influence, on the performance. There were no overall differences in terms of creativity in

the writing samples. Again, the participants’ moods, noted prior to testing, were a factor

in grouping and revealed differences in text length in the red room. Participants wrote

longer essays in the red room with a negative mood.

Another interesting performance based NIF color experiment was performed by

Lichtenfeld, Elliot, Maier and Pekrun (2012). These researchers found a significant

difference in color exposure and performance evaluation. In the color cone receptors of

the eye, S (440 nm) is at one end of the spectrum and M and L are closely overlapping on
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the other end of color absorption (see Figure 5). These researchers decided to focus on

the color green, in the 500-500 nm M band, and its effect on creativity. Green has an

overall different meaning across cultures (Lichtenfeld et al., 2012). The English meaning

of the word can be defined as grow and is connected to nature, restfulness, peace and

positive evaluation (Adams & Osgood, 1973). Experiments from Lichtenfeld et al. (2012)

compared green to white, gray, red, and blue in four experiments. The venue of the

experiment was also changed from an on-line setting to a real-world classroom to observe

changes based on location and type of color tested. Here participants were given a booklet

with information to complete a task. The title page was a certain color that was to be

evaluated. The participants looked at this title page for two seconds then turned to the

next page that contained the creative experiment. This creative experiment asked the

participants to manipulate a geometric figure into as many different objects as possible in

a certain time period. The results compared all title page colors (gray, red, and blue) to

the green titled page creative task results. Subsequent analysis determined that looking at

the green title page prior to the task activity increased creative thinking. The authors also

concluded that red exposure prior to the task was linked to negative analytical

performance. This result is consistent with previous research results of Elliot and Niesta

(2008) and Maier, Elliot, and Lichtenfeld (2008).
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From this review, we can see that preference, mood, and feelings, all part of a

subjective assessment of color, are viable attributes that prove the physiological effects

of color.

2.2.2 Color as Psychological: How Color Influences How We Think and Feel

Emotions and color can be related to aesthetic emotion rather than utilitarian emotion.

Utilitarian emotion is emotion felt in actual circumstances such as when you are saddened

by a death. Aesthetic emotion is your reaction to something you perceive such as colors,

music, or art and is related to cognition research. “Cognition allows us to interpret the

world and make sense of it, whereas emotions are more judgmental, assigning positive

and negative valences to the environment” (Bonnardel, Piolat & Le Bigot, 2011, p. 70).

Evidence has shown that each impact the other. For example, a positive affect toward

something broadens the thought processes and enhances understanding, performance and

in some cases allows someone to be more calm and flexible (Bonnardel, Piolat & Le Bigot,

2011). Pett and Wilson (1996) state that the psychological aspects of color that are of

interest to those that use color in instruction, where retention of material is a priority, can

be divided into three broad areas: preference, meaning, and harmony. For this research,

the relevance of preference and harmony will be discussed.
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2.2.2.1 Color Preference

Color preference research can be dated back to as early as 1894. Overall, many

studies from 1941 to 1963 concluded that blue was the most preferred color across races

and gender (Guilford, J.P. & Smith, 1959; Karpowicz-Lazreg & Mullet, 2001 cited in

Mackiewicz, 2007). There are numerous and varied standardized tests and scales to rate

preferences to things perceived.

The first common test to evaluate preference is the General Activation Subscale

(How did you feel while doing this task?). This test records responses using a Likert

Scale of 1 = felt no reaction to 5 = feeling very strong. Kdller, Mikellides, and Janssens

(2009) utilized the Human-Environment Interaction Emotional Scale (HEI) in their

experiments. These results were categorized into activation (rested/tired, awake/sleepy),

orientation (interested/bored), evaluation (secure/anxious, friendly/angry) and control

(talkative/quiet, strong/weak). Yoto et al. (2007) used an originally created bi-

dimensional scale which contained 10 discrete opposite emotions to choose. Each pair

of emotions included a 5-point Likert scale to rate the intensity of those paired

emotions. Stone (2001) evaluated mood by using the Multiple Affect Adjective

Checklist (MAACL). This scale measures anxiety, depression, hostility, positive affect,
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and sensation seeking emotions. Each measurement, again, utilized a Likert type scale

from 1 to 9 to measure the intensity of the mood factor.

Results utilizing the above scales and tests have had varied results. Hurlbert and

Ling (2007) analyzed color preference data in terms of the two dimensions of opponent

cone-contrasts: the Long and Medium wavelength axis (from red to blue-green) and the

Short wavelength (from violet to yellow-green). The symbols “S,” “M,” and “L” refer to

the outputs of short-, medium-, and long-wavelength cone types, respectively. Both

males’ and females’ preferences weighted positively on the M-L, meaning that both

sexes preferred colors that were more blue/violet to colors that were more yellow/green.

In advertisements and consumer packaging design, color preferences invoke

feelings of trust, satisfaction, positive feelings, and persuasiveness (Cyr, Head, &

Larios, 2010).

Research has also determined that color feelings and attitudes can also be

influenced by a color’s (hue) value and chroma. To review, value is the amount of white

in a color and chroma is the intensity (richness) of a color. In the experiments of Gorn,

Chattopadhyay, Yi, and Dahl (1997, p. 1397), the use of blue and red with low and high

values and chroma in experiments determined that “higher levels of chroma and value
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influenced feelings of excitement and relaxation, respectively.” These feelings then

influence attitudes towards the advertisements tested in the experiments. Even though

this research used image forming color, these results relating to the attributes of value

and chroma can be considered as contributing to the effects when considering

background color and retention. In fact, some examples of value and chroma of

consumer packaging in this article referenced the background color of the actual product

(Gornetal., 1997).

Cyr et al. (2010) made a thorough cross-cultural comparison of web sites and

color themes. Their research concluded that color appeal, across Canadian, Japanese,

and German subjects, resulted in greater satisfaction and trust (p < .001). Cultural

attitudes pertaining to color meanings also have an influence on attitudes, perception,

and retention.

2.2.2.2 Color Meaning

Color meaning is a culturally based interpretation and cannot be generalized (Pett

& Wilson, 1996). Experiments in Pett and Wilson’s (1996) research revealed a

preference for cool colors versus warm colors. Warm colors are defined as reds and
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yellows whereas cool colors are defined as greens and blues (Kuller et al., 2009).
Additional research defined colors using adjectives such as heavy (somber, dull) and
light (airy, less heavy). Some colors were also defined with words like “comedy” or
“happiness” versus “tragedy” or “sadness” (Pett and Wilson, 1996, p. 23). The list of
characteristics associated with the meaning of colors is long and varies widely across
cultures. For example, Adams and Osgood (1973), in their study of 23 cultures, used
semantic scales to measure evaluation, potency, and activity of colors. Their research
determined that perceived warm colors were red and yellow and cool colors were
defined as blue and green. To determine the meaning of a color, a culture must first be
specified and then the attributes can then be defined and analyzed. Most research is
deficient in this area, typically making generalizations about this kind of research by
using one population of a certain culture and then extrapolating it to cover a general
international audience. For example, look at any PowerPoint® design self-help book on
sale. Do colors specified as a “design” criteria take into account the audience culture?
Usually that answer is no. Best-selling author Nancy Duarte in her book, Slide:ology
(2008), states that there are only two factors in choosing a background color for

presentation slides, the formality of the event and venue size.
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2.2.3 Color and Learning/Retention

Students learning in environments such as a classroom, the home, or even a

library are influenced by Non Image Forming (NIF) coloring schemes. Stone (2001, p.

188) measured the impact of study cubicle color on mood, satisfaction, motivation, and

performance while studying. Study tasks included reading and math tasks. This research

determined that performance for the reading task was lowest for the red environment

compared to the math task. The author surmises that red is “more stimulating” therefore

distracting attention from the task at hand and leading to lower performance.

2.2.3.1 Retention/Learning

All of the information presented above will be shown to have a relation

between each other and together connected in this section. The brain is where all of the

information recorded by the photo-receptor cones in the eyes meets. Though research

has pointed to the occipital area of the brain as a specific area for visual processing,

further research reveals that color perception is not only restricted to this area.

The brain, like any memory system, has three steps or functions: to encode,

store, and then to retrieve information (Baddeley, Eysenck , & Anderson, 2009). So far,
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the discussion of the encoding of color from the retina to the cones to nerves then to

chemical and/or electrical connections to the areas of the brain has been discussed. The

storing of environmental context non-imaging forming color can be traced, via EEG

graphs, as having an effect on many areas of the brain function, from chemical, cortisol

levels, to electrical, emotional areas of the brain system. However, to go further in the

storing of this information into long term memory, the understanding of the brain and

this retention process must be discussed.

Memory is described as being divided into three parts after information is

encoded from our senses. The information is then placed in sensory specific memory

location(s). For visual color memory, the term iconic memory is used. This iconic

memory information is sent to short-term memory which is defined as a “temporary

storage of small amounts of material over brief delays” ( Baddeley, 2012, p. 5). There is

a debate between the time based decay of short-term memory, and/or the limitation of

information chunk capacity (how we combine individual items into units and the

limitation on the number of units retained), as the reason why information is forgotten

due to this type of memory storage. To date, Ricker and Cowan (2014) have determined

that time-based decay of information does have an effect on retention in short-term

memory. For the capacity of chunked information, the amount of information that can

45



be placed in short-term memory is currently being debated as a valid parameter to

define short-term memory limits. Short-term memory is a simplistic term to describe

the temporary storage of information but in 1960, Miller, Galanter, and Pribaum (1960),

in Cowan (2008, p. 325), defined a different kind of memory term that “plans and

carries out behavior.” The term was labeled working memory. There are still varying

opinions of how working memory relates to short-term memory ( Baddeley, 2000;

Cowan, 2008; and, Engle, 2002). Baddeley (2012) defines working memory as having

four parts: an attention controller which comprises a verbal-phonological and visual-

spatial loop that feeds into an episodic buffer (central executive) that is working along

with short-term memory. For example, memorizing a string of numbers is the job of

short term memory, but looking at a picture and determining the meaning and relations

of items visually and audibly utilizes working memory. Cowan (2008, p. 325) includes

short-term memory in working memory in addition to “other processing mechanisms

that help make use of short-term memory.” Engle (2002) defines working memory as

only relating to attention-related aspects of short-term memory. For this research the

Working memory definition of Baddeley (2000) with the inclusion of a visual spatial

component, a phonological loop (plus articulatory) and an episodic buffer will be

utilized as a basis of explaining the outcomes of data collected.

46



2.2.3.2 Visual Working Memory

Visual Working Memory (VWM) is part of the encoding process of a visual

message and part of sensory memory. According to Baddeley et al. (2009) , VWM

pertains to two parts of a visual message, the what (object memory) and the where

(location of an object). Color is included in the object portion of the VWM and deals

with identity information. Baddeley et al. (2009) and Delvenne (2005) state that

memory for spatial location appears to decline over a period of seconds, while memory

for objects does not. As previously mentioned, the occipital area of the brain is where

visual memory is located and has certain functions. However, when a task is performed,

a series of different inputs activate different parts of the brain for visual and aural

directives. For example, Kollndorfer, Furtner, Krajnik, Prayer, and Schopf (2013)

distinctively proved different activations for visual inputs in the brain using fMRI

readings. This research proved that an individual area alone does not process visual

information but a collection of areas are involved. Allred and Flombaum (2014) state

that the research on VWM limits the capacity of colors remembered. They also note that

when discussing color and memory, perception must be included in the factors that

determine the components and functions of VWM.
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Perception and working memory are conceptually distinct. However, “at least in

the case of vision, and with respect to color in particular, they,( meaning perception and

working memory), appear to be cooperative and considerably inextricable” (Allred &

Flombaum, 2014, p. 4). How we see the world and what we think is important is

interpreted by our experiences. When we see a color, we automatically have a certain

emotion and/or memory associated with this color. This memory is retrieved from long

term memory. This automatic function, called “categorization,” is implicit. Regier and

Kay (2009, p. 443) note that there are colors within categories that are shared among

speakers of the same language. This leads to a type of Whorf-like hypothesis. Whorf

believed that language influences thought (Hunt & Agnoli, 1991). Reiger and Kay

(2009) state that research has determined that the left hemisphere of the brain is

dominant for language. Color (Delvenne, 2005) is processed across both brain

hemispheres. Reiger and Kay (2009, p. 439) conclude that half of color perception may

be viewed from a “linguistic filter.” In other words, the automatic, implicit categorizing

of a color can lead to more in depth processing (more accurate memory) or hinder

processing of information (forgetting) (Kelly & Heit, 2014).

In most of the above research, colored objects were the source of tasks in

determining color processing in visual working memory and full attention was given by
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the subjects to these objects. However, if color is manipulated to not be the focus of

attention but to be the part of an “inattentional blindness” is there a cognitive effect?

Simons and Simons (2000, p. 147) define this phenomenon as stimulus subjects that

have an effect but are not of focus or are not consciously aware during perceptional. The

environmental context of objects is considered incidental information when the focus is

on another part of the picture, for example reading words on a colored background.

When using a colored background as a form of inattentional blindness, the

emotional effects of this color on memory must be considered as a factor.

This unawareness of environmental context attributes leads to an automatic

reaction that cannot be controlled (Merikle, Smilek, & Eastwood, 2001). This implicit

reaction leads to qualitatively different consequences. For example, Isarida and Isarida’s

(2007) most significant experiment included alternating two background colors for a

word on a computer screen. Twenty-four unrelated words were chosen and students

were exposed to these words for three or six seconds. After a distraction task for 30

seconds, the student was asked to freely recall, orally, the items they saw while looking

at one of the background colors in the experiment. They were given 60 seconds for

recall. The researchers changed background colors for three successive experiments: the

same background color, brightness of the color, and repeating the same color then,
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alternating with another color. Comparing all experiments, statistically significant data

was observed for just alternating two colors in a single experiment. However, this

experiment provided no context or relation between words or phrases. Just random

words and no information that was in a context, such as a story (utilizing working

memory). Another random word/color context experiment was carried out by

Huchendorf (2007) with no statistically significant results. However, as Huchendorf

notes, others have had significant results, opposite to his experiments. In addition, some

experiments used calm colors with their non-distracting properties.

Mehta and Rui (2009), in another different kind of experiment, measured

inattentional blindness of NIF color on retention as a type of task that required

measurements of the effect of motivation on the task accomplished. As a first example,

Mehta and Rui (2009, p. 1226) had students perform tasks that were determined to be

“approach motivation,” (using approach related words such as adventure.) and

“avoidance motivation,” (using words like prevent) on three different backgrounds, red,

blue, and white. Faster reaction times to the tasks were related to stronger motivation

responses. When separating reaction times into color and type of task, statistically

significant results were observed. Approach tasks had lower response times with blue

backgrounds and avoidance type tasks had lower response times with red backgrounds.

50



For the white background, no response difference was noted for each type of task.

Motivation was determined to be influenced by the background color. In addition to

motivation, the type of task under different background color conditions was observed.

Two types of tasks, detailed oriented and creative type, were performed. The red

background color in this experiment enhanced memory (p < .02), pertaining to an

increased awareness of details and attention. For the creative task, a higher mean

creative score was noted in the blue background task (p < .01). Both tests validated the

theory that color has an effect on the quality of the response. The overall preference for

a color by the participants was blue (66%), even though red had stronger results for half

of the experiments. Preference was not a cue for superior cognitive ability pertaining to

the kind of task completion.

2.2.3.3 Color and Learning: Summary

Color and learning can be divided into five categories that should be

considered when designing materials. These qualities are defined as attention,

readability, preference of color, preference related to retention, and retention (Pett &

Wilson, 1996).

Attention: This characteristic has been noted to have positive research results

pertaining to the use of font color for key concepts. One experiment resulted in better
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retention overall because key concepts were color coded to bring attention to important

information (Wehr & Wippich, 2004).

Readability: This concept can be connected with the physiology of the human eye.

Using red lettering can distract or make a word unreadable when used with certain

background colors, for example, the color opposite to red on the color wheel, in addition

to being opposite in color cones detection wavelength in the fovea, green (Mullen,

1985).

Many times what looks good on a computer display may be difficult to read when

projected. Consideration should also be made as to how the presentation will be

displayed. A large LCD display or a projector changes the way colors are displayed in a

large room which affects the readability of presentation slides.

Color preference has been shown to affect encoding of or distracting from the

message of the presenter. Cultural components to the meaning of color and how it is

used can detract from the message or concepts the educator is trying to teach.

Concerning background colors of PowerPoint® presentations, Apperson, Laws, and

Scepansky (2008) found students slightly preferred a colored background (pastel,

bright, or dark) to a white background presentation.
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Preference and retention have been shown to be related in many examples from

research before the computer was utilized as an educational tool. Before the age of

computers, transparencies were utilized in aiding learners. Later, colors used in displays

and textbooks were determined to capture attention and help students organize material

cognitively (Seaman, 1998), which can lead to better retention. Students prefer color

pictures and diagrams. They can also use color codes to organize complicated concepts

or make relations between new and old information.

Retention has been shown to be improved using colors. Szabo and Hastings (2000)

proposed that the many options available (color, graphics, animation, or/and bullet points)

to teachers via software programs may benefit retention of information presented to

students. In addition, the simple use of chalk and a blackboard is being questioned as

research shows that when comparing it to presentation software such as PowerPoint®,

retention is improved with the computer alternative for lectures (Giirbiiz, Kisoglu, Erkol,

Alas & Kahraman, 2010). The PowerPoint® lectures were more colorful and were able

to help the students organize ideas better.

The influence of background color on text read has physiological and

psychological factors that influence encoding which leads to retention. From current

research, scientists still have not fully understood the functions of the human eye,
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especially concerning NIF color and the influence, if any, on physiology, cognitive and

/or psychological processes. In addition, the widespread use of digital media today

around the world can influence many societies that will perhaps lead to a single kind of

perception that will be shared by all cultures in the future. Today, we still have to

consider these psychological differences as an influence on how we perceive and filter

information in the brain.

For testing the hypothesis of the unattentional effects of color and how it effects |

retention, a typical university classroom setting was utilized. A learning environment

today, utilizes multimedia as a way to enhance retention of information taught. A

common vehicle of multimedia learning is the use of presentation software. The

background color of test presentations provides an ideal situation and offers the ability

to control certain variables.

2.3 Method

2.3.1 Participants

In the USA: 111 participants from three universities volunteered for this survey

and were given a gift card for their participation. These participants are an independent

group and did not participate in other experiments in this research. The universities were
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located in the Metropolitan New York area, and New Hampshire. A mixture of graduate

and undergraduate classes were surveyed. 73% lived in the USA their whole life or

more than 20 years. In this group, 13.6% lived in the USA their whole life or more than

20 years and their native language was not English. The remaining students that have

not lived in the USA their whole life or more than 20 years, ranged from one semester

to 19 years in the USA. The background of students varied from departments and ages.

Students gave verbal consent and volunteered to participate. Students in the United

Stated volunteered and were given $5.00 gift cards for their participation. All were

healthy, but were not given tests for color vision.

In Japan: 263 students were from national universities in the Chugoku area of

western Japan. Participants volunteered for this survey and were given a snack after the

survey in appreciation. Students ranged in ages from 18 to 23 years old. The average

age was 18.45 years old.

Participation in this experiment was voluntary and anonymous. No name or

identities were collected or recorded. By participating in this experiment, students

consented to allowing me to use their survey results in this analysis.

2.3.2 Study Protocol
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During each experimental presentation, students were in a classroom typical of
their current classes. The classroom was darkened and an overhead projector and a
screen or large LCD panels were used. Classroom sizes and subject distances to the
screen varied for all groups. Distances ranged from 1 to 4 meters from the screen/
LCD display. The presentation automatically ran with the same voice and timing for all
slides viewed for each language. The only variance between presentations was
background color and sometimes, where stated, font color. Students were not told of the
reason for the test, just that they were helping and would they please fill out a survey
after the presentation. Immediately after the test presentation was viewed, a paper
survey was distributed to all participants. In this instance, two different versions of a
survey were distributed to prevent copying. The researcher tried to use different
classroom situations for overall data uniformity and practicality. USA students watched
the presentation in English and Japanese students watched the exact same presentation
in Japanese. The timing and number of lines and words (characters) were represented
identically. The presentation offered a simple cooking recipe, where the amounts of
ingredients and cooking methods differed in each country. For example, the USA

presentation used ounces and Fahrenheit for cooking measurements. Japan uses
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milliliters and Centigrade so the Japanese presentation was adjusted accordingly. All

data concerning a country-specific system of measurements was adjusted.

2.3.3 Procedure

To test the effect of background color on retention, a practical classroom

situation was used. Suk and Irtel (2010) devised experiments using two types of media,

glossy colored paper and CRT monitors. The results of their experiments revealed that,

“no significant difference in all three dimensions of emotion” and these results support

that “color affectivity is consistent within both media” (Suk and Irtel, 2010, p. 74).

A PowerPoint® presentation was designed to present a simple but novel recipe

for making “Oven Hotcakes.” The presentation, in total, was 3 minutes and 54

seconds. Each slide, across different colored background with the same information,

was exactly the same timing for both languages (see Table 2). The scripts also matched

exactly with the same topics and headings (see Appendix 3). Each language version

used a native speaker to perform the narration. See Appendix 4 for the complete

presentation slides. Morphemes were tried to be kept uniform across presentations

within reason to reduce the amount of variables across test presentations.
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Presentation background colors were determined initially by including

background colors from the full visible spectrum with varying value (whiteness in the

color) based on previous presentation research and the researcher’s practical classroom

experience. Initially there were seven colors used in a small scale experiment: blue, dark

blue, green, white, yellow, rose, and black. An initial analysis of the data showed that

black was met with extreme negativity by the subjects and educators which led to low

Table 2.
Slide Timing and Morphemes per Slide: Japanese and English Versions

No. No.
Slide Timing | Morphemes | Morphemes
Number | per Slide English Japanese
Version Version
1 34 sec 4 3
2 18 sec 16 18
3 16 sec 15 18
4 18 sec 18 19
5 29 sec 17 23
6 15 sec 13 16
7 20 sec 18 21
8 16 sec 14 18
9 24 sec 13 20
10 22 sec 17 21
11 20 sec 12 17
12 11 sec 2 6
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retention results. This negativity was a qualitative response to the presentation and was
eliminated as a possible background test color. The rose background color did not have
over 10 subjects to evaluate and answer surveys. As a result, the data was not valid to
include in this report and was not chosen as a possible test condition. Background colors
used in the experiments were blue, dark blue, green, white, and yellow. See Appendix 5.

Table 3 represents the hexadecimal values of the background colors (see Appendix
2) used in the five presentations surveyed. The number of subjects per background

presentation can be seen in Table 4. For this experiment a two by five experimental is

used.

Table 3. Hexadecimal Colors Used for Test Presentations

Background Color Hexadecimal Color Number
Red Green Blue
Blue 51 51 204
Dark Blue 0 51 153
Green 102 255 102
White 255 255 255
Yellow 255 255 102
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Table 4. Number of Subjects per Color and Language

Background English Japanese

Color Presentation | Presentation
Blue 29 45
Dark Blue 21 59
Green 17 44
White 28 73
Yellow 16 42
Total 111 263

The use of two surveys was employed to deter copying of answers between students
(see Appendix 6). Students were instructed to leave a question blank or write “Don’t
remember” if they did not know the answer or to write a partial answer if they did not
know the complete one. There was no time limit to answering the questions. The survey
was based on questions in the order of the information presented, typical of
comprehension questions on an exam. Numerical, procedural, nomenclature and
sequential type questions were administered.

All presentations (Japanese and English) used black lettering with the exception of
the dark blue presentations which used white and the English (USA) blue version, which
used white also. For the Japanese presentation, the font style used was “M'S P =3 v
7 (MS Proportional spacing Gothic) with 54 and 44 font size for titles and 40 font size

for information. All characters used “bold weight” for readability purposes. The English
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presentation used “Arial” because of the clean lettering with no use of serifs. Font sizes

for this version were 44 for titles and 40 for information.

Information presented on each slide varied from the title slide with one concept to

slides containing two to four items of information. For cultural reasons, recipe amounts

and temperatures had to be changed. As a result, grams and centimeters or cups and inches

were used for flour, strawberries and pie plate size. Another cultural difference is the use

of weights instead of cups for some ingredient measurements, i.e. flour and strawberries.

See Appendix 4 for the “How to Make Oven Hot Cakes” presentation slides in English

and Japanese.

The survey used was devised to test the retention of subjects immediately after

viewing the presentation. Each survey question was constructed to measure a specific

kind of memory (see Appendix 7). A points system was designed to determine how to

score each answer. For example, the answer for question 4b, “How much flour is

used?,” for the Japanese version is 100 grams. In the English version, it is 3/4 cup. For

the 100 grams answer, the point value was “1”=1 point, “0”=1, g (or grams) was =1

point. A correct answer of “100 G” = 3 points maximum. For the English version, each

correct digit, word and/or symbol was given 1 point for a 4 point maximum for a “3/4

cup’” answer.
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After all data was collected, calculated, and recorded, the “a” and “b” surveys were

found to have different point values in total. Because of this miscalculation, all data was

converted into percentages, compared to the maximum value of each survey.

2.4 Results

All surveys collected (Japanese 263 and English 111) were analyzed and

answers were graded based on the point system devised (see Appendix 9). As explained

above, as “a” and “b” surveys had total point scores of different values, for the first

analysis of the data all survey total values were transformed into percentages. The first

step was to determine if the data collected were statistically significant. For all but two

of the presentation and survey collections, the researcher was present to make sure all

room variables, lighting, sound, and screen distance from subjects was fairly consistent.

For the two surveys where the researcher was not present, explicit instructions were

given to the aides administering the presentation and survey to prevent any conditions

that would affect the data collection. All data was analyzed using Microsoft® XLSTAT

software Version 2014.4.02, ® Addinsoft 1995-2014 (Registered version). After

analyzing each data set (Japanese and English), it was determined that both data sets

were parametrically distributed. From this determination, an independent two factor ,
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meaning 2 groups with different members in each group, ANOVA was carried out which

determined that the two data sets were significantly different, p < .05 (see Appendix 10).

After this test was performed, a post-hoc analysis using the Tukey analysis determined

the p = 0.010. This confirmed the significance of the data and rejection of the null

hypothesis.

In the second phase of the analysis each data set was individually analyzed

according to the five background colors (blue, dark blue, white, green, yellow). First,

each group of particular color scores were analyzed to determine if there were any

outliers. Using the Grubbs two-tailed test for outliers, some data contained answers

that were determined to not fit into the data set and these were eliminated. In this

analysis, the z-scores were determined and any data out of the 2 standard deviation

value was eliminated from further statistical analysis. (See Appendix 11) Next, an

independent 2-factor ANOVA was performed using the percentage of correct data for

each survey. The individual color data sets were first analyzed for parametric attributes

to comply with the ANOVA. After this was determined, the ANOVA for the English

data revealed a non-statistically significant result. With this result, the null hypothesis

cannot be rejected for the English background color group.
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For the Japanese background data that was collected, the same procedure of a

Grubbs test, z-scores, parametric analysis and ANOVA was followed. Since the data

consisted of five independent sets (according to colors), a post-hoc Fisher analysis tests

were performed. This was able to be performed because the individuals taking the

surveys tests were independent of each other, and the number of groups were small and

a statistical significance of 0.005 was determined to be the criteria for using this post-

hoc test (see Table 5 and Table 6).

At this point in the data analysis, the English data was found not to be

statistically significant so further analysis was halted. The Japanese analysis showed

some significance between colors. The next step in the analysis was only on the

Japanese data.

Table 5. Overall Mean Results of Japanese Surveys

Background Color Average Mean (%) Standard Deviation
Dark Blue 57.09 18.09
White 54.89 19.96
Green 50.17 19.30
Yellow 43.62 17.84
Blue 38.38 17.86

64



Table 6. Fisher Analysis of Japanese Data Color Groups

Contrast Difference Standardized Critical | p value
Difference value
Dark Blue vs 16.960 4.205 2.831 0.0001
Blue
Dark Blue vs 11.667 2.836 2.831 0.005
Yellow
Dark Blue vs 6.167 1.520 2.831 0.130
Green
Dark Blue vs 2.968 0.832 2.831 0.406
White
White vs Blue 13.992 3.623 2.831 0.000
White vs Yellow 8.699 2.204 2.831 0.028
White vs Green 3.200 0.823 2.831 0.411
Green vs Blue 10.792 2.498 2.831 0.013
Green vs Yellow 5.500 1.251 2.831 0.212
Yellow vs Blue 5.293 1.211 2.831 0.227
Modified significance level: 0.005

2.4.1 Per Question Analysis of Japanese Data Collected

After the Japanese data was found to be statistically significant, a per question analysis

was performed. Individually analyzing each Question, 1 through 9b, they were all

determined to be non-parametric (because of not-normal distribution) data results via

histograms (see Appendix 13). The skewness of this data distribution can be attributed to

factors such as motivation and time of day. Because of this type of data distribution, a

Kruskal-Wallis test was performed for each question answer for each background color
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group (see Appendix 13). From this analysis, question 1 (What is the name of the recipe?),
question 3a (How much milk is required?) and 5a/6b (What is the oven temperature?) had
p values < .004, .001, and .016 respectively. The post-hoc test to apply to these
independent, more than two groups, of data is the Mann-Whitney U test for each pairs of
data. For example blue vs. dark blue, blue vs. white, blue vs. green, blue vs. yellow, dark
blue vs. white, dark blue vs. green, dark blue vs. yellow, white vs. green, white vs. yellow,

and green vs. yellow backgrounds. The results for each question are shown in Tables 6, 7

and 8.
Table 7. Question 1 Data Analysis (Nomenclature Result)
Mann-Whitney Tests for Pairs of Colors
Results (p< .05)
Green Blue Dark Blue | White Yellow

Green - 0.024 0.404 0.286 0.912
Blue 0.024 - 0.001 0 0.022
Dark Blue 0.404 0.001 - 0.792 0.316
White 0.286 0 0.792 - 0.214

Yellow 0.912 0.022 0.316 0.214 -
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Table 8. Question 3a Data Analysis (Single Digit Plus Fraction Result)

Mann-Whitney Tests for Pairs of Colors
Results (p< .05)
Green Blue Dark Blue | White Yellow

Green - 0.001 0.012 0.84 0.076
Blue 0.001 - 0.128 0 0.063
Dark Blue 0.012 0.128 - 0.012 0.651
White 0.84 0 0.012 - 0.098

Yellow 0.076 0.063 0.651 0.098 -

Table 9. Question 5a/6b Data Analysis (Three Digit Number Result)

Mann-Whitney Tests for Pairs of Colors
Results (p< .05)
Green Blue Dark Blue | White | Yellow

Green - 0.046 0.691 0.921 0.11
Blue 0.046 - 0.005 0.017 0.452
Dark Blue 0.691 0.005 - 0.784 0.014
White 0.921 0.017 0.784 - 0.042

Yellow 0.11 0.452 0.014 0.042 -

**Bold results were found to be significant.

2.5 Analysis of Results

2.5.1 Analysis of Whole Japanese and USA Data Sets

When comparing the data set as a whole (not separating by color), the analysis
detected and statistically proved that there are perceptual differences across populations
of students from different cultural backgrounds. From the analysis, we can see a pattern
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of differences between the USA group and the Japanese group with p < .010 (See

Appendix 10). From this evidence we can deduce that color perception is different across

cultures as related to having an effect on retention. To further identify this significance,

each group, the USA and Japan group, was analyzed individually to determine if there is

any significance connected to a certain color. The results supported the theories of

perception and cognition that some aspects of perception are “culturally conditioned”

(Kastanakis & Voyer, 2014, p. 425).

The data collected in the USA displayed no statistical significance comparing

individual color background sets.(Appendix 12) After closer analysis of the surveys

that were collected, it can be seen that the respondents were of mixed native languages

and a noticeable percentage had lived abroad for a period of more than one year.

From the 111 USA surveys:

28 spoke another native language other than English 25%
77 spoke more than one language 69%
30 had lived in another country for more than 1 year 27%
18 had immigrated to the USA 16%

As the above data indicates, this is not a homogeneous group of native English
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language speakers. The data supports the theory that there is no significant retention
results for a particular color. This demonstrated that background color has no effect on
retention for mixed groups. The mixed groups in this experiment included (22%) non-
native English speakers and exposure to other cultures (23%). See Table 10.

This non-statistical result in analysis is also supported by the research of Regier

and Kay (2009, p. 439) who state:

“There is a categorical perception (CP: faster or more accurate
discrimination of stimuli that straddle a category boundary) for color,
and that differences in color category boundaries between languages

predict where CP will occur.”

From the 257 Japan surveys:

257 students were Japanese natives 100%
5 had lived in another country for more than 1 year 2%
254 had lived in Japan all of their lives 98%

Language and color do have an effect in the brain and this effect is detectable for the
homogenous (Japanese) group. Kay and Regier (2009, p.439) further state that “half of

our perceptual world might be viewed through the lens of our native language, and half
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viewed without such a linguistic filter.” Hence the statistically significant results for the
Japanese data collected and the not significant results for the mixed native language
group, whose categorical perception is different for at least 25 % of the respondents. In
addition, Japanese students had a much lower exposure (2%) to living abroad in another
culture as compared to 27% in the USA group.

The question of perceptual changes by exposure to another culture for a

determined time is addressed by Kastanakis and Voyer (2014, p. 425) who state that:

“Differences in perception can drive differences in cognition, both of
which shape behavior. Evidence is drawn from many disciplines to
provide a structured review of the role of culture in shaping individual
perception, which in turn affects the processing of information from the

surrounding environment.”

When an individual visits or lives in a foreign country for an extended period of time,
their perception changes to adapt to the new environment. The non-significant data in the
USA surveys reveals a mixture of respondent perceptions and a perceptual pattern that
cannot be clearly determined or defined. Even for reducing the data group to be only
native speakers or those that have spent 20 years or more in the USA, the analysis revealed
a non-significance for the ANOVA analysis. See Appendix 14. The Japanese data, with

the singular culture background of the survey takers, reveals a statistically significant
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perception pattern that is common in this group.

Table 10. Japanese and USA Data for Language Use and Experience Abroad

Student Background Experience and Language Abilities
] ) ] Have you lived
What is What other Lived in another . .
) 3 or more in your this
your native | languages do country for more
Languages? country your
language? you speak? than a year? o
entire life?
69% Speak
another
Language(s)
. 75% 32% Chinese .
English . ] 86% (all of their
(English) | 25% English 15.7% 23% .
(USA) life in the USA)
25% (other) | Other 21%
Spanish 13%
French 9%
59.5%
English
(English) 98.4% (all of
Japanese 100% 2.3% o
10.5% 1.9% their life in
Students | (Japanese) (German)
Japan)
1.9%
(French)

2.5.2 Individual Color Effects on Retention

Since the overall Japanese data was determined to be statistically significant,
further analysis determined that some of the background color results were also found to

be statistically significant when comparing data results: blue vs. dark blue, yellow vs dark
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blue, and white vs. blue all had a p < .05 value. Table 5 above shows the means of the

correct overall Japanese data results per color.

All colors, except the dark blue presentation, utilized black lettering. From the

above results, we can determine that the use of a blue background with black letters is not

a beneficial design for retention. This pattern can be attributed to the contrast between

blue and black and blue and white, the difference being lower than the other patterns used.

For example, using hexadecimal color numbering (See Table 3) to configure contrast

between background color and lettering we can calculate:

Blue background — Black lettering =| (Red 51-Green 51- Blue 204) — (0-0-0)|= Red 51-

Green 51-Blue 204

Dark Blue background — White lettering = | (Red 0-Green 51-Blue153)- (255-255-255)|=

Red 255-Green 204-Blue 102

White background — Black lettering =| (255-255-255)-(0-0-0) |= 255-255-255

The above calculations show the highest contrasts; the largest absolute number

difference is a dark blue background with white lettering and a white background with

black lettering; while the lowest contrast and smallest absolute number difference is that

of a blue background with black lettering. Here, contrast is shown to have a significant

impact on encoding information. A low contrast combination, blue background with
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black lettering was too difficult to see and resulted in distractions. In addition, effort to

determine the words and a lack of concentration on the subject being presented likely

had a direct effect on retention.

The next significant result is from the yellow vs dark blue background analysis.

Both presentations had similar contrasts with white lettering used in the dark blue

background presentation and black lettering used in the yellow background presentation.

The contrasts in colors are as follows:

Dark Blue — White= | (Red 0-Green 51-Bluel53) - (255-255-255) |= Red 255-Green

204-Blue 102

Yellow- Black=| (Red255-Green255-Blue102) — (0-0-0)|= Red 255- Green 255- Blue 102

In this instance, contrast as a factor in retention data results and interpretation cannot

be considered. Another factor in these results could be because of a cultural interpretation

of the color yellow in Japanese society and perceptual responses to this color. From the

literature review, blue was observed to be associated with a relaxed state. In the Yoto et

al. (2007) research, the colors red, blue and green were observed and studied. Red was

detected to be associated with an excited state. Red’s hexadecimal codes are Red 255,

Green 0, Blue 0 (see Appendix 2). When comparing yellow and dark blue, we can see

that yellow’s hexadecimal values are closer to the red spectrum than dark blue thereby
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triggering an aroused, excited state and interfering with retention.

2.5.3 Type of Data Retained and Color Influence

After the overall color analysis of Japanese surveys was performed and

statistically proven, a per-question analysis was done to determine if the type of data

retained had a significance (p < .05) in retention in relation to background color. The

results in the Mann-Whitney scores revealed an observed significance in questions 1, 3a

and 5a/6b (see Appendix 13). Each question will now be discussed separately.

Question 1 was a nomenclature type of question (What is the name of this recipe?)

Asignificant result was determined for the blue background presentation. Confirming the

results above, this can be explained by a contrast in the information presented between

background color and the color of the lettering and an overall low score because of this

consistent difference. (Appendix 13)

Question 3a was a question that asked for a numerical answer (How much milk is

needed?) The answer contained a number and a fraction for the Japanese recipe, 1 and

1/2 cups (see Appendix 13). Green, white, dark blue, and blue background colors revealed

significant results in certain combinations. The highest retention score of the information

retained (green) and the least information retained (blue) were of note. In addition, white
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was determined to have significant results when an ANOVA was completed. The

significance of the white results can be explained in the use of white in textbooks and

other situations where numerical results are presented. White background scores had the

same retention score for this individual question for overall retention. In addition to the

contrast attributes, white is also the default color of most software for word processing,

presentations and spreadsheets. The audience could be expecting or are more familiar

with numbers represented with this background color format. The result of green

background data retention scores having the highest mean value is a result that needs

further analysis. The combination of factors of contrast values, color spectrum nearer to

blue and the cultural meaning of the color green, meaning nature, can be considered as a

possible basis for the reason for this result.

Question 5a/6b contained a question with a numerical 3 digit number (What is the

temperature of the oven?). The means of retention scores were highest in dark blue, white,

and green respectively (see Appendix 13). The standard deviations for these data sets

were also close, 0.89, 1.16 and 1.19. In addition, statistical significances were noted

across all colors in different combinations (see Appendix 13). These results can be

explained for dark blue and blue for readability and contrast, but the green result can be

associated more closely with the blue spectrum and is consistent with the blue wavelength

75



results.

Overall, from the results of the analysis of the statistically significant data, the

following has been determined:

1. There are cultural perceptual differences between encoding and retention, with

non-image forming color and text. The observed significant results between

the overall Japanese and American results proved this. The statistically

significant observance between colors in the Japanese results (homogenous

society) and the non- significant difference individual color analysis of the

American data (heterogeneous society) also confirmed this theory.

2. Contrast is a key factor in encoding which leads to retention. The higher the

contrast, the better the readability / intelligibility and the higher the possible

retention. Comparing the means of the data between Japan and the USA, blue

with black lettering and blue with white lettering, the Japanese rank of average

correct data, blue with black lettering, was in last place compared to the other

Japanese background color presentations. The USA data, blue with white

lettering, ranked first comparing all of the English means per color.

3. For the Japanese data results, dark blue and white backgrounds with

contrasting lettering had better encoding which lead to better retention results
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overall.

4. Since the data effects of for the USA background color was not significant,
this research cannot definitively determine the most effective background
color on retention. However, the average means in this group were as follows,
See Table 11 and Appendix 12

Table 11. Overall Mean Results of USA Surveys

Background Color Average Mean (%) Standard Deviation
Blue 60.42 23.06
Yellow 55.40 18.77

Dark Blue 54.24 17.41
White 52.24 18.29
Green 4941 19.00

2.6 Conclusion

This study set out to explore the effects of background color on retention, inter- and
intra-culturally. The reasons and motivation for this research is the increasing diversity of
classrooms or audiences where the usage of visuals accompanies the presentation of new
material. Color usage has been extensively tested and used in advertising psychology but
rarely applied to academic learning environments. With the increase of technology in the
classroom and the ability for educators to create visuals instead of graphic designers,

guidelines for the effects on color usage needed to be studied. This research included
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literature reviews from a variety of disciplines: physiology, educational psychology,
cognitive psychology, cross-cultural psychology, computational linguistics, graphic
design, and general psychology. From this literature review, how the human eye perceives
color and how the brain encodes visual information, in addition to cross cultural

influences, was summarized. This research sought to answer three main questions:

1. Does the way we perceive color influence the encoding of visual
information?

2. If color perception does influence this encoding process, are there certain
colors that enhance or interfere with this visual encoding process in the
brain?

3. Does this color/encoding influence vary across cultures?

2.6.1 Findings
Each question will be addressed individually to synthesize research findings,

proven theories and implications for the classroom.

2.6.1.1 Does color perception influence retention?

As noted earlier in this chapter, perception and working memory are conceptually

distinct. However, “at least in the case of vision, and with respect to color in particular,
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they appear to be cooperative and considerably inextricable” (Allred & Flombaum,

2014, p. 4). When we see a color, we automatically have a certain emotion and or

memory associated with this color. This automatic function, called “categorization,” is

implicit ( Regier and Kay 2009, p. 443). Regier and Kay (2009, p. 439) also note that

there are colors within categories that are shared amongst speakers of the same language

and that half of color perception may be viewed through a “linguistic filter.” Automatic,

implicit categorizing of a color can lead to more in-depth processing (more accurate

memory) or hinder the processing of information (forgetting) (Kelly & Heit, 2014).

Baddeley (2000) includes color in his design of the visual working memory. When

using a colored background as a form of inattentional blindness, the emotional effects of

this color on memory are a factor. The perceived unawareness of environmental context

attributes leads to an automatic reaction that cannot be controlled (Merikle, Smilek &

Eastwood, 2001; Isarida & Isarida, 2007; Huchendorf, 2007; and McConnohie, 1999).

Other emotions were noted, as in Mehta and Rui’s (2009) motivation experiments with

color that validated the theory that color had an effect on the quality of response.

For the research data collected in this chapter, the multi-cultural society, in this

case, the American classrooms, contained diverse groups from different backgrounds

and experiences, leading to different linguistic filters (See Table 10). Perception
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influenced by color were diverse but this multi-perception group did not have
statistically significant retention scores, ( p>.3) supporting the claim that a certain
type of perception, is influenced by linguistics and via this linguistic filter, color
perception. To support this theory of particular culture specific effects on color
perception and retention, the Japanese data collected in this experiment was found to be
statistically significant (p< 0.0001). This result indicates the possibility that color does

have an effect on encoding and the eventual retention of information.

The theoretical implications of this result are very important, especially when
teaching or presenting to audiences that are not of the same culture or background as the
teacher or presenter. Finding this cultural visual grammar for retention in a specific
culture allows design of materials to be culture specific. In the case of multi-cultural
societies of people with various experiences, in addition to culture-specific color
backgrounds, a standard background can be determined that will not detract from the

main information or message that is being presented.

2.6.1.2 If color perception does influence retention, are there certain colors that
enhance retention?

The 2005 discovery concerning non-image forming light sensors determined that
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the brain responds to short wavelength light or blue spectrum light around 470 nm (Foster,

2005; Dacey et al., 2005) and a link to conscious visual perception was established. In the

behavioral science area, lyilikci and Canbeyli (2009) discovered that blue light (468 nm)

but not red light (654 nm) exposure had an anti-depressant effect in rats. In 2007, fMRI

observations were reported linking blue light exposure to non-visual brain activity that is

“related to complex cognitive tasks” (Vandewalle et al., 2007, p. 2792). It was also

detected that frontal and parietal areas of the brain were activated during this exposure

which has implications for working memory. This research findings support these blue

light spectrum brain effects of this exposure and the link to activity in the brain associated

with memory function and emotion. In experiments with Japanese students, results were

statistically significant for dark blue presentations (p < .005). This result in the blue

spectrum supports the finding of a non-image forming color having a direct effect on

retention producing a creative, relaxed, and alert state of the mind that is more receptive

to information.

The theoretical implications of this finding can further the design of multimedia

materials in learning. Utilizing the color blue in Japanese classrooms can enhance the

environment and not detract from learning. Students can be influenced by intrinsic factors

that allow them to concentrate and therefore retain more information. Not only do the
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results provide guidance with regard to colors that enhance retention but also display what
colors to avoid that may cause distraction. Keeping in the blue spectrum and avoiding
colors in the opposite end, such as red or yellow, can guide an educator who does not have
any graphic design background.

In addition to guidance on multimedia design for educators, the research results
could influence the default values of software programs installed on systems today. Even
though these default designs could be changed, most educators use factory settings when
they begin to design multimedia material. For example, the Microsoft PowerPoint®
default setting is a white background in both Japanese and English versions. Templates
are available for these software packages and one can ask if these are designed based on

research principles or familiarity and pleasantness.

2.6.1.3 Does color perception retention influence vary across cultures?

Mackiewicz (2007, p. 148) states that, “cross-cultural research on color
perception must be considered when examining preference for meaning associated with
warm and cool colors preferences.” Color and culture are mutually inclusive concepts. In
the first part of the analysis, it was determined that retention was influenced by

background. In addition, further analysis concluded that, for Japanese students, a specific
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color was significantly effective and even enhanced information retained. Grouping each

language as one set, a statistical significance of color was determined, p < .03. Other than

the physiological factors of contrast (lettering color and background color), intrinsic and

cultural factors connected to color influenced the retention of these two culture groups.

The implications of these findings can guide the designer of multimedia materials

to not choose specific colors that have different meanings from their audience culture.

Through these experiments and presentations, it was determined that a mono-culture has

a direct influence. The need arises to construct a visual grammar that is culture specific.

2.6.2 Concluding Comments

In conclusion, the design and increase of use of color in multimedia material in

the classroom is now under the control of the educator. This additional tool in the

classroom can enhance or detract retention of information by unconscious factors. These

factors can be controlled by the designer or educator with the tool of a visual grammar as

a guideline. This chapter determined that non-image forming color is one important factor

that is significant in its effects. In addition, the increase of diverse student populations

and world connectivity puts this factor at the forefront of design criteria. In Japanese

mono-culture environments, dark blue was discovered to significantly enhance retention.
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For multi-cultural environments, blue spectrum colors had a slightly leading role in

retention but were not significant in data analysis. The benefit of this discovery is the

beginning of a definition of a visual grammar for diverse and specific populations.
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Chapter 3: Font Style and Retention

3.1 Forward

“Visual word recognition is a remarkable feat. Within a fraction of a second, a

pattern of light on the retina is recognized as a word, invariantly over changes in position,

size, case and font” (Dehaene, Cohen, Sigman, & Vinckier, 2005, p. 335). The actual

function of reading is learned and formed in the brain. Each unique culture and/or

language system is responsible for forming the brain matter to recognize and decode

glyphs on a page, sign, cell phone or presentation slide. The path in the brain from reading

to retaining the information read is a complicated process with many factors affecting the

information perceived. As stated in the chapter dealing with background color and

retention, intrinsic and extrinsic features bind to a Visuospatial Sketchpad (VSSP) in

working memory (Alan Baddeley, 2012). Baddeley (2012) includes a color and shape

component in the VSSP. Can the shape component be related to font style? Intrinsic or

extrinsic feature, to ignore position, size, case and especially font/typeface as factors in

decoding information is often are overlooked effects on the cognition and retention of
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information read.

Different writing systems also have different encoding processes, in addition to

different fonts for their writing systems. Do the same intrinsic retention forming factors

extend across writing systems? Do writing systems and fonts have functional or emotional

components that contribute or detract from retention?

This chapter will attempt to answer these questions and suggest that particular

fonts/typefaces have an effect on the encoding process of reading and retention of the

information read. In addition, it will investigate the possibility that this retention effect is

distinguishable for different languages, cultures and writing systems.

3.2 Introduction

Interest in different font styles came with the introduction of word processing

software and the replacement of the typewriter. This shift in the way written materials are

created and read put the control of the typeface chosen for documents in the computer

users’ hands (literally.) From this change of control of the choice of which font to use in

documents, going from professional graphic designers and editors to the common

computer user, font analysis and its effect on cognition and retention must be considered

and guidelines made based on scientific methods and observations. At the same time, the
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variety of styles one can choose from is vast, daunting and virtually unlimited. For

example, with the Microsoft-Word® 2007 program, the company’s website (reference

Microsoft’s Fonts installed with 2007 Office suites and 2007 Office programs), lists that

there are more than 200 different fonts, just for the English version of this program alone.

In educational environments, this expanded choice to use for handouts, textbooks

and presentation slides has given teachers a rich and varied tool that can enhance or

detract from actual learning. Questions are now being raised as to the effect these font

styles and their particular characteristics and personalities have on long term memory.

Furthermore, classrooms today are becoming more diverse with many students from

different backgrounds, first languages, and cultures. According to United Nations

Educational, Scientific and Cultural Organization (UNESCO) Institute of Statistics

(UNESCO Statistics, 2014):

“The rise in internationally mobile students reflects growing university

enrolment around the world. In 2012, at least 4 million students went abroad

to study, up from 2 million in 2000, representing 1.8% of all tertiary

enrolments or 2 in 100 students globally.

Are there different retention effects across cultures/languages in the classroom

with different font styles?
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To approach the font/typeface analysis attribute and its effect on retention of the

information read, it is necessary to first analyze how the brain processes and detects words.

Many theories as to the process from the retinal image and recognition of text in the eye

to the visual cortex and eventually the areas responsible for language comprehension and

memory, will be discussed in the first sections of this chapter.

Then, to determine if there is a significant font/typeface effect on retention,

original research conducted will be offered in the form of surveys conducted by using

presentation slides in university classroom settings in Japan and the USA. A short, public

directive was shown to groups of American and Japanese university students in their

country’s language, English or Japanese. A public directive is a sign, brochure, or video

seen by the general public stating suggestions, or rules from an organization. For example,

a road sign, garbage disposal rules, or a construction warning. The fonts for the

presentation slides and corresponding surveys were chosen from a literature study by the

author of commonly used fonts that cut across a broad set of font characteristics and

common usage in the home countries. After the brief presentation, students were given a

short survey to determine the amount of information retained and their attitude towards

this public directive. From the survey data gathered, factors such as emotion towards this

public directive, common usage of a font and the type of information presented were
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discovered to have different retention effects in the two different cultures.

3.3 Literature Review and Current Research

3.3.1 How does the brain process reading?

A formal writing system is a recent development in the existence of man’s long

history (8000 BC for numbers, 3300 BC for writing pictorials/representations) (Dehaene,

2010). The invention of Eye Tracking equipment (Nedeljkovi¢, Puskarevié, Banjanin, &

Pin¢jer, 2013) and Magnetic Resonance Imaging (MRI) machines has led to an explosion

of research discoveries in the field of how the brain processes reading and how the brain

processes this information from the time it hits the eye’s retina. These machines and their

unique detection capabilities can, in real time and with great accuracy, show how the eye

moves when reading text and what happens in the brain when the retina detects a contrast

of light and dark and determines whether it is a letter (glyph).

Before going into the details of how the brain processes this information, it is

first important to discuss the six types of writing systems that have developed into the

modern system of writing today. Daniels (1996) identify the six types of writing systems

in the order that they came into usage. See Table 12.

For this discussion and analysis, the logosyllabary, syllabary and alphabet
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writing systems will be analyzed as they relate to the data collected in the countries

surveyed, the USA and Japan.

3.3.2 Processing/Encoding of Words

Research has discovered that the process of reading in the brain is different for

different writing systems (Ha Duy Thuy et al., 2004). We will discuss the systems as

they apply to this research.

In the logosyllabary system, called kanji for Japanese writing, a logograph

(“character”) is sometimes used and read. (Japan utilizes three kinds of writing systems,

depending on the age and circumstance of the word being referenced.) These characters

have a certain meaning on their own or when they are combined with other characters.

The reading of the character itself involves a series of steps which are different from

reading the English alphabet. First, the visual orthographic process is utilized, then a

concept or meaning is determined and finally the character is phonologically recoded.

On the other hand, for syllabary systems, the phonogram (kana: hiragana and katakana

in Japanese) in most cases require phonological encoding of the word first and then the

lexical meaning is determined. This process is by and large, the opposite of

logosyllabary characters. Dehaene et al. (2005) also state that even before any lexical
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or meaning decoding begins, the brain decodes information passed from the retina of

the eye to determine if the visual information is a character/font/kana/letter, etc. There

are many perspectives on the processes involved in this basic decoding of letters/

Table 12. The Types of Modern Writing Systems (Adapted from Daniels, 1996, p. 4)

Writing System Type

Description

Languages Used

Logosyllabary
(morphosyllabary)

Each character stands for a
morpheme and the characters can

be used for the sound of the

Chinese, Japanese kanji

(Greek-type script)

consonant or a vowel.

morpheme as well as for its
meaning.

Syllabary Each character stands for a | Japanese katakana and
syllable/ mora. hiragana

Abjad Each character stands for a _

. . Syriac, Hebrew

(Semitic-type script) | consonant.
Alphabet Each character stands for a

English, Italian

Abugida
(Sanskrit-type script)

each character stands for a
consonant accompanied by a
particular vowel, usually /a/, and
the other vowels (or no vowel) are
indicated by consistent additions
to the consonant symbols

India, South East Asian
languages

Featural

the shapes of characters correlate
with phonetic features of the
segments they designate

Korean

glyphs/characters.

Craik and Lockhart (1972, p. 279) call this first stage process “shallow
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processing” where structural (appearance) qualities are decoded and then phonemes are

determined. In this very short time, the brain accesses a “letterbox area”. See Figure 15

(Dehaene 2010, p. 210).

Dehaene (2010, p. 210) goes on to define this “letterbox area” (left occipital-

temporal area of the brain) as the place where pre-lexical representation processing is

accomplished. Dehaene bases this claim on previous research (Dehaene, Le Clec’H,

Poline, Le Bihan, & Cohen, 2002) noting that visual activation in areas of the brain

were invariant for location, font, and size in the visual word form area. See Figure 12.

time (seconds)

Figure 12. Areas Activated When Reading
Left Lateral Occipito-temporal Sulcus: Brain’s Letterbox
( Dehaene, 2010, p. 71)
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This particular theory concerning the “letterbox area” is part of the “detection

hypothesis” as suggested by Gauthier et al. (2000, p. 495) or basically a visual grammar

for reading in the brain. This hypothesis states that when the brain is exposed to a word,

the same areas are highlighted with activity irrespective of the word type. Gauthier et al.

(2000) based this theory on brain scan (MRIs) results of experiments of reading letters.

However, from more analysis, it was discovered that letter-specific areas, in other

words, the “letterbox area”, displayed different responses to different, new fonts than to

repeated fonts (Gauthier et al., 2000).

Craik and Lockhart (1972) define this shallow processing stage in two steps. The

first step is a structural or appearance encoding which includes typeface and physical

quantities of the letters. Next is a phonemic encoding of the sounds of the letters and

combinations for English. This shallow processing stage information is held in the

short-term memory. The next stage in processing text is the deep processing stage that

encodes (semantic) meanings of words and relates them to similar words. This part is a

kind of meaningful analysis and is more likely stored in long-term memory. We can

easily test this theory by asking ourselves if we actually remember the font style of a

document we have just read. Most of the time, the answer is no; however, you will

probably remember the content of what you have just read.
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Research has also proven that once the brain recognizes, on the first appearance,

a new font and determines the kind of symbol/character it is, a different processing area

in the brain appears until the new font characteristics are learned. Dehaene et al. (2005,

p. 335) calls this encoding from the recognition of a letter/character in a particular font

to the brain’s letter recognition as an “invariance.” Nedeljkovi¢ et al. (2013, p. 18)

describe this process of retrieving the letter from memory as a “template-matching

model.” Another model is for the brain to font tune itself and retain the form

representation for each letter it encounters for future use in a memory location (Sanocki,

1988).

Sanocki (1988) has an alternate theory of letter detection and processing. He

suggests that once particular letter features are detected, the brain then determines the

letter. Sanocki (1988, p. 472) calls this a “descriptions model,” it is when the “basic

stimulus properties are analyzed and mapped onto the abstract letter identities.” We can

observe multiple descriptions and terminology for this type of letter detection process in

many research articles and books explaining this process (Massaro, Taylor, Venezky,

Jastrzembski, & Lucas, 1980; Haber & Schindler, 1981; Nedeljkovic et al., 2013).

One process that is common to most research on letter detection are the features

of a letter and their storage in long term memory (Nedeljkovi¢ et al., 2013). The
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Table 13. Uppercase Letter Features
(Adapted from Haber & Haber, 1981, p. 171)

Features Capital Letters Characteristics
AEFHILTKMNVWXYZBCDGJOPRQSU
horizontal
+H[+H | ||+ + +
vertical
£ [+ ||+ [+ +| |+ |+ +|+
s |
&
diagonal /|+ +|+ + 4 |+ |+ ]+
diagonal + ++ |||+ [+ +|+
closed +| |+ +[+|+|+
open V
e + +
3 (up/down)
open H
+| [+|+ +
(left/right)
o |(2 meet and can
2 +[+|+[+ +|+ + + ++|+
= | go left or right)
> .
& | cyclic change + + + + +
3
c
=]
e symmetry [+ |+| |+|+| |F|[+|+| |[F|+|F]|F] |F|FH|+ +
P
é vertical +| ||+ |||+ + +|+
=
8 .
2 horizontal +|+ + +
a

+ contains the feature

96




alphabetic language (English for this experiment) has shared features between letters. See

Table 13 from Haber and Haber (1981, p. 171) for features of upper-case letters.

In addition to the template-matching process, a feature detection process is also

going on (parallel processing). Once part of a letter/glyph is recognized, the brain uses

this detailed feature set to serially encode forms (font) into a grapheme, then a phoneme,

and then a word (Sanocki, 1988; Sanocki, 1987). This process is described as a “feature

detection model” ( Nedeljkovi¢ et al., 2013, p. 18).

Invariance in the encoding of the English alphabet can be broken down into 20

unique features ( Haber & Haber, 1981). When the retina in the eye detects the

combinations of these traits, the brain encodes the invariance of the combination to a

unique letter. Again, as the brain encounters a font that has been used before, the letter

detection process is implicit and the time of actually determining the letter it represents

is reduced. The process of invariance has been detected in the brain using fMRI results.

Gauthier et al. (2000) detected different areas of the brain being activated for different

fonts. This is a clear indication that the brain is sensitive to font information. The time

29 ¢c

to process a particular letter is based on the “legibility,” “readability,” and “clarity” of a

font. However, these are vague terms and there are many different definitions for each
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of these them.

One more theory noted by Nedeljkovi¢ et al. (2013) in the processing of a

letter/word is the actual shape of the word. This theory must be considered because

some font styles such as Copperplate, and Castellar do not contain any letters with

descenders (a letter that extends below the common writing line; for example, p, vy, q,

and g.)

Haber and Schindler (1981) state that, in addition to word shape, the brain

also determines a word by the context of that word in a sentence. An experiment of note

is from Paap, Newsome, and Noel (1984). Here they recorded mistakes being made

when word recognition of the same “shape” word was displayed but even more

mistakes were recorded when the “shape” of the word was different. For example: with

English words “than-tban-tnan.” “Than” and “tban” have the same shape, “tnan” does

not. This leads to another theory that of “word superiority effect”. Nedeljkovic et al.

(2013, p. 18) hypothesize that at the same time that the brain is determining a letter via

its features, the brain is also determining the words around it which helps in the letter

detection of the actual word. The context of the word in the sentence and the encoding

of the first letters and the shape all happen simultaneously to determine the

phonological and lexical meaning of a word.
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The process of decoding Japanese kanji is similar but is different in the sequence

of decoding in the brain. Here there is no transparency of a spelling system and its

relation to speech sounds as thousands of characters and combinations are required to

memorize the meaning and then speech sounds (Nakamura, Dehaene, Jobert, Le Bihan,

& Kouider, 2005).

Buchweitz, Mason, Hasegawa, & Just (2009), using fMRI results, detected more

brain activation areas for kanji than hiragana in the brain. In this case, the right occipito-

temporal lobe was activated. This area is associated with visuospatial processing.

Hiragana (kana) displayed activation in areas of the brain in the left inferior parietal

lobe (LIPL), the right supramarginal gyrus, and the right supplementary motor area

(SMA). The LIPL activation indicates that there is an additional demand on

phonological coding of words in hiragana, relative to kanji. “The activation of right

hemisphere supramarginal gyrus may be a spill-over of activation from the left-

hemisphere supramarginal area, which is associated with phonological processing”

(Buchweitz et al., 2009, p. 145).

Figure 13 illustrates the basic steps of processing in the brain for letters to

meaning, kana to meaning and kanji to meaning (Nakamura et al., 2005).

Dehaene et al. (2005, p. 337) proposed a model for “invariant word recognition”
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Kanji

phonology

Kana

iy

lexical semantics

English

lexical semantics

iy

lexical semantics

iy

phonology

iy

orthography

iy

phonology

HEE

Example Words (Adapted From Nakamura et al., 2005, p. 961)
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Figure 13. Processing Steps in the Brain for Kanji, Kana and the English Alphabet with

Figure 14. Cortical Networks for Reading (Dehaene et al., 2005, p. 337)
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for the orthography area of the brain for processing (Figure 14).This is proposed as a
neural code for written words but can also be applied for reading Japanese kanji and kana.

Instead of a bank of abstract letter detectors, there is a bank of kana/kanji detectors.

3.3.3 Basic Typography
The goals of designing a typeface font are to be unique and be common at the
same time (Sanocki & Dyson, 2012). Interesting to note in Nedeljkovic et al. (2013, p.
17) report:
“After a series of empirical findings from the first half of the last century,
and a stream of empirical findings in the field of legibility and readability
of typefaces, little research has sustained a grounding theory.”
Legibility is defined as the fine details of a design of a particular font. Readability is the
ability to distinguish which letter it is representing and the layout of whole bodies of
text (Poole, 2008; Nedeljkovic et al., 2013). Nedeljkovic et al. (2013) stated that there is
a clash between psychologists and typographers in the definitions of these
terminologies. A typeface/font has to be unique in characteristics such as weight of the
lines, angle of the inside space, serifs, x-height, ascender, cap height, to name just a few

attributes. For an example of how a typeface is defined, see Figure 15.
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One distinct characteristic that separates typefaces into two distinct categories

are serifs. Serifs are “small line at the extremities of a main stroke in a type character ”

(TheFreeDictionary.com). For this report, serif and sans-serif (no serifs) typefaces are

used for the original experiments discussed below. See Figure 16 for examples. Notice

the end of the letters T, r, i, p and s in Figure 16. The two examples on the right are serif

fonts. The typeface on the left is a sans-serif type. Characteristics, such as serifs, add “a

different texture to lines of text” (Samara, 2006, p. 17). See Figure 17 comparing

different kinds of serifs.

Serifs versus sans-serifs is still a debated topic with varying results pertaining to

readability and legibility (Beymer & Russell, 2008; Arditi & Cho, 2005). One study

claims serifs are better for reading and san-serifs are better for large print or type, such

as road signs and advertisements (www.microsoft.com, Microsoft® Clear Type Fonts).

When designing a typeface, a graphic designer must take into consideration that the

human eye is conditioned to read and encode words and not encounter letters/characters

that stand out. They must design a style where all glyphs flow together. In an interesting

and different line of experiments on the serif and sans serif superiority debate,

researchers tracked the eye movements when as the subjects read text. Rather than

flowing steadily across the page, the eye makes a series of leaps (called saccades) and
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pauses (fixations), focusing on discrete groups of words. This action was established as

early as 1878 (De Lange, Esterhuizen, & Beatty, 1993), and eliminated the theory that

serifs are necessary for efficient reading. Using modern eye-tracking equipment,

Beymer & Russell (2008) found no significant differences in reading speed between

serif and sans-serif fonts displayed on computer screens. This research made the merits

of individual typefaces as a better method to study font differences as they pertain to

retention.

As stated in the brain and word encoding section previously, parallel processing

was detected as to the shape of words in reading, in addition to individual letter

recognition. Even graphic designer Samara states that this shape of the word, rectangle

shape for all uppercase and a distinctive shape for lowercase “improves reading,

efficiency and understanding” (2004, p. 24).

The topic of the characteristics and features of typography can fill another book;

however, for this discussion, only the attributes and characteristics that were subject to

variability will be examined and compared for analysis. In addition, each font is

specified by five attributes: typeface, weight (bold, regular, lite), slope (regular or

italic), width (normal, expanded, condensed), and size (Zramdini & Ingold, 1998). For

this research, only typeface was varied and all other attributes were kept constant.
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Figure 15. Typeface Characteristics (Adapted from Samara, 2004, p. 16)
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For Japanese fonts, basically the same criteria hold for serif and sans-serif fonts.
Particular to Japanese fonts, there are five basic categories to choose from; Ming Cho
(BAEH), Gothic (=3 7), Textbook (ZA+=), Block (X #), and flowing
/semi-cursive (Morisawa Co., 2015a). See Figure 18.

Min-Cho style is one of the most commonly used typefaces in Japan (Morisawa
Co., 2015a). It is a serif font that is found in most newspapers. Gothic style is a sans-
serif font that has uniform strokes and can be seen on signs. Textbook style is a thin
stroke sans-serif font used in school textbooks. Block style is a serif font that imitates
woodblock carving. Flowing/semi-cursive font style looks more like handwriting with
some strokes being connected.

Today, the general public receives a large amount of readable material from
digital devices; however, up until about 15 years ago, the font used for this digital

surface was still the type used on paper. The clarity of fonts in some cases was not the
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same as its use on paper and varied across these digital devices. As a result, in 1998,
Microsoft® introduced a new way to display fonts on a computer screen called
ClearType®. These fonts are clearer and are more readable with changes in subpixel
intensity (Microsoft Corp., 2002).

Tyrrell, Pasquale, Aten, and Francis, (2001) and Chaparro, Shaikh, and Chaparro
(2006) demonstrated that ClearType® showed significantly more accuracy at
identifying English words when compared to non-ClearType® fonts. In January 2007,
Microsoft introduced a new “ClearType® Font Collection” that contains six typefaces
for Romanized languages: Calibri (sans-serif), Corbel (sans-Serif), Candara (sans-serif),
Cambria (serif), Constantia (serif) and Consolas (sans-serif). Each font was designed for
a particular environment such as print, small print, computer screen, email, magazines,
web design, and book publishing (Microsoft Corp., 2007). It is interesting to note that
nowhere in the Microsoft documentation are the new ClearType® fonts recommended
for use in presentations. (Microsoft Corp., 2007).

For Japanese, only one new ClearType® font was developed using this new
subpixel rendering technology. The name of this font is Meiryo (Microsoft Corp., 2015).
This font is a sans-serif type with even strokes that is considered a “Japanese” version

of the Verdana font style. See Figure 19 for an example.
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The ultimate goal is perceptual fluency(Alter & Oppenheimer, 2009). This
perceptual fluency is enabled by the legibility and readability of a font. This type of

fluency is measured by the amount of effort it takes to read something and some predict,

Meiryo - Version 6.01

BlIeNNeE

B DD ZHMNMEHETELXSD
BAORIISHNI CEEERIBUEET

Figure 19. Meiryo Font Sample (Microsoft Corp., 2015)

affects motivation and retention (Song & Schwarz, 2008). However, does the legibility

and type of font utilized depend on the vehicle of the written information? Examples

can be a menu (Wang, 2012), an information memo (Gasser, Boeke, Haffernan, & Tan,

2005), a computer screen (Larson, 2007), a tablet computer (Larson, 2007), or a

presentation (Mackiewicz, 2006). For the experiments in this research, a presentation is

utilized to test the legibility of typefaces in conditions where text is read at a distance.

This distance legibility factor is also a very important part of street and highway
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sign design. In America and Japan, over the past 20 years, highway signs are being
changed to include new legible and readable fonts. This type of font designed for
legibility at distances must be considered when using and choosing fonts for
presentation design and will be one of the fonts we use later for testing of information
retained.

In the USA, when driving on highways, the growing elderly population
perceived signs as hard to read. Highway engineers designed a new font that was
approved in 2004 for US highway use (Garvey, Pietrucha, & Meeker, 1997). The new
Clearview® font was tested and designed to be legible at distances, at high speeds and
at night. When driving, the contrast of the letter shape, proportional spacing, for
example, is often causing our eyes to not recognize or confuse letters. To illustrate,
please refer to Figure 20 where the two words Road and Road are displayed in two
different font styles. As you can see, the words on the left can be read as “Rood” instead

of “Road” at night or at a far distance.

Figure 20. Fonts Seen at a Distance ({5325 7 ¥ A )

109



In addition, at night when reflective paint is used on the letters, a word can

appear as one white stream in a kind of blob-like character. This effect is called

“halation” (See Figure 21).

Figure 21. Halation between Highway Gothic and Clearview ® Fonts

(Gowda, 2010, p. 13)

After tests were performed and modifications made in the design process of the

Clearview ® font, a driver’s legibility increased reading this font styled sign by up to 29

percent in day time and night time (Meeker, 1989). Figure 22 demonstrates the

differences in the Highway Gothic font (the old typeface used on American highways)

and the new Clearview® font. Notice that more area is exposed inside the round areas,

the “counter” in typology terminology.

In Japan, the same kind of research was performed by the West Expressway and

East Expressway companies. With the same issue of an aging population driving on

roads and the increasing availability of more legible fonts, Japan decided to change the

type of font used on the national highway system. All national highway signs in
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Figure 22. Comparison of Highway Gothic and Clearview® Fonts
(Burgoyne, 2005, p. 50)

Japan contain Japanese characters and Romanized alphabet. The original Japan
Highway characters had been hand brushed and so were not uniform (East Japan
Highway Company Ltd. (3R H A =diE R ax £1), Japan Highway Company Ltd.
(F A EdE ki aH,) & West Japan Highway Company Ltd. (78 s B ik s
1), 2011). The highway departments decided to adopt a commercial digital font. One
unique characteristic of the new font chosen was the object enhancement of strokes.

After extensive tests with different types of fonts, the Hiragino font was determined to
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be more legible at longer distances than three other fonts (Nau, Typebank, and Shin-go).
The Hiragino font was visible for an average of 30 more meters than the currently used
font (B B A 8 AR X 41 et al., 2011). Figure 23 displays the differences in the

fonts analyzed.

au Shin-Go Nau Shin-Go

% ik 2R
14 1 D A

Type Bank Hiragino Type Bank Hiragino

Figure 23. Japanese Highway Fonts compared

(East Japan Highway Company Ltd. (3 H A< 88 Bk & 4E), Japan
Highway Company Ltd. (B A& #E kR tt,) & West Japan Highway
Company Ltd. (7 & Bk RS1t), 2011, p. 9)

3.3.4 Typeface, Personality and Usage
The processing area for fonts in the brain and legibility are important areas to be
considered and discussed. However, typefaces are often described with adjectives in the
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USA. See the next section for examples and research results. This implies that there is a
tone or feeling attached to the design. This area of research is also a consideration with
font style and retention because emotion has a direct link to memory (Mather &

Sutherland, 2009).

3.3.3.1 English Typefaces and Tone

Another consideration when choosing a font is the personality or emotion that a
font is perceived to have. In an interesting but not very scientific experiment, a writer
for the New York Times wrote an essay on July 9, 2012 asking “Are you an Optimist
or a Pessimist?” (Morris, 2012a). At the end of his op-ed, Morris asked if the reader
thought that the claim in the article was true or false. In addition, he asked the reader if
he/she was confident in their conclusion. The writer, Errol Morris, arranged for this
essay to be displayed on the newspaper’s web site in a different typeface each time
someone accessed that essay. The author chose six fonts: Baskerville, Computer
Modern, Georgia, Helvetica, Comic Sans and Trebuchet. More than 45,000 people
clicked on this web page and answered the two questions with very interesting results.
Most respondents who saw the essay in Baskerville (a serif font) believed the claim was

true (p < .0068) and the Comic Sans had the lowest rate of disagreement (Morris
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2012a). This experiment was not scientific or carried out in a controlled environment,

but it showed how the general public (English readers) can react to different fonts

(Morris, 2012b; Morris, 2012c).

Another font/emotion connection example that Morris notes is when the Higgs

boson particle was discovered and announced. A person from CERN made public

relations digital announcement using the Comic Sans typeface (Morris, 2012c). Not

only was the science news a popular topic, but the use of a “looked down upon” font

also made the news because of the use of this font for a scientific public announcement

(Byford, 2012, par 1). Emotion in fonts has to be considered when analyzing the effect

on retention because of the unconscious, implicit effect on emotion, similar to

background color and memory in the previous chapter.

Emotions unconsciously influence, in this case via a typeface, because of

cultural conditioning (Kastanakis & Voyer, 2014). Typography has a role in the

rhetorical act of meaning—making (Brumberger, 2003). However, does this emotion-font

connection apply to all fonts in all languages?

For English typography, (Tsonos & Kouroupetroglou, 2007, p. 447) state,

“Emotions and the emotional state of the reader depend on document structure, layout

and text formatting.” As far back as 1923 in Poffenberger and Franken’s research, “ A
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Study of the Appropriateness of Type Faces,” researchers used adjectives to define the

personality or effect of a particular typeface. Lewis and Walker (1989, p. 243) also call

this characteristic a “typographical allusion of the capacity of a typestyle to connote

meaning over and above the primary meaning which is linguistically conveyed by

words.” In addition, Shaikh, Chaparro, and Fox (2006, p. 11) reported that “users

consistently attributed personalities to fonts displayed” in their research survey. This

factor must be included in the discussion of retention since emotions have an effect on

retention (see previous chapter for the discussion on emotion and retention.)

Shaikh, Chaparro, and Fox (2006) found that their font research could be divided

between three types of font characteristics, serf, sans-serif, and monospace, pertaining

to personality. They go one step further and explain fonts at the pixel level. For

example, when describing the serif font “Constantina,” they note with sharp triangular

serifs, longer ascenders (the vertical space above the middle line) and longer descenders

(the vertical line below the bottom line) (See Figure 15). This font was determined to

have strong results in the descriptors, “creative” and “exciting.” The serif font

“Cambria,” according to Microsoft®, is the new Times New Roman and scored very

similarly to this font. For san-serif fonts, analyzed at the pixel level, the Microsoft

ClearType® fonts have a smaller x-height and a lighter color compared to other sans-
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serif fonts (Microsoft Corp., 2002). These are attributes that give a “neutral” tone to a

text.

Table 14 is a chart comparing research on fonts and their readability, legibility,

personality, and preference made by the author. Though it is not all encompassing, the

studies covered a wide variety of measurements and materials used for experiments, on

screens, presentation slides and medicine warning labels. The purpose of this

comparison it to determine the most common fonts used across platforms and to choose

a font set for this thesis’ experiment that can be related to a larger font-user base and a

commonality between descriptions.

One perception that is consistently mentioned and tested in research with font

and personality/emotion is appropriateness (Bernard, Mills, Peterson, & Storrer, 2001;

Mackiewicz, 2003; Mackiewicz, 2007; Doyle & Bottomley, 2004). Since fonts were

determined to have personality, the appropriate font must be chosen for the right

situation. Jaffe (2014, p. 1) states that “typefaces convey their own meanings and elicit

their own emotions independent of the words they spell out.” For example, Mackiewicz

(2003) examined technical writing samples and students’ perceptions of the tone

attributes of certain typefaces. Her findings were determined using five different

typefaces: Script, Courier New, Lucinda Console, Helvetica and Comic Sans. Helvetica
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Table 14. Comparison of Font Research Platforms and Test Conditions

Comparison of Font Research across Different Research Platforms and Test Conditions

TVIACKIEWICZ ZOUT

** Used

Bernard et al 2001 **

Shaikh 2006, 2009 ,

Silver, Braun 1993,

Shaikh, Chaparro and

N used dictionary written Brumberger . "
demographics data . v computer screen , 9 warning lables on Fox 2006 on-line
. texts for testing, computer (2003) ** -
sets  presentation screen nonsense text ** medicine ** survey, rate font samples,
tiel STaUTe, PUTTE, ITiatare,
Serif Professional rated Most legible forma_l, asserthve,
attractive, elegant,
Garamond Less professional - - - - -
Lowest in Personality, least Stable, conformist,
Times New Roman * youthful and fun, most  |#3 Traditional, #1 Stable direct #2 Readability score | mature, unimaginative,
business-like dull
Souvenir Lt * - - - - -
Bookmand Old Style * - - - - -
Less professional,
Lubalin Graph BLK | Less comfortable to - - - - -
read
) Looks cheapest, ranked Plain , most extreme
Courier New ; least elegant, 2nd most lowest of most scores R R settings of personality
(mono-spaced) business- like compared to serif fonts, "o typpes
legible, #2 sad
Georgia - * #2 Traditional - - *
Goudy Old Style - * - - #3 Readibility score -
Century Schoolbook - * - - - -
Calisto - - Most legible - - -
Clear Cambria - - #3 Stable - - *
Type
Centaur - - - - -
High Tower Text - - - - -
Lucinda Bright - - - - -
Perpetua - - * - - -
Poor Richard - - * - - -
TVIOTE ATaTTve;
Clear . - creative, exciting, elegant,
- - #1T I - - ’ ' ’
Type Constantina raditiona feminine, unstable, rebel,
All
Sans- ] purpose fonts,
. legible compared to monospace,
Serif R
more casual and informal
Gill Sans - - - - -
Futura Bk Less professional - - - -
Arial / Helvetica * Most preferred # Alls;tj:ggl)eose #2 direct #1 readibility score *
Tahoma " Faster to read, 2nd most B R B B
preferred
Verdana Less attractive - Legible - - assertive, _sad, dl{"‘
unattractive, plain
Agency FB } B #3 Assertive Bold, #3 R R B
sad
Comic Sans : Most youthful and fun, 2nd | #5 Happy / Funny, #2 R R B
most preferred Casual
Berlin Sans - - strong, legible - - -
Clear Calibri - - #1 All purpose - - *
Type
happy, exciting,
Century Gothic - - #2 All purpose - - attractive, elegant,
passive
Plain , rated more happy,
Clear . .
Tyoe Consolas (monospace) - - * - - creative, atrtractive and
w elegant than courier New
Ranked overall highest
Lucinda Console - - compared to all sans - - -
serif fonts, legible
Ranked overall lowest
Incised 901 Lt BT - - for allsans serif fors, - - -
mostly negative (below
the mean) legible
Bouhaus Md BT - - - friendly - -
Clear Corbel - - - - - *
Type
Clear
Candara - - - - - *
Type
* included in the research - means "not monospace = letter and
criteria with no significant  included in the ** Significant results space between letters
results research criteria” are the same
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(Arial is similar, (Kole, 2013)) was perceived as the most professional and Comic Sans
was perceived to be “sloppy, childish and not good for business” (Mackiewicz, 2003, p.
214-215). In addition, an elegant font, Script, was noted to not be appropriate for
technical information.

Factors such as “open”, “easy to read”, “no modeling” (thick to thin variations
of the stroke), “proportional spacing” (letters have the same width with varying spacing
between letters) and “does not copy another form of common modes of writing” (like
script or handwriting) were recommended as good advice for technical documents,
presentations or readings on screen (Mackiewicz, 2003, p. 217-220).

Through this discussion we can conclude that English typeface fonts have

personality and may affect the tone of writing irrespective of any actual textual

meaning.

3.3.3.2 Japanese Typefaces, Personality and Usage

There is conflicting data regarding Japanese fonts and any emotional component

attached to a typeface. lwahara & Hatta (2004) performed experiments to determine if

the selection of typeface could facilitate and convey the emotion of an email. Their

results showed that a font choice cannot convey a sender’s (or receiver’s interpretation
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of) emotional semantic information contained in an email. However, in an analysis of

the packaging of a product and typeface design, Mukai (2014) applied English

typeface classifications of emotions in a survey to determine if these indicators can be

applied to nine typeface designs for Japanese people. The results were weak but the

author concluded that people have “common cognitions of impressions regarding

typeface design and product characteristics” (Mukai, 2014, p. 1509).

Another research study of note is by Caldwell (2013) who utilized a systemic

approach to understanding emotions for Romanized languages developed by Amare and

Manning (2012). He adopted this scale to measure emotional responses to Japanese

typefaces. The experiment consisted of subjects reading a text fragment and rating the

emotion of the font. It was concluded that the emotional response to Japanese typefaces

is consistent with the principles described by Amare and Manning (2012). These

principles described by Amare and Manning (2012, p. 2) were agitated, stimulated,

diverted, unrested, amused, rested, calmed, organized, focused, determined, concerned,

and challenged. These principles of emotion can be linked with the typographical

characteristics of contrast, variety, form, and pattern. Within this set, three groups of

emotions are determined: (agitated, stimulated, diverted, unrested) = agitated; (amused,

rested, calmed, organized) = amused; and, (focused, determined, concerned and
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challenged) = focused. In the Caldwell (2013) study, fifty subjects were presented with
40 samples of various Japanese typefaces that were grouped into five types: seal script
(323, tensho), clerical script (&£, reisho), semi-cursive (1T, gyousho), Mincho (7
7)) and cursive (FiEZ:, shousho). Each subject chose three of the above emotion
principles to describe the text fragment. The results of this survey determined that these
responses were consistent with the emotional categorizations for Romanized alphabet
fonts developed by Amare and Manning (2012). This experiment, though interesting,
places the subjects in a false situation as typeface alone is described without any context
or meaning. As previous discussions state, font style can change the tone of a text and
cause heightened emotional responses to non-appropriate use. That is the practical usage

of a font when determining its effect.

3.3.3.3 Perceptional Set and Font Style

In addition to typeface characteristics and tone, perception has an influence in
how words are read. A perceptual set is defined as something that has four factors:
expectations, emotional state, culture, and motivation (Hardeep, Kaur, & Shergill 2012).
We can relate each of these principles to font and typeface effects on the brain.

First, for expectations, have we seen this font before? For a certain situation, is
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there an expected font style or characteristic? If yes, then the brain has already font

tuned to this and can concentrate on encoding the letters/characters into a word or

meaning. In addition, no emotional response is initiated and the brain is in a relaxed

state and ready to learn.

Second, emotional state, here, as noted by graphic artist, in a BBC radio

program, Neville Brody “The choice of a font will tell you how you’ll react emotionally

to the information before you’ve even read it” (Peacock, 2005). Romanized fonts have

been given adjectives to describe their attributes. For example, the “Impact” font has

been described as “assertive” and “bold” (Shaikh et al., 2006, p. 4).

Many experiments have determined that there is a link between emotion and a

font. For example, Caldwell (2013) displayed different Japanese font styles in a text

with a neutral meaning and had the subjects rank the emotional cues from this font that

had the same word, but different font styles. If context is part of the emotional content

of a font then how can a subject really determine the tone of a text using a particular

font in an artificial setting? If a technical presentation used Comic Sans font, most of an

American audience may not be confident in the speaker’s speech because of the

unprofessional tone of Comic Sans (Brumberger 2003) On the other hand, if an

elementary school teacher used Comic Sans in a classroom to explain a concept, the
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tone and context would cultivate different emotions. Situation and appropriateness in

context is very important.

The third part of a perceptual set is culture. Culture defines what font is

appropriate and when it should be used. As an example, there is a Japanese font style

named “Textbook” style (Morisawa 2015a). This font was designed to be used for

textbooks according to Japanese national standards.

The last part of a perceptual set is motivation. Font has been determined to affect

a student’s motivation to study different materials and some texts that are difficult to

read may discourage some students. This is defined as “disfluency” (Song & Schwarz,

2008; Diemand-Yauman, Oppenheimer, & Vaughan, 2011).

3.3.4 Conclusion and Summary of Literature Review

In summary, there are many factors relating to typeface’s effect on retention.

First, the brain was discovered to have a “letterbox area” in the brain for processing

fonts and font tunes to these glyphs/letters. See Figure 12. The process of English

letter recognition is complex and involves many parallel processes; these include letter

characteristics encoding, word form encoding, and the influence of surrounding words.

When the brain decodes Japanese kanji, the process of recognition is in reverse order of

122



hiragana and the alphabet, where lexical meanings are realized before phonological

encoding. Second, the legibility of a font also has an effect on retention. If a person can

read with no effort at speed, retention is assumed to be expanded. Next,, fonts are also

considered to be a work of art and stimulate emotions. In English this emotional

component has been proven but in Japanese, the research results are not as conclusive.

Finally, perceptual set factors can also influence how information is retained according

to the factors of : expectation, emotional state, culture and motivation.

3.4 Method

3.4.1 Participants

In the USA: 57 participants from two universities volunteered for this survey

and were given a gift card for their participation. These participants were not the same

as the previous experiment. The universities were located in the Metropolitan New York

area. A mixture of graduate and undergraduate classes were surveyed. The background

of students varied from departments and ages (18-50 years old) with an average age of

22 years old. There were 33 females and 24 males. Two students had lived in Japan

previously but were not native Japanese students.

In Japan: 212 students were from a national university in Okayama, Japan.
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These participants were not the same as the previous experiment. Participants

volunteered for this survey and were given a snack after the survey in appreciation. The

student population consisted of first- and second-year students (18-20 years old), from

different departments. There were 138 males and 74 females. All but one student was a

native of Japan.

Participation in this experiment was voluntary and anonymous. No name or

identities were collected or recorded. By participating in this experiment, students

consented to allowing me to use their survey results in this analysis.

3.4.2 Procedure

Students were told they were to see a public directive from Japan (see

Appendices 15, 18, and 19) and then be given a survey as to how much they had

remembered from the slide presentation. They were not aware of the real purpose of this

survey. After the presentation, students were immediately given the survey (see

Appendices 16 and 17). Classrooms were equipped with LCDs and projectors. Students

sat from two to six meters from the screen for both countries’ classrooms.

The presentation was designed to be in the native language of the country. See

Appendices 18 and 19. Country specific measurements were used, centimeters and
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kilograms for Japanese and inches and pounds for English. Timings, lines and words

(characters) were represented identically. There were 17 slides and the total time of each

slide was kept constant across presentations with a total presentation length of 12

minutes and 37 seconds. See Table 15.

Table 15. Font Presentation, Slide timings, English Morphemes and

Japanese Morphemes on the Slide

No.
. No.
Slide . Morphemes
Timing Morphemes
Number ) i Japanese
English Version )
Version
1 0:04 8 11
2 0:24 10 13
3 0:29 24 28
4 0:20 19 20
5 1:17 47 48
6 0:38 22 19
7 0:58 20 22
8 1:02 24 23
9 0:40 23 24
10 0:53 8 8
11 1:00 28 29
12 1:17 35 29
13 0:43 28 29
14 1:15 24 25
15 0:17 22 28
16 0:26 21 30
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All pictures were identical across both language presentations (see Appendices

18 and 19) and each presentation was prerecorded by a native of that country. After the

presentation started, the recording advanced in precise order with the slides

automatically. The only changing variable was the font style between experiments. See

script in Appendix 15. After the presentation was viewed, students were immediately

given a survey to answer.

One survey was created and translated into the language of the location of the

test. Each survey was printed using the same font style as the information presented in

the presentation to avoid any interference from different emotions or the tone of the

presentation changing with a different font tone. See Appendices 16 and 17. The survey

contained 10 recall questions, eight were a write the answer and two were true/false

types. Of the 10 questions: two were procedural questions, one was verbal only

information that was not on the actual presentation slide, four required numerical

answers, one was an opinion of the presentation, and two were nomenclature questions.

Students were instructed to leave the space blank or write “Don’t remember” if they did

not know the answer or to write a partial answer if they did not know the complete one.

There was no time limit when answering the questions. Each answer was given a

corresponding numerical value and partial credit was given for partially correct answers.
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See Appendices 20 and 21. The recall test was chosen because it does not provide clues

to the answers in the form of possible response choices. This is especially important

given that the test was administered so soon after the participants finished watching the

presentation. A recall survey is harder than a recognition test and more accurately

represents how students retrieve and retain information (Gasser et al., 2005). See

Appendices 16 and 17.

The title of the presentation was “A Foreigner’s Guide to Household Waste

Disposal in Akitakata City” (See Appendices 18 and 19). This information was based

on a very complicated garbage disposal procedure in the countryside, 50 kilometer north

east of Hiroshima city in Japan. This procedure is unique, even in Japan, and no student

had prior knowledge of this city or the unique procedures. Prior to the presentation, the

researcher asked the subjects if anyone has ever lived in this city or was familiar with

this garbage collection system. All students answered that they have not lived in this

city or knew of their garbage collection procedures.

The USA version tested four kinds of font typefaces based on popularity,

emotion, sans-serif, the current US Highway font (Clearview®/Road Geek) and

similarity to Japanese fonts. The Clearview® font set was very expensive and the

researcher found a similar font, Road Geek, at a fraction of the cost for this test. The
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USA/English fonts tested were: Arial (similar to Helvetica), Comic Sans, Clearview®

(Road Geek) and Verdana. All fonts were sans-serif. Arial (Helvetica) and Comic Sans

are two of the most popular fonts used today in the USA. Popular in use (Chapman,

2011) and popular in conjuring up emotional responses (Byford, 2012). Verdana was

chosen because of its sharp edges, legibility and similarity in style of the Meiryo MS

ClearType Japanese font ( https://www.microsoft.com ).

The Japanese version tested seven kinds of typefaces based on popularity,

Japanese style groups, proportionality, functionality, and the current Japanese National

Highway font used today. The Hiragino font used on National Japanese highways was

also prohibitive in cost and a related font, HG-Maru Gothic was found to be similar and

less expensive. The fonts tested were: Meiryo (Microsoft ClearType font), MS-Gothic

(sans-serif, non-proportional spacing), MS-Mincho (popular for newspapers in Japan,

serif, mono-proportioning), HG-Maru Gothic (Hiragino replacement, rounded and sans-

serif), MSP-Gothic (proportional spacing, same as MS-Gothic), HG-Gyuosho hon

(script style), and Aqua (handwriting style, simple, rounded edges, similar to a Comic

Sans style). See Table 16 for the number of subjects for each test presentation.

3.5 Results
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All data were analyzed using Microsoft® XLSTAT software Version 2014.4.02,

Copyright Addinsoft® 1995-2014 (Registered version). Using the Grubbs Test (over 2

standard deviations,) it was determined that the Japanese data contained eight outliers

which were omitted from the final analysis.

3.5.1 Scoring of Surveys

A point system was devised to determine how to score each answer (Appendix 20/21).

For example, in question 6 of the survey, “When is waste paper collected?” the correct

Table 16. Number of Subjects per Font Style

Font Style English Font Style Japanese
English Presentation Japanese Presentation

Arial 6 MS- Gothic 35
Comic Sans 16 Aqua 26
Road Geek 13 HG-Maru Gothic 45
Verdana 22 Meiryo 30
MS-Mincho 23
MSP-Gothic 22
HG-Gyousho hon 23
Total 57 204

answer was, 2" and 4™ Wednesday in English and %52 & 554 K B in Japanese. For a

correct, complete answer a score of 5 was given. For the English version, an answer of
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“27,¢“4” 2 times”, or “day” was given one point for each. For a “Wednesday” answer,
two points were given. For example, if an answer of “2nd and 4th Tuesday of each
month” was written, it was scored three points. For the Japanese answers, each answer
was evaluated using a similar point system of the English surveys . An example of an
answer of 7KHE H,T:Me H (Wednesday, Saturday) would be given two points for the

correct Wednesday answer but no points for the Saturday answer.

3.5.2 Analysis of Whole Data Sets (All Japanese and All English as Two
Independent Groups)

Analyzing each data set as a whole (204 Japanese survey results and 57 English
survey results), it was determined that both data sets were parametrically distributed, see
Appendix 22. From this determination, a two- way independent ANOVA was carried out
using the XLSTAT® macros-enabled program for MS-Excel® 2013. This analysis
determined that the two variables, Japanese data and English data, were statistically
significant, p < .05. See Appendix 22. After this test was performed, a post-hoc
analysis using the Tukey analysis determined p = .014. This confirmed the
significance of the data sets and rejected the null hypothesis. The null hypothesis,

meaning that the variables, Japanese data collected and English data collected, are not
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random and are determined to have a pattern of differences. Thereby, proving this
collection of data is not by chance. Since the two variables were determined to be
significant, each data group was analyzed intra-culturally, between each font type
presentation.

For USA data analysis (Appendix 22), a Newman-Keuls (SNK) analysis of the
difference between categories found significant effects between font styles. See Table
17.

When analyzing each font style, the significance of the Arial font in the USA
data is surprising and not very reliable as this font group contained only six subjects and
cannot be considered to be an independent data set to definitively determine
significance. A data set of ten or more subjects would make the data results more
reliable. For this reason, only the Comic Sans and Verdana sets will be analyzed further.

For the Japanese data analysis (Appendix 28), a Bonferroni test was used to
determine significance between the categories (fonts). No data comparisons were found
to be statistically significant, p < .05.

Per question data analysis can be found in Appendices 23, 24, 25, 26, and 27.
The survey given to the subjects contained different types of questions requiring certain

types of data answers. See Appendices 16 and 17.
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3.5.3 USA per Question Data Analysis
Significant results to a particular question answer were noted comparing
Verdana and Comic Sans. This statistical significance highlights a possible connection

of these typefaces and the factors that surround them.

Table 17. Summary of Font Data Results (Means and Significant Findings)

The Mean Scores of Correct Data: English Version
(n=57)
Mean SD
Arial (Helvetica) 23.33 3.2
Comic Sans 20.69 4.1
Clearview (Road Geek) 18.39 4.1
Verdana 16.36 3.3

Statistical significance was found for: English Version

Arial vs. Verdana p <0.001
Arial vs. Road Geek p <0.025
Comic Sans vs Verdana p <0.002

The mean scores of correct data: Japanese Version

(n=204)

Mean SD
Agua (n=26) 22.31 3.8
MSP-Gothic (n=22) 21.41 6.6
HG-Gyousho hon (n=23) 20.70 35
Meiryo (n=30) 20.37 4.9
MS-Gothic (n=35) 20.00 4.9
Mincho (n=23) 19.91 4.5
HG-Maru Gothic (Hiragino) (n=45) 19.91 5.4
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The Comic Sans presentation was to an undergraduate Chinese language class,

with an average age of 22 years. The room size was five meters by five meters and

students were between two and five meters from the projector screen. The room was

located in the basement with minimal sunlight.

The Verdana presentation was a graduate Speech Pathology class with an average

age of 27 years. The room size was four meters x ten meters and students were between

one to four meters from the projector screen. The room was located on the second floor

in an inner room with no windows.

3.5.3.1 Question #3 True/False: p<.0001 (Appendix 24)

This true / false question: Recyclables category contains hair dryers, answer

pertained to the classification of a hair dryer being a recyclable item. See script

Appendix 15. The mean values of the results were: Comic Sans = 1.00 = False and

Verdana = 0.364. All results for the Comic Sans were correct. The survey itself was

different for Question number 3. Referring to Table 18, the information to answer this

question was not in order of information given. Most questions followed the order of

the information given but this question was out of sequence.

The term “Hair dryer” was not used or written in the presentation but the term
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“small electrical appliances” was. Also, on slide 13 a picture of a hair dryer was

observed by the students. Hair dryers are common in size and shape for both countries,

so a cultural misunderstanding is not a factor.

Since the actual word “hair dryer” was not written, we can conclude that the

effects of a salient font, Comic Sans, which generated an arousal and heightened

attention contributed to the awareness of the picture on the presentation slide.

3.5.3.2 Question #5: Procedural Question (How should you dispose of a milk

carton?) Appendix 26

This question required understanding a detailed procedure for disposing of a

cardboard milk carton. The script states, “For cartons, such as milk or juice cartons, you

must rinse and flatten each carton and place them in the ‘kamipakku’ (Japanese for

paper carton), designated bag. You can usually put about 25 flattened cartons in one

bag.” The presentation slide had only a picture of a flattened Japanese quart size milk

carton, along with other items in that category. (See Appendices 18 and 19, slide

number 7). The answer was determined by grading key concepts, “rinse/flatten/put in

special carton bag.” The mean data is as follows: Comic Sans 2.11 and Verdana 1.50.

The maximum score was four. The Comic Sans group had a 15 percent better recall of
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English : Comic Sanst Verdana

Table 18. Font Per Question Data Analysis

Question Analysis for Siginificant Data Sets

Japanese: Aquat MaruGo

Significant
p Data Type / Not Tests Performed Answer Located
Significant
Question #1:What is the name of the city that the presentation was made for? Slide #1,2,17
English 0.625[non—parametric NS Wilcox, Mann-Whitney
Japanese 0.292|non—parametric NS Wilcox, Mann-Whitney
Question #2:How many categories of garbage separationis explained? Slide #3
English 0.12{non—parametric NS Wilcox, Mann-Whitney
Japanese 0.416|non—parametric NS Wilcox, Mann-Whitney
Question #3:Recyclables category includesd hair dryers? ( T / F) Slide #13
English 0.0001|non—parametric S Wilcox, Mann-Whitney
Japanese 0.45[non—parametric NS Wilcox, Mann-Whitney
Question #4: What is the maximum length of most garbage collected? Slide # 5,12,15
English 0.197|non—parametric NS Wilcox, Mann-Whitney
Japanese 0.18|non—parametric NS Wilcox, Mann—Whitney
Question #5: How should you dispose of a milk carton? Slide #7
English 0.021|parametric S T-test, z—Test
Japanese 0.232|non—parametric NS Wilcox, Mann-Whitney
Question #6: When is waste paper collected? Slide #5
English 0|parametric S T-test, z-Test
Japanese 0.226|non—parametric NS Wilcox, Mann—-Whitney
Question #7: What kind of bottle has a deposit? Slide #11
English 0.62[non—parametric NS Wilcox, Mann-Whitney
Japanese 0.044|non—parametric S Wilcox, Mann-Whitney
Question #8: How much is a large burnable garbage bag, in yen? Slide #12
English 0.889|non—parametric NS Wilcox, Mann—Whitney
Japanese 0.834|non—parametric NS Wilcox, Mann—Whitney
Question #9: For non—combustable garbage, what is the maximum weight for each Slide #13

English

0.067

non—parametric NS

Wilcox, Mann—Whitney

Japanese

0.086

NS

non—parametric

Wilcox, Mann—Whitney

Question #10: Car batteries are considered hazardous waste and should be brought back

to the store you bought it at? (T / F)

English 0.61[non—parametric NS Wilcox, Mann-Whitney
Japanese 0.386|non—parametric NS Wilcox, Mann—Whitney
Question #11: Do you recycle like this town? Do you like it?
English 0.004 |parametric S T-test, z—Test
|Japanese 0.157[{non—parametric NS Wilcox, Mann—-Whitney

Slide #16
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these procedures. Again, we can attribute this better retention to the arousal and
heightened awareness of information presented with the use of the Comic Sans font.
Milk is a common drink in the USA and Japan. In addition, both countries have
quart size cartons. The novelty is in the disposal. In New York City, milk cartons are
considered recyclable as in Akitakata City, however a special color bin instead of a
special bag is required. No previous knowledge of this procedure can be attributed to

the scores.

3.5.3.3 Question #6: Procedural Question (When is waste paper collected?)
Appendix 26

The question, “When is waste paper collected?” is also a procedural question,
such as question 5. The answer was two times a month and a particular day, —2"9/4™
Wednesday. The conditions of disposal in Japan are similar to the USA but without the
detailed restrictions of weight of bundles of newspaper (New York City Dept of
Sanitation).

The means for each font are as follows: Comic Sans: 3.50 and Verdana: 1.59.
The maximum value was five. The Comic Sans subjects did statistically significant

better, 38% better on recall of this information.
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From the statistically significant values recorded for the Comic Sans font and

procedure questions numbers 5 and six, we can attribute a heightened retention in

procedures when using the Comic Sans font.

3.5.3.4 Question #11: Attitude Toward this Survey (Do you recycle like this town?

Do you like this procedure?) Appendix 27

The purpose of this question, “Do you recycle like this town? Do you like it?” is

to measure if the font determined the tone of the presentation and the survey. Positive

comments were given a +1 score, neutral comments 0, and negative comments -1. The

mean results were very interesting, Comic Sans: -0.69 and Verdana: 0.

The strong negative emotional connotation toward the use of this font drew

heightened arousal which then produced the highest level of retention of all the surveys

in the USA group. This arousal, with heightened awareness of the font in the

presentation, could have produced a response for retention since the attention of the

audience is generated from the Comic Sans font usage.

3.5.4 Japan per Question Data Analysis

Significant results to a particular question answer were noted comparing Aqua
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and HG-Maru Gothic font types. This statistical significance highlights a possible
connection to these typefaces and the factors that surround them.

The Aqua presentation was to an undergraduate English as a foreign language
class with an average age of 18.5 years. The survey was conducted in the morning at
9:00 a.m. The room size was approximately ten meters by six meters and students were
between two to seven meters from the projector screen. The room was located in the
lower level with sunlight, darkened by blinds.

The HG-Maru Gothic presentations consisted of two undergraduate English as a
foreign language classes with an average age of 19 years. The room size was ten meters
by six meters and students were between two to six meters from the projector screen.
The room was located where there was sunlight and it was darkened by blinds.

Only one question in the Japanese data set was determined to have a statistically

significant result.

3.5.4.1 Question #7: Nomenclature Question (What kind of bottle gets a deposit?)
Appendix 23
The question; “What kind of bottle gets a deposit?”” was presented on slide

number 11, about two thirds of the way through the presentation. This contained a
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special notification about the return of a 10 yen deposit for Japanese sake bottles. Most

students in the Japanese group were not of drinking age, 20 years old and after the

presentation some were overheard expressing surprise at this information. A deposit on

all drink cans and PET bottles is common in New York but not in Japan. The novelty of

the information may have caught the attention of the students.

The means of this question are very interesting, Aqua: 1.50 and HG-Maru

Gothic: 1.04. The maximum answer was given a two. The results for Aqua were 23%

higher than HG-Maru Gothic. The Aqua higher retention results can be attributed to the

novelty of getting money back and the novelty of the font style being used. Both

generating a higher level of arousal and but enough to heighten awareness and not

interfere with encoding and retention.

3.6 Discussion and Further Analysis

Overall, the data collected between the Japanese and the USA groups were

determined to be statistically significant comparing 2 groups and not font style, with an

ANOVA. (See Appendix 22). This was an important first step in the realization that not

only was the data collected statistically significant between cultures, but that valid

individual font differences were recorded. Kanji/hiragana and the Romanized alphabet
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systems are obviously different but the cognitive processes of reading are the same, just

in a different manner. Both writing systems have a font, a grammar, and a phonological

unit associated to the glyph and meaning. Some fonts are similar, for example Verdana

in English and Meiryo in Japanese. The question remains, is cognition and perception of

certain fonts the same across all cultures?

Utilizing the factors in the perceptual set defined by Hardeep, Kaur and Shergill

(2012), the data results can be analyzed.

Expectations: In both Japan and the USA, reading and writing begins in the first

grade. The reading of textbooks influences how we perceive a font in understanding. As

we grow older and are exposed to different fonts in the world around us, we adapt to

expecting certain font styles for certain situations as stated in the example above about

the usage of Comic Sans for a technical presentation or in an elementary school

classroom. Student’s expectation of the correct font to be used could heighten their

motivation and make them more aware of certain information. This can explain the

Comic Sans and Aqua high retention and significant data results.

Emotional state: As reported in the literature review, fonts are considered to be

part of the tone of a text. In the USA, the Comic Sans presentation cultivated an

interesting response from the students. Before the presentation, it was not revealed what
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the actual purpose was. The students were told to help in the evaluation of this public

service information for foreigners living in Japan. After the presentation and collection

of surveys, the students were asked if they could understand the test purpose of the

survey and data collection. The only group that guessed correctly was the group of

subjects exposed to the Comic Sans presentation. The strong emotional connotation

toward the use of this font drew heightened responses and the highest level of retention

of all the surveys in the USA group. In Japan, the use of Aqua, a childish uneven font

style was chosen as a disfluent typeface, but in contrast, returned the highest retention

rates of all surveys with significant results.

Question 11 on the survey asks the subjects if they practiced this kind of

garbage sorting and if they liked this method of disposing of their trash. The results for

the statistically significant observed font groups, Comic Sans and Verdana, revealed a

negative response (mean -0.69, maximum is -1) for the Comic Sans group compared

with a neutral response for the Verdana (mean =0.00) group. The Comic Sans

cultivated a strong negative emotional response to the information presented therefore

heightening awareness and retention.

For the Japanese surveys, comparing Aqua and HG-Maru Gothic fonts, the

means were 0.15 for Aqua (SD=0.77) and -0.15 for HG-Maru Gothic (SD=0.95).
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These readings were very close, indicating a neutral response across the data set. This

finding is in agreement to the conclusion of Iwahara and Hatta’s (2004) results. This

research analyzed Japanese email messages and determined that the senders’ font

selection did not convey emotional information clearly. In addition, the reverse also

had the same results for the addressee understanding the emotional tone via the font

selected by the sender. Japanese emotional connection to font style was recorded as

neutral.

Culture: From the analysis of the data gathered, we can determine that culture

does shape the English usage of fonts in society. Emotional qualities are associated with

them and are looked upon in some academic circles as art. In Japan, calligraphy or

shodo in Japanese is an art in itself and is very specialized. Fonts are used for specific

situations, just as in America. However, as the research has shown, no heightened

attention was indicated in these findings. The high retention score of the Japanese Aqua

font can be considered to be a “kawaii” or cute form of public announcement commonly

found in Japan. Usually signs for public directives, for example construction or

government departments have child-like cute characters to represent them and enforce

their policy. For example,

“’Pipo-kun, is the mascot of the Tokyo Metropolitan Police Department.
With big ears to hear the voice of the people and an antenna to detect trouble,
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http://idleidol.net/pipo-kun

Pipo-kun appears on posters, in videos and safety campaigns to prevent crime. The
Tokyo Fire Department and The Japanese Self Defense Force also have mascots
designed to soften their image and win the hearts and minds of the public”

(Yamaguchi, 2008, par.6).

The posters in Figure 24 contain messages in fonts that are mainly sans-serif and

rounded. Figure 24 shows some examples of subway manners posters. The font

BLPDL. RIPLG,

SEOEHRBENTL. ARDRBENRL, $‘ a. * ' ‘J:

BEROMEDBE, EODOSLORBLRLEL, & i

O xrozeen [DE

Figure 24. Public Directives from the Tokyo Metro Subway

(Tokyo Metro, 2013)

characters are thin, san-serif, rounded and not very edgy. There are two to three types of

fonts on one poster, and it uses bold weights. This message is not very stern or official,
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but funny or even child-like with the characters used. This effect and the disfluency

effect could have influenced the heightened emotion and awareness of the brain to

produce the highest retention rates in the Japanese experimental group.

Early research of retention of read materials related it to fluency. Fluency,

measured in words read per minute, was used to register how legible the typeface is on a

page. Increased fluency is believed to relate to the retention of material read. This

legibility/fluency theory lead to the utilization in the test presentations to include the

highway font types in the Japan and the USA in the test presentations. Since the test

vehicle was a presentation, using a font specifically designed to be seen at a distance

should offer optimal fluency conditions in order to read the slides and lead to better

retention. From the data analyzed, this theory was not observed as a factor in retention.

For the USA presentation using the Road Geek (Clearview®) font, the mean retention

score observed was 18.39. (See Table 16) This font was ranked third out of the four

fonts tested. For the Japanese retention mean scores, the highway font was represented

by the HG-Maru Gothic (Hiragino), a mean of 19.91 was determined. This retention

rate was ranked last out of seven font types that were tested which suggests that

legibility and fluency are not the only factors in the retention of information.

Motivation: Students were given an option to join in this study. Those that chose
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to watch the presentation and fill out a survey were rewarded with a snack, in the

Japanese classes and a $5.00 Starbucks gift card in the USA classrooms. This displayed

a motivation and interest in participating in this research. In addition, though not

specifically measured, recycling in general is a very popular topic in society today. The

way this city recycles is an extreme case and some students found it interesting and

daunting to the reality of what is actually required to save the environment.

3.6.2 Trends in Information Retained

The most interesting results from the statistical analysis of the per question

scores (Appendices 23, 24, 25, 26 and 27) came from the statistical significance of

two questions for the USA data regarding the retention of procedural information. For

both questions five and six, the findings indicated that the Comic Sans presentation

scored higher than the Verdana one. The curved, sans-serif form of Comic Sans and

the emotional impact generated by the students could have affected the emotional

component. Being salient, emotions heightened along with general interest in the

subject of recycling in general attributed to these findings. Though the standard

deviations were large (see Appendix 25) this result deserves further research and

discussion.
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3.7 Conclusion

This study set out to explore if font style has an effect on retention of material

presented in multimedia settings. Results showed that For Japanese speakers and their

use of font, statistically significant results could not be confirmed concluding that font

style is not a factor in the encoding and retention of information presented via

multimedia. However, the English results revealed statistically significant findings

leading to the belief that font and the encoding of information are dependent variables.

Those results are relevant to today’s use of electronics in the classroom and can be

applied to situations using multimedia as a source of instruction. Up until recently, font

styles were carried over from print sources and digitally re-mastered to be read from an

LCD screen or projector. The clarity of the font was not up to the same standard as

looking at a printed page. In addition, because control of which font to use in these

educational environments was transferred to the educators, font guidelines and usage

rules were not usually followed. These guidelines and rules used to be followed by

graphic designers or artists. Computer programs gave this control of choosing a font

style to the common user, as a result there was an explosion of fonts available for all

kinds of multimedia. The criteria for a font to be used was more of a personal choice
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than one guided by scientific research and statistically proven results.

3.7.1 Findings

Through the literature review and research, it was discovered that font style

usage and attitudes are different between the USA and Japan. A data analysis

determined that the results collected were statistically significant and were in need of a

deeper analysis. This in-depth analysis could contribute to the beginning of a visual

grammar of fonts and retention.

3.7.1.1 USA (English) Data Findings

In the USA, font styles have strong personalities and expectations are high as to

which font to use for a particular situation which sets the tone of a document and creates

certain attitudes toward the information. From the results of the data analysis, it was

found that there were more significant statistical findings comparing data sets of

different fonts. In addition, attitudes towards the information were influenced the font

that has been described as “ sloppy,” “childish,” and “not professional” (Mackiewicz,

2003, p. 214-215). The research results supported these findings with heightened

emotional component associated with the Comic Sans font and a higher level of
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retention observed but with a lower attitude score. This hard-to-read font can also be
associated with the disfluency findings of Diemand-Yauman et al. (2011). Hard-to-read
fonts caused a heightened attention and an increase in the encoding level, which in turn
leads to higher retention of printed information.

This research also contributed to the expansion of additional factors related to
retention. Fluency and encoding are not the only factors to measure retention. One of
the test fonts, Road Geek, is used as a Highway font and is proven to have increased and
superior visibility at far distances (Garvey et al., 1997). However, the results of the test
data set in this research utilizing this font style as a test variable, did not reveal any
superiority of information retained.

From the list of factors in a perceptual set, “expectations” were shown to also
have the greatest influence on information retained in the USA data. Even though the
number of participants was low (under 10) the Arial font had the highest retention rate.
Arial or Helvetica, its close cousin, is a font most used for public transportation
directives in the New York City area (Shaw, 2008), where the testing took place. This
familiarity of use in the environment and expectations related to public directives could
have an influence on judgement of information.

The findings support that some disfluency, expectation and attitude toward a
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font effects retention of information and can be added to the list of guidelines of fonts to

be utilized in educational environments.

3.7.1.2 Japanese Data Findings

In Japan, font style has been shown in research findings to have an emotional

tone in font styles (Caldwell, 2013); however, this emotion is directed differently as to

the expectations of when and where to use a particular font. Japanese culture has a deep

rooted interest in and practice of calligraphy. A majority of students in Japanese public

schools start learning this craft at an early age. This designer’s eye makes their citizens

more experienced and adept to choosing an appropriate font. Typeface designs and

styles are deep rooted and a variety of choices are not as vast as their English

counterparts. Japanese fonts have a specific usage in certain situations. For example, the

MS-Gothic font is the most widely used font in Japanese newspapers. There is a font

style named textbook style for the nationalized educational system. These fonts have a

purpose and do not cultivate the emotional properties that were observed in the USA

test locations.

The emotional, legible, or disfluency components observed in the USA data

were not statistically observed in the Japanese data sets. Only the strongest retention
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font Aqua and the lowest retention score font, HG-Maru Gothic displayed statistical

results (p < .05), a statistically significant difference. In addition, if you calculate the

difference in the mean retention scores, Aqua —HG-Maru Gothic = 22.31-19.91= 2.40

delta as compared to the USA delta mean scores of Arial — Verdana = 6.97, the USA

score is double the difference in retention values. We can conclude from this result that

the Japanese font style is not always directly related to retention of information. The

novelty of the aqua font with a cute, childlike appearance, is a form of disfluency or

attributed to a salient characteristic, that can be related to the expectation of the

“kawaii” factor or heightened awareness of the public directive in this experiment.

(Yamaguchi, 2008).

3.7.2 Theoretical Implications/Concluding Comments

Utilizing the statistically significant data findings of the USA data, we can

observe an emotional component in the connection between font use and retention.

Strong emotions effect retention, such as the case with the Comic Sans findings. From

this observation, we can add a component to Baddeley’s (2012) model of visual

working memory.

Baddeley designed a flow of information from perception to working memory
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(2012). See Figure 25. Combining this diagram and the statistical results of the data

collected, font recognition can be added to the process of shape perception and

connected to a specific area in the brain for this type of visual processing. However, this

encoding of typeface is a parallel process and must include an emotional component to

the flow of information to the central executive. The episodic buffer combines the forms

and cues of word/character recognition and then adds the articulatory portion of the

phonological loop and/or lexical meaning retrieval from long term memory. In addition,

before this word recognition, at a pre-lexical level, interference can occur (Baddeley,

2012). From the information retrieved and analyzed from the USA test presentations,

this interference can be caused by legibility, emotion, distraction and/or expectation of a

particular font used in a particular context and can be diverse in its effect across

cultures. Confirming Dresler, Mériau, Heekeren, and Van Der Meer (2009) research that

found emotional words, bringing about an arousal response, were better re-called and

recognized than neutral words Arousal does have some retention benefits.

There are many factors that influence the retention of information presented in

educational environments using multimedia. This chapter attempted to define a visual

grammar with respect to retention and font style. With the increasing and widespread

use of digital multimedia resources in the classroom, guidelines based on statistically
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significant results and research are required. This study presented a cross cultural

comparison with information and results of retention from presentations with differing

font styles. The results noted that USA students react with strong emotions to fonts that

are not considered appropriate for educational environments. Some emotions can

distract and interfere with retention. In contrast, some font styles can heighten

awareness of information and in turn lead to better retention.

Japanese students are neutral to font style and have slight expectations to the

type of information being presented and relation to the type of font utilized. When

designing multimedia materials, it is important to carefully consider the cultural

background of fonts that students are exposed to as well as the information being

presented in order to maximize retention of information.
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Figure 25. Adaptation of Baddeley’s Flow of Information from Perception to

Working Memory (2012, p. 23), (Emotion and Font Perception were added.)
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Chapter 4: Text Density and Retention

4.1 Introduction

“Multimedia instruction refers to presentations involving words and pictures that

are intended to foster learning” (Mayer, 2009, p. ix). The multimedia part of this

instruction is not only the use of computers. This also includes textbooks with pictures,

handouts, videos, etc., anything that uses “multiple” sources of media for learning. The

science of learning and the science of instruction have been subjects of psychology for

100 years ( Mayer, 2008). Recently, over the past 30 years, there has been a renewed

interest in these sciences with the introduction of the computer into the classroom.

When constructing instructional materials, background color and font style are

considered as the first step to design for maximum cognitive processing. However, how

the information is actually displayed on a page, slide, or animation in the chosen media

and how this information is retained by the learner also needs to be considered for

principles followed for maximum retention.

The thesis question for this section of the study concerns the number of words

on a page of a multimedia presentation with a verbal message. Is there an optimum
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number of words, morphemes, or “chunks” of information on this slide to produce an

optimal retention of information? This optimum number will be just before the

threshold cognitive overload begins, enhance the encoding and retain information for

retrieval. From experiences as a presentation teacher at the university level, student

generated slides to accompany their presentations had a range of observations from

almost no text on a slide to the whole script on a screen. In addition, this research will

determine if retention of this optimum number of words on a slide is variable or

consistent across cultures.

The rationale in determining the optimum number will help in devising

guidelines for educators on how to quantitatively present information and avoid

cognitive overload. There are many “how to” books that claim six words and six lines

on a page is best (Zimmerman & Zimmerman, 2007). These books and consultants use

these numbers as a guideline but, upon further investigation, it has not been based on

statistically significant data results. Supporting this “rule” or leading to better guidelines

is the goal of this study.

In the first half of this chapter, I will discuss the capacity of visual working

memory and theories associated with this value. The theories of cognitive psychologists

on retention and multimedia design will be analyzed and compared for commonalities
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in research paradigms. In addition, recent research on cognitive overload of visual and
verbal parallel messages and the implications on the benefits and obstruction of
information being maintained and placed into long term memory will be discussed.
Cognitive theories and a cross-cultural component to this theory will be tested and
analyzed for differences in retention based on Japanese character lengths, morphemes
and “chunk” theory (Cowan, 2000, p. 87).

In the second half of this chapter, | will discuss my own original research and
data collection based on a test presentation that varied the number of words on a
presentation slide. Students in Japan and the USA were presented with an automated
PowerPoint® slide show and were given a simple true/false survey to test information
retained. This method of collecting data is based on common usage of this style of
classroom use of multimedia in a university setting. This section will seek to determine
the limitations of the visual design of multimedia information that is supported by an
aural message. In addition, to also determining if there is a difference in this quantitative

amount of information between cultures for maximum and optimum retention.

4.2 Literature Review and Current Research

To address the theories, effects and principles involved in the retention of facts,
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concepts, procedures, strategies and beliefs (Mayer & Wittrock 2006, taken from Mayer

2009), we must first examine the construction of the working memory and the

components involved in processing knowledge into long term memory.

Knowledge that we acquire and learn is separated into primary and secondary

knowledge. Leahy and Sweller (2011) state that the knowledge we acquire in schools or

educational settings is secondary knowledge. Primary knowledge is information we

acquire after centuries of evolution which is biologically primed in our brain (Geary,

2007). Geary (2007) claims that to process these two different kinds of knowledge

requires two different areas of cognition. The reason for this distinction is to specify that

the research in this chapter will pertain to secondary knowledge. Examples of secondary

knowledge are culture specific skills that are “competencies acquired through formal or

informal training” (Geary, 2007, p. 3). The processing of primary knowledge uses

systems that operate more or less automatically and are below conscious awareness in

humans, like the fight or flight reaction that is intrinsic in humans.

4.2.1 Chunking and Propositions

As presented in the previous chapter, Baddeley, Eysenck, and Anderson’s (2009)

model of working memory has many components and channels. See Figure 25
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. The importance in the design of instructional material information is to make

sure that it is encoded and processed into short term memory, then held in the long term

memory. This perceptual information is processed and passed to perceptional channels

inside the working memory and is then sent to systems that integrate this information

which (hopefully) forward it to long term memory. Baddeley, Eysenck, and Anderson

(2009) described working memory as having four main parts, the visual spatial sketch

pad, (VSSP), the phonological loop (articulatory loop), the episodic buffer, and the

central executive. The working memory has a limiting capacity. For example, when

remembering numbers, research has shown that the working memory is only able to

retain six to seven digits (Morey & Cowan, 2004). However, the working memory “is

likely to be shorter for words” (Baddeley, Eysenck, & Anderson, 2009, p. 39). Baddeley,

Eysenck, and Anderson (2009) go on to state that the performance of the working

memory is limited also by the number of ‘chunks’ that are processed. This information

concerning the capacity limit is also addressed by Cowan (2000) and Nikoli¢ and Singer

(2007) who state that humans are unable to hold more than seven items of new

information and can probably process no more than four chunks. These are vague terms

that are open to different interpretations. Kintsch and Keenan (1973) called these items

or chunks, “propositions.” Propositions or chunks are a basic unit of memory for text
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according to the content and meaning which consist of a term and one or more

arguments. An example sentence from Kintsch and Keenan (1973) is “Romulus, the

legendary founder of Rome, took the women of the Sabine by force” (p. 59). This

sentence has four propositions, (1) Romulus took women by force, (2) Romulus was

founder of Rome, (3) Romulus was legendary and (4) Sabine Women. The reasons for

using this guide for determining the capacity limits of memory is because the brain does

not remember text verbatim, but decodes as to the content/meaning of each chunk

(Kintsch & Keenan 1973).

4.2.2 Working Memory Sub-Systems

Research has shown that perceptual processes in the Working Memory are

combined/integrated in the episodic buffer. When listening and reading simultaneously,

which perceptual processes have more priority or is all of the information processed

equally? In addition, what are the capacities of these processes before they overload the

episodic buffer and the information is not retained in long term memory and forgotten?

The term “buffer” is defined in computer terms as a storage area where

calculations are stored before they are sent to the processor. Computers, like the human

brain, have a capacity which limits the retaining of some information sent to it. This
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overflow is lost information if it is not processed fast enough by the processor (Central

Executive in working memory). The Merriam-Webster Online dictionary (2015) defines

“buffer” as “a temporary storage unit, especially one that accepts information at one rate

and delivers it at another.” Without the Episodic Buffer, the signals from the VSSP,

and Phonological Loop systems can overwhelm the brain. It is actually a regulator of

information to the brain so that the processor (Central Executive) can process this

information into LTM. See Figure 25. Mayer (2009) has a similar theory, but a different

configuration of the Working Memory.

While concentrating on the visual and auditory systems, the “sounds,” “images,”

“verbal model,” and “pictorial model” portions of Figure 26, can be related to

Baddeley’s episodic buffer. To reiterate, the episodic buffer combines the forms and

cues of word/character recognition then adds the articulatory portion of the

phonological loop and/or lexical meaning retrieval from long term memory. The Mayer

and Moreno (2010) “integrating” system can be related to the central executive region

of Baddeley, Eysenck, and Anderson’s (2009) working memory diagram (Figure 25).

The central executive is said to have four functions (Baddeley, 2012): (1) to focus

attention, (2) to divide attention between two streams, (3) to switch between tasks, and

(4) to interface with the long term memory. The central executive, like the “integrating”
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system of Mayer and Moreno’s (2010) model, is a “purely attentional system with no

storage capacity” (Baddeley, 2012, p. 14). The small dot in Figure 26, as a

representative of this integrating system, does not do justice to the importance of this

step in Mayer and Moreno’s (2010) model and the attention it deserves.

When a human is exposed to sounds, the auditory portion of working memory is

accessed and the information is processed (Figure 27). However, when a person sees an

image, picture, or animation, the information is processed from the eyes, then encoded as

images in the working memory. From there it is determined to be an image as opposed to

a word, the pictorial model then sends this information to the integrating system that

accesses the long term memory to assist in encoding this particular visual image. See

Figure 28.

The process for reading words utilizes both paths as the visual (images) and

articulatory (sounds) processes are activated simultaneously. See Figure 29. For

example, when reading a word, the eyes see the letters, pass these images on to the

working memory where it is encoded as letters with the corresponding sounds, from the

Verbal Model, then all of this verbal (letter sounds) and pictorial (letters) are organized

and encoded , with the help of the long term memory to read the meaning of the word

read in the integrating system.

164



Pictures

Sensory Memory

v

Eyes

Selecting Words ]I

Selecting Images

|

Working Memory

\

v
Images
Organizing Orzanizing
Imagss : Images
Pictorial
Model

/

Integratin_gJ

Long Term Memory

Prior

Knowledge

Figure 28. Processing of Images/Pictures
(Adapted from Mayer, 2009, p. 77)

165



/

Multimedia Presentation |

Words Pictures

AN

\

Sensory Memory ‘

-

v v

Ears Eves
Selecting Words Selecting Images
Working Memory 4 ‘L \
Sounds Images
o S
Images v Images
Verbal Pictorial
Model Model
Integrating
P
Long Term Memory
Prior
Knowledge

Figure 29. Adaptation of Processing of Spoken Words (Mayer, 2009, p. 77)
to Include Processing of Kanji Characters

166



For Japanese reading of kanji, the process is a little different. As Figure 29

demonstrates, the processing of printed words (Japanese kanji/kana) also takes place

mainly in the sounds and verbal model (Mayer, 2009). Japanese kana follows the path

of processing English words by sounding out the letter/kana to combine and make

words. However, for processing Japanese kanji, there can be a link between the pictorial

model and sounds area of working memory. The process of encoding kanji can be

reverse of that for Kana in that meaning is initially connected to the kanji and then to

the sound of the characters. Figure 29, made by the author, and shows the addition of a

link to access the sounds part of working memory after the pictorial model determines

the meaning of the character.

The above systems that are separate and distinct for visual and auditory perception

signals are called “dual channels” of processing in working memory (Paivio, 1990;

Mayer, 2009). In his ground-breaking work, Paivio (1971, 1986) called this basic brain

mechanism the “ Dual Channel Theory” in which the brain accesses two channels

separately, for example with speech and pictures. Each channel has separate functions,

one is used to process words and the other for pictures (Clark & Paivio, 1991).

Processing of relaying information from perceptual channels into the episodic buffer

and is balanced between these two channels. Twice as much but different information is
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processed efficiently which leads to deeper learning and storage in long term memory.

An example of this theory is the “Modality Effect” that was discovered when testing the

Dual Channel Theory. Low & Sweller ( 2014 p. 147) state “under certain well-defined

conditions, presenting some information in visual mode and other information in

auditory mode can expand working memory capacity.” This effect can be described in

the working memory when the dual channels (Visual and Spoken) are accessed, then at

integration or in the episodic buffer, this information is processed more effectively than

with redundant text and graphics or with no audible mode of information with the

graphic. It was discovered that the accessing of dual channels were found to be superior

to visual form only processing of information into long term memory (Leahy & Sweller,

2011). Experiments confirming this theory show that the dual channel effect is superior

for retention when visual information and auditory information do not have any

distractions from the goal of the task and prior knowledge of basics is known before

providing the multi-modal material. Mayer (2009, p. 200) went even further to discover

a Modality Principle whereby “people learn more deeply from pictures and spoken

words than from pictures and printed words.” Mayer’s theory on this effect is based on

evidence gathered by testing subjects via a computer display to learn a scientific

principle. This scientific principle, for example, how lightening is formed, is shown
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with an accompanying explanation. The dual channel, both visual and auditory

explanation was recorded as retaining more information that the single channel method

(pictures only.)

Why do people learn more from pictures with spoken words? Comparing Figures

30, 31 and 32, we can see that two distinct channels are used for images and spoken

words, but there is a crossover and sharing of processing power with written words. As

stated previously, working memory has a limited capacity of information that it can

process (Baddeley, 1992; Chandler & Sweller, 1991). Here the written word and spoken

word are using the same processing areas, i.e. episodic buffer or integrating area, and

sometimes, when too much information needs to be processed, will eventually lead to

cognitive overload and forgetting. In addition, Clark and Paivio, (1991) state that the

verbal processing portion is also involved in an additional load of processing the

sequencing of characters (or in this experiment, hiragana) to make words. “Verbal

representations are generally processed in a serial or sequential manner” to understand

the utterance or sentence written (Clark & Paivio, 1991, p. 151). Though some images

might produce a higher than usual activity in processing, verbal representations must

sequence at all times thus causing more processing than images.
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4.2.3 Cognitive Load Theory: Effects, and Principles

What kinds of information produce this cognitive overload? Is there an

optimum, balanced or germane effect? Sweller (2010) and Mayer ( 2009) devised a

Cognitive Load Theory (CLT) that describes this processing of multiple channels across

areas of Working Memory into three forms: (1) intrinsic (essential), (2) extraneous, and

(3) germane (generative). Sweller (2010) states that these loads depend on the nature of

the learning material and instructional design that works together in cognition (Yang,

Chang, Chien, Chien, & Tseng, 2013).

Intrinsic/essential load “relates to the inherent complexity of the learning

materials and cannot be readily altered by instructional interventions” (Diao & Sweller,

2007, p. 80). This kind of load is decided by how efficiently the elements to be learned

(is it new, novel information) interact with each other. Information that has a complex,

element interactivity produces a high intrinsic cognitive load because these discreet

parts must be processed “simultaneously in working memory while low element

interactivity elements can be processed in isolation” (Diao & Sweller, 2007, p. 80).

Mayer (2009) relates this load to the complexity of information of the essential material

that is learned.

At the same time processing is occurring, extraneous cognitive load may also be
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processed. This extraneous information has no connection to the goal of instruction and

Is also dependent on the format of instruction. Extraneous cognitive load “requires

learners to engage in unnecessary cognitive activities that do not contribute to schema

acquisition and automation” (Diao & Sweller, 2007; Sweller, 2010, p. 80). A schema is

defined as the way the brain combines multiple elements of information and treats them

as a single idea (element) according to the manner in which it will be used (Sweller,

2010). An example of the processing of schemas by automatically retrieving them from

long term memory is the ability to read. When we begin to read English we consciously

read letter by letter until we form words. As our reading becomes more advanced and as

we read faster, our brains develop reading schemas and automatically access them when

reading. The schemas automate the process of letter combinations, forms and meanings.

The more we read, the more automatic the reading schemas in our Long Term Memory

are, and the faster we can read and comprehend more difficult and complex words.

Germane/generative cognitive load is the actual making of these schemas and

storing them in long term memory. This is dependent upon the instruction mechanism

and forms of the information presented. Diao and Sweller (2007, p. 80) state, “Efficient

instructional designs should be able to reduce extraneous cognitive load and at the same

time increase germane cognitive load.” Mayer (2010) calls this germane load the most
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important of all three loads during learning where the organizing and combining of

processes are integrated.

The total cognitive load, intrinsic, extraneous and germane, must stay within

working memory limits if learning is to take place. Mayer and Moreno (2003) have

researched extensively on cognitive load and have devised and defined effects and

principles relating to how to reduce extraneous processing, manage intrinsic/essential

processing, and foster germane/generative processing. This paper will choose the effects

and principles that were tested and develop a definition of these overlapping and

slightly different research expressions.

Sweller (2010) defines many types of cognitive effect that can add or detract

from learning. Of note is the effect of redundancy. Mayer (2010) defines redundancy

as a principle to be considered during multimedia designing of formats. Both Sweller

and Mayer agree that this is a form of extraneous cognitive load that must be reduced

(Sweller & Kalyuga, 2014).

The redundancy effect/principle states that people learn better from

graphics/images/animations and narration than from graphics/images/animations,

narration, and text combined. One study claims that whole or part of any text that is

repeated from the narration has weakened retention and exerts a significant cognitive
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load (Kalyuga, Chandler, & Sweller, 1999). Kalyuga, Chandler, and Sweller (1999)

looked at the redundancy effect as detrimental to retention as the processing channels

are overloaded with extra information. Another researcher (Mayer, 2009) states that too

much repeated text leads to cognitive overload, agreeing with Kalyuga et al. (1999), but

that a portion of the repeated text may be beneficial in reducing cognitive load and

increasing retention or the transfer of knowledge.

The Modality Principle, as defined by Moreno and Mayer (2002, p. 159) along

with many other researchers, demonstrated that people “learn more deeply from pictures

and spoken words (narration) than from pictures and text only.” Narrated presentations

significantly resulted in increased retention compared to the same presentations with no

spoken component (Penney, 1989). Mayer (2009) deepened this understanding of

modality by defining a “redundancy effect” which refers to “any multimedia situation in

which learning from animation/illustrations and narration is superior to learning the

same materials presented along with printed text that matches the narration” (p. 125).

The negative effect of the text component is what Sweller (2010) defined, but Mayer

adds an additional theory called the “Signaling Principle” which counteracts Sweller’s

version of the redundancy effect. This principle states that the use of cues to highlight

important areas, essential elements or organization of information to be learned,
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enhances retention. These typographical cues can be actual words, underlining,

capitalization, italics, bold face, and color variations of text (Lorch, Pugzles, &

Klusewitz, 1995).

The Signaling Principle has been shown to reduce extraneous cognitive load by

focusing attention on important information and showing the learner the main or

generative information to concentrate on. Extraneous information that can put an extra

load on the working memory is reduced by returning attention from the distracting

information that will be detrimental to the learner. Ozcelik, Arslan-Ari, and Cagiltay

(2010) used eye movement analysis to record where a learner looks when watching

instructional videos. Two videos were developed with typographical cues in one and

none in the other. The results showed that transfer scores were higher in the

signaling/cue video, proving that deep processing had occurred. Student eye fixations

were frequently placed on the cues and more time was spent looking at this information.

In addition, when the cues accompanied an image, the learners spent more time fixated

on the part of the image that the cues signaled. Learners were able to use more of their

cognitive processing to concentrate and learn the pertinent information proving the

benefits and importance of the Signaling Principle.

Another researched-based principle of effective instructional design is the
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coherence principle (Fletcher & Tobias, 2005; Mayer, Heiser, & Lonn, 2001; Mayer &
Johnson, 2008) . The coherence principle’s main focus is the reduction of extraneous
material that can lead to extra processing in working memory. It can be broken down

into three circumstances (Mayer 2009, p. 89):

1. Learning is improved when interesting but irrelevant words
and pictures are excluded from a multimedia presentation

2 Learning is improved when interesting but irrelevant sounds
and music are excluded from a multimedia presentation

3. Learning is improved when unneeded words and symbols are

eliminated from a multimedia presentation.

Mayer (2009) and Wiebe and Annetta (2008) report on findings when narration
is reduced to a summary rather than a long detailed, and quantitative narration. The
research in this paper is concerned with the amount of text on a visual, such as a
presentation slide and the finding of the limits of these “unneeded” or “irrelevant”
words or captions before cognitive overload takes place and hinders retention. For
example, how long or short is a caption/cue before it has an effect on cognitive
processing? Wiebe and Annetta (2008) used an eye tracking experiments to study where
a learner fixates on a slide when narration is present in a presentation. The slides
contained an image and text. There were two versions of slides studied with “high

density text” and “low density text.” Density is defined as the word count on a slide. In
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the Wiebe and Annetta (2008) experiment, high density had up to 92 words on one slide

and low text density had as low as 15 words on a slide. Their research reported that

slides with static graphics and low density text held the visual attention of the students

when narration was added. Slides that contained high density text were observed to

have a significant shift in the amount of time spent on the text and moved attention over

to the graphic with narration. The researchers explained that the latter observations may

have been due to the increased cognitive load of having to read dense text and listen to

redundant narration simultaneously. The learners unconsciously directed their attention

to the less cognitively demanding visual. Can a quantitatively measured low dense and

high dense text slides be realized? How can this design variable be concretely

determined?

One recent interesting discovery in materials design for instructional research

has shown the effects of the use of sentence headlines in presentation slides. This

research countered the redundancy effect of displaying text that is repeating the

narration. Alley and Neeley (2005); Alley, Schreiber, and Muffo (2005); Alley,

Schreiber, Ramsdell, and Muffo (2006); and, Garner, Alley, Gaudelli, and Zappe (2009)

tested the effects of audience retention utilizing sentence headlines on slides. The

specific principle created was called the “assertion-evidence” structure (Garner et al.,
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2009). Alley and Neeley (2005) started their research by placing a sentence at the top of

a presentation slide to direct attention to the specific purpose of the information being

presented. In addition to making the presentation purpose and/or argument clear and

precise, the structure of the headline sentence included claims (assertions) and warrants

(assumptions) (Alley & Neeley, 2005). In another example of the work of Alley,

Schreiber, and Muffo (2005), significant results in test scores for the sentence headline

slides were determined. The increase of this text dense headline improved retention

performance.

Additional findings showed that limiting the sentence headline to two lines

improved retention. Here Doumont (2005, p. 69) states that the headline sentence

“should include only whatever words or phrases are necessary for the slide to stand on

its own, and preferably no long sentences, which would require uninterrupted chunks of

exclusive processing time on the part of the audience.” Doumont went on to relate this

specification of the two line sentence headline to memory “chunking.” This concept is

from the research of Cowan (2000) that has been discussed in this chapter. Research did

not show that excessively dense text headlines cause extra processing in the working

memory. The two-line rule was stated as a way to catalog information in the brain

(develop schemas) and organize information easily to make coherent mental models
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(Garner & Alley, 2013). Without this sentence headline on presentation slides, Garner et

al. (2009, p. 341) claim that the topic—subtopic of text structure violates “the principles

of signaling by failing to adequately convey relationships between the phrase headline

and the content body slide information.” In other words, less might not be more in the

relationship with text under the sentence headline. The subtopics must be coherent

enough to relate back to the headline/topic of the slide. How much text density is

enough to not cause cognitive overload?

4.2.4 Culture Forming Brain Structure

In the previous two chapters, we have seen that culture generates emotions

to certain environmental factors (background color and font style) which in turn effect

the retention of information presented. Can we apply culture effects to the inner

processes of working memory and cognitive theory? The testing of the hypothesis that

cognitive structures are influenced by culture was investigated by Hedden et al. (2002)

who compared elderly and young populations in two countries. The assumption was that

the experience of living in a culture should change the brain in the elderly population

when comparing their performance with younger generation subjects. The evidence was

in favor of the opposite of this hypothesis. Hedden et al. (2002, p. 70) measured
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visuospatial attributes of working memory and speed of processing and concluded that

there were no cross-cultural differences but there were “culture invariant measures

within the visuospatial domain.” In more recent research, Park and Gutchess (2006, p.

106) note that there are some differences in cognition that are culture driven, but the

“impact of aging on cognitive mechanics is much greater than the impact of culture.”

Also the type of cognition, especially “social cognitive/affective, non-social

perceptual/attentional and motor systems through cultural practices and experiences”

had cultural effects (Han & Ma, 2014, p. 299).

Overall culture specific effects on working memory function were not detected

in the previous research’s experimental data. This leads to a unified not separate cultural

data sample for text density and retention. This theory is opposite to the cross culture

retention effects of the previous two chapter’s experiments.

4.2.5 Summary of Literature Review

Mayer (2009) and Sweller (2010) have developed principles regarding the

cognitive effects associated with multimedia design. Cowan’s (2000) chunking theory

aids in the design of multimedia not as a definition of the human brain capacity in the

amount of discreet, single number of individual items that can be retained, but of the
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capacity to recall “chunks” of ideas or concepts. Mayer and Moreno (2010) have

defined paths of visual and auditory systems in cognitive theory and how this

information is stored in working memory. Paivio’s (1990) theory is that the visual and

aural flows of information are “dual channels” of processing. However, the processing

of pictorials, and sounds have separate channels but the reading of words or characters

utilizes both channels. The modality principle defines a balance of visual and text

information to produce optimum retention of information presented. Mayer (2009)

divided cognitive effects into three categories: extraneous, intrinsic, and germane. The

extraneous type of load source is the most destructive and must be kept to a minimum

(Sweller, 2010).

The effects of modality and redundancy must have a certain threshold between

optimum retention and cognitive overload. From the research of Cowan (2000), the

chunk/proposition limit is determined to be an average of four. He also states that to

measure the capacity of this chunk, one of a number of conditions must be present to

designate this number. One of these is when there is an “information overload that

limits chunks to individual stimulus” (Cowan, 2000, p. 88). In addition, the recall of this

chunk information is also dependent upon how the information presented is related to

one another or even linked with a former chunk in long term memory. Prior knowledge
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can have a link to how many chunks of certain information is retained. This must be

kept into consideration when designing a platform to test the optimum conditions for

test density.

Doumont (2005) states that each slide should have enough information to stand on

its own. However, how many words? Does an excessive long slide title require more

extraneous processing leading to an interference or redundancy that causes a reduction

in information retained? From the literature review, a concept of the optimum slide can

be designed. First, it must contain enough information to stand on its own and be

comprehensible, in other words, less is not more even though there is a verbal message

simultaneously being broadcasted (Doumont 2005). Second, extraneous words only

interfere in the processing of information, the redundancy principle, in other words

repeating the exact words as the verbal message interferes with processing and causes

cognitive overload (Sweller, 2005). Third, optimum text density to accompany the

verbal message contains phrases that support the verbal message, does not promote

cognitive overload and enhances retention, is the best design. (Low & Sweller, 2014).

Incorporating all three theories, three situations and conditions can be designed.

To begin to design an experiment to evaluate text density and retention, the

optimum design criteria has been established, but which causes a reduction in retention,
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the less/low dense text slide or the high, denser text slide? Is this high density of text on

a slide a collective or solitary phenomenon? For collective meaning, is there a

difference in retention if a person experiences 10 highly dense text slides or less than

10?7 Can we mix density in one presentation? What is the definition of text density?

Density of text was defined by Wiebe and Annetta (2008) in their experiments to

be in a wide range from 15 to over 90 words. Instead of focusing on the actual number

of words / morphemes, the number of propositions should be the focus. This theory is in

accordance with the research of Cowan (2000).

The propositions/chunks of textual information should be able to make a concrete

idea that supports the verbal message. Depending upon the concept being presented, the

text density of the proposition should support the chunk specifically and not be too

general in its message. For example, when a verbal message is "He was born in Hawaii

in 1961," the visual message possibilities are: "born™, 1961", "born 1961", "Hawaii born

1961", or the actual sentence of the verbal message. From the literature review, "born”

or "1961" is not a complete chunk of information and might not be specific enough to

make the link to a larger chunk in long term memory. The specific information cannot

be recalled from these simple one word statements and are too vague. On the other

hand, the use of the actual sentence that was in the verbal message is a form of
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redundancy and causes a possible cognitive overload. The optimal visual message can

be "born 1961" or "Hawaii born 1961", depending on the goal of the information being

retrieved. Most experiments in this area of research were obtained using scientific

information with the explanation of concepts and procedures. Research in other types of

non-scientific type of multimedia is not a common platform for testing (Mayer 2009).

Research in other genres of non-scientific experiments needs to be explored.

Finally, the theory that culture effects the brain and specifically perception as it

relates to retention, has been analyzed in the past two chapters for background color and

font style. However, when comparing English and Japanese reading, it was determined

that the processes are the same for encoding this information but the sequence of the

process is different. See Figure 29. The effect of a specific culture forming these brain

structures pertaining to processing of the actual chunk/propositions for visuospatial

attributes were found to not have any effect on this basic of function in the brain

(Hedden et al., 2002; Han & Ma, 2014). We can thereby assume that culture is not a

factor in this process and the capacity and limits of text density to enhance retention and

avoid cognitive overload.

4.3 Method
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4.3.1 Participants

In the USA: 54 participants from two universities volunteered for this survey

and were given a gift card for their participation. These participants were not the same

as the previous experiments. The universities were located in the Metropolitan New

York area. A mixture of graduate and undergraduate classes were surveyed. The

background of students varied from departments and ages, 18 to 54 years old, with an

average age of 24 years old. There were 45 females and 9 males.

In Japan: 246 students were from a national university in Okayama, Japan.

These participants could have been involved in the previous chapter’s experiments.

Participants volunteered for this survey and were given a snack after the survey in

appreciation. The student population consisted of first- and second-year students (18-21

years old), from different departments with an average age of 19 years old. There were

141 males and 105 females.

Participation in this experiment was voluntary and anonymous. No name or

identities were collected or recorded. By participating in this experiment, students

consented to allowing me to use their survey results in this analysis.

4.3.2 Procedure
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During each experiment presentation, students were in a classroom typical of
their current classes. The classroom was darkened, use of an overhead projector and a
screen were utilized for all experiments. The presentation automatically ran with the
same voice for narration in addition to exact slide timing across all presentations
viewed. The only variance between presentations was the text density of the slides. All
background colors and font styles were kept constant across all presentation platforms.
Students were not told of the reason for the test but just to help and fill out a survey
after the presentation. Immediately after the presentation was viewed, a paper survey
was distributed to all participants. Students were asked not to discuss or share answers
when filling out the forms. In this instance, there was only one version of the true/false
survey. USA students watched the presentation in English and the Japan presentations
were written in and narrated in Japanese. See Appendices 30 and 31. There were no
culture specific values or measurements to change or adjust for the language specific
presentations.

To test text density and its effect on retention, a practical classroom situation
was devised. A PowerPoint® presentation was designed to present a biography of the
44" President of the United States, Barak Obama. The reason for choosing this topic

was twofold. First, not many Japanese students know the background of the President of
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the United States. In Japan, most politicians are from political family dynasties, such as
the Prime Minister of Japan today, Mr Abe. Second, to interest the English participants
in this presentation, it included some facts dates and failures of the president that are not
common knowledge in the American newspapers today. The purpose was to keep the
survey participants motivated and interested. The total presentation time was 6 minutes
and 1 second. Each slide was exactly the same timing for both languages and the scripts
matched exactly the same topics. See Table 19. In addition, morphemes are noted in
Table 19 because it has a relation to the number of words on a slide for the presentation.
This information will help in determining if the number of words or the number of
propositions is the condition that effects retention or cultivates cognitive load. Each
language version of the presentations had a native speaker performing the narration.
According to the discussion in the literature section, Cowan (2000) suggested an
average of 4 chunks or propositions that can be retained. In addition, the research
review has shown that most of the experiments concentrated on the number of words
instead of the number of ideas on a slide of a presentation. The criteria that was
designed had three conditions specified for optimum retention. First, it must contain

enough information to stand on its own and be comprehensible, in other words, less is
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Table 19. Morphemes per Slide English and Japanese Text Density Presentations

Morphemes per Slide/ Slide Timings English / Japanese Presentation Comparison

# Morphemes / slide

Slide #  Slide Timing Simple Presentation | Basic Presentation Whole Script
English | Japanese | English | Japanese | English | Japanese
1 9 sec 11 8 11 8 11 8
2 23 sec 17 13 8 6 51 49
3 1 min 45 sec 8 8 39 25 176 192
4 45 sec 22 22 57 33 84 79
5 45 sec 12 12 43 51 86 90
6 45 sec 18 9 46 49 102 104
7 45 sec 21 20 45 35 114 92
8 45 sec 14 13 26 17 102 87

not more even though there is a verbal message simultaneously being broadcasted

(Doumont 2005). Second, extraneous words only interfere in the processing of

information, the redundancy principle, in other words repeating the exact words as the

verbal message interferes with processing and causes cognitive overload (Mayer 2009).

Third, optimum text density to accompany the verbal message contains phrases that

support the verbal message, does not promote cognitive overload and enhances

retention is the best design. From this criteria and the use of a non-scientific topic, test

presentations were designed to determine the optimum conditions for retention.

Text density was divided into three types of presentations. The “Script”

presentation contained the entire script as it was narrated in the presentation on the
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slide. This was to measure the effects of cognitive load with both channels being

activated with the same information. The “Basic” presentation contained short phrase

text format of information being narrated on the slides. This is to be the “optimum”

presentation that should have the highest retention rates recorded. The last type was the

“Simple” type of text density per slide. Most slides in the presentation contained one or

two key words from the basic presentation. This presentation is the “less is not

necessarily more” hypothesis. Information that cannot stand alone by itself and is too

vague to create the chunks of memory that can connect with larger chunks in long term

memory. This Simple presentation is predicted to have a lower retention rate that the

Basic presentation results.

The key words were determined by the number of propositions in the script. Table 20

presents the number of morphemes displayed on each slide for each language and

presentation text density type. In addition more detailed morpheme and chunk counts,

a character/word count can be seen in Appendix 29. Appendix 29 contains a more

detailed of the number of words/characters per line per slide for each type of

presentation.

Figure 30 compares the density of slide 6 across the three presentations for the

English versions of Simple, Basic and Script presentations. This figure illustrates
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Table 20. Propositions / Chunks per Slide for English and Japanese Presentations

Propositions per Slide/ Slide Timings English / Japanese Presentation Comparison
# Propositions / Slide

Slide #  Slide Timing Simple Presentation | Basic Presentation Whole Script
English | Japanese | English | Japanese | English | Japanese
1 9 sec 3 3 3 3 3 3
2 23 sec 7 7 4 4 8 8
3 1 min 45 sec 5 5 11 11 34 34
4 45 sec 8 8 11 11 15 15
5 45 sec 5 5 11 11 12 12
6 45 sec 9 9 14 14 18 18
7 45 sec 9 9 15 15 22 22
8 45 sec 4 4 9 9 15 15

the densities of the test presentations. As we can compare from Table 20 and 21, for the

Simple, Basic and Script English presentations slide 6 has 9, 14, and 18, respectively

propositions and 18, 46 and 102 words, respectively, per slide.

The number of subjects per text density presentation can be seen in Table 21.

One survey was developed in a true/false type of questioning format for each language,

English and Japanese. The 13 total questions tested student’s retention on dates, places,

situations, and circumstances. See Appendix 32. Each survey was written in the

language of the country where the presentations were being presented, English and

Japanese. The students were given the opportunity to give an answer of “Don’t

Remember” along with true or false. This optional answer revealed the participants’

confidence in information that they retained.
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Table 21. Number of Subjects per Text Density Presentation

Number of Subjects English / Japanese Presentation Comparison

English Japanese
Male Female Male Female
Simple Presentation 8 5 41 36
Basic Presentation 1 20 61 30
Whole Script 0 20 39 38
Totals 9 45 141 104
54 246
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Working in Chicago

* Graduated
* Chicago
* Married
* Lecturer
* Community
* Civil Rights
* Powerful

Simple Presentation Slide 6

Working in Chicago

* Graduated Law Degree From Harvard in 1991
* Worked Chicago Law Firm, Married in 1992
* Lecturer University of Chicago Taught Constitutional Law
* Active in Community Organizations Helping Civil Rights
* Magazine Saw Talent: “Powerful People Under 40"

Basic Presentation Slide 6

Working in Chicago

President Obama graduated in 1991 and returned to Chicago. Michelle

and Barrack were married in October 1gg2. While in Chicago,

he got a job teaching constitutional law at the University
of Chicago until 2004. At the same time, he worked
as a civil rights lawyer, and was active in his

community. Because of his active service helping African Americans in

Chicago, a famous magazine saw his talent and placed him

on the powerful people in America under 40 list.

Script Presentation Slide 6

Figure 30. Examples of Three Text Density Presentations of Slide 6
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4.4 Results

All surveys collected (Japanese 246 and English 54) were analyzed and sorted

into language and presentation categories (Appendices 33 and 34). Surveys were graded

on correct questions answered. For example, if a subject answered 10 questions with

“True” or “False” and three questions with “Don’t Remember,” the number of correct

questions were determined by a percentage of number of actual true or false answered

questions answers based on the actual 10 questions answered with true or false, not an

overall 13 question set. This was calculated this way to show how much information

was correctly retained. The “don’t remember” data results will be discussed and

analyzed later in this section.

The first step was to determine if the data collected was parametrically formed

and statistically significant. All data was analyzed using Microsoft ®XLSTAT software

Version 2015.2.01.17149 , copyright® Addinsoft 1995-2015 (registered version). It was

determined that both Japanese and English data sets were parametrically distributed

(Appendices 35 and 36) and a Grubbs test for outliers was performed. See Appendix 37.

Using the Grubbs two tailed test for outliers, the z-scores were determined and any

results that were more than two times the standard deviation of each data set were

eliminated from further statistical analysis.
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After the outliers were removed, a variance statistical test was performed using a

3 factor ANOVA. See Appendices 38 and 39. This analysis determined that the English

data set was not statistically significant, p <.09. The Japanese data set displayed a

significance, p < .0001. See Table 22 for means of the English and Japanese data sets

for each type of presentation. Since the English data set was determined not to be

statistically significant, further data analysis was halted.

Table 22 Means (%) of English and Japanese Text Density Presentations

Means of English and Japanese Presentations

Type of English Presentation Japanese Presentation
P tati
resentation Average Score sd Average Score sd
Simple Desnity 72.1 12.55 74.92 16.11
Basic Density 81.83 13.5 85.31 10.99
Script Density 80.43 12.32 78.45 15.04

After the Japanese presentation data was determined to be significant, a post-hoc

Tukey analysis determined that there was a significant difference between the Basic —

Simple (p <.0001) and Basic — Script (p < .005) and not significant result comparing

the Script — Simple presentation results (p> 0.264) presentations. This confirmed the

significance of the type of presentation and the null hypothesis was rejected.

After the result of the statistically significant Japanese data analysis, a per-

193




question analysis was performed. First, for each question, a summary of the means for

each presentation was performed along with an analysis of the “Don’t Remember”

responses. After analysis of this data, the following graph and table visualize the trends

along with additional data pertaining to each question. Table 23 displays the percent

correct data per question per presentation type.

An additional analysis was performed on the Don’t Remember responses, the

result of which are displayed in Table 24. We can observe from the graph that Question

4 (Statement: Barak Obama graduated from in High School in 1979, answer: True) had

results that were out of the range (two - standard deviations) of the other scores and was

considered an outlier. The ambiguity of the question caused many errors. The question

pertained to when President Obama became president. He was elected in November but

was officially sworn in in January. This question was removed from the overall answers

graph. See Table 24 and Table 25.

The answers for each question were either true or false and were recorded as

binary 1/0 data which can be determined as non-parametric data sets. Appendix 40

contains all of the linear regression data results per question comparing the three types

of presentations. This analysis determined that Questions 1, 3, 8, 9, and 10 returned with

statistically significant data (p < .05) and Questions 2, 4, 5, 6, 7, 11, 12, and 13 returned
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Table 23. % Correct Data per Question per Text Density Presentation

Japanese Data Text Density % Correct Scores per Question per Presentation

. . . Timing in the
Simple Basic | SerPt | oo s | Slide Timing Wﬂole
Presentation | Presentation | Presentation .
Presentation
Question 1 97.33 100 98.68 2 23 sec 0:09-0:32
Question 2 82.09 92 71.2 3 1 min45sec| 0:32-2:17
Question 3 69.01 82.6 71.21 3 1 min45sec| 0.32-2:17
Question 4 74 84.5 79.55 3 1 min45sec| 0.32-2:17
Question 5 51.35 81.6 52.78 4 45 sec 2:17-301
Question 6 89.71 93.3 95.89 5 45 sec 3:01-3:46
Question 7 76.39 87.6 84 5 45 sec 3:01-3:46
Question 8 47.62 71.3 69.23 6 45 sec 346-4.31
Question 9 73.77 78.9 88.89 7 45 sec 4:31-5:16
Question 10 56.45 79.5 68.12 7 45 sec 4:31-5:16
Question 11 44.44 56.8 50 8 45 sec 5:16-6.01
Question 12 94.7 95.6 92.86 8 45 sec 5:16-6:.01
Question 13 98.7 100 95.71 1/8 8 sec 0:00-0:08

JAPANESE DATA TEXT DENSITY %
CORRECT SCORES PER QUESTION
PER STYLE PRESENTATION

—&— Simple Presentation

120

100

80

60

40

20

Basic Presentation
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Table 24. % Per question “Don’t Remember” Answers Text Density

Japanese Data Text Density

Number Answered By Question with Don't remember %

. . . Timing in the
Simple Basic St 1 ide# | Slide Timing|  Whole
Presentation | Presentation | Presentation .
Presentation
Question 1 3.85 0 2.56 2 23 sec 0:09-0:32
Question 2 14.1 4.4 6.41 3 1 min45sec| 0:32-2:17
Question 3 8.97 8.79 15.38 3 1 min45sec| 0.32-2:17
Question 4 35.9 24.18 43.59 3 1 min45sec| 0.32-2:17
Question 5 5.13 4.4 7.69 4 45 sec 2:17-3.01
Question 6 12.82 2.2 6.41 5 45 sec 3:01-3:46
Question 7 7.96 2.2 3.84 5 45 sec 3:.01-3:46
Question 8 19.23 12.09 16.67 6 45 sec 3:46-4.31
Question 9 21.79 16.48 19.23 7 45 sec 4:31-5:16
Question 10 20.51 14.29 11.54 7 45 sec 4:31-5:16
Question 11 7.69 3.3 2.56 8 45 sec 5:16-6:01
Question 12 5.13 0 10.26 8 45 sec 5:16-6:.01
Question 13 1.28 2.2 10.26 1/8 8 sec 0:00-0:08

% DON'T REMEMBER PER

QUESTION AND PRESENTATION
FORMAT

Basic Presentation

Simple Presentation
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Table 25. % Per question “Don’t Remember” Answers ( no Question 4) Text

Density Presentation

Number Answered By Question with Don't Remember %

. . . Timing in the
Slmple_ BaSIC. Scrlpt' Slide # | Slide Timing| Whole
Presentation | Presentation | Presentation .
Presentation
Question 1 3.85 0 2.56 2 23 sec 0:09-0:32
Question 2 14.1 4.4 6.41 3 1 min45sec| 0:32-2:17
Question 3 8.97 8.79 15.38 3 1 min45sec| 0.32-2:17
Question 5 5.13 4.4 7.69 4 45 sec 2:17-3:01
Question 6 12.82 2.2 6.41 5 45 sec 3:01-3:46
Question 7 7.96 2.2 3.84 5 45 sec 3:01-3:46
Question 8 19.23 12.09 16.67 6 45 sec 3:46-4:31
Question 9 21.79 16.48 19.23 7 45 sec 4:31-5:16
Question 10 20.51 14.29 11.54 7 45 sec 4:31-5:16
Question 11 7.69 3.3 2.56 8 45 sec 5:16-6:01
Question 12 5.13 0 10.26 8 45 sec 5:16-6:.01
Question 13 1.28 2.2 10.26 1/8 8 sec 0:00-0:08

NUMBER ANSWERED BY QUESTION
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a statistically non-significant result (p > .05). See Appendix 40.

From the analysis, two groups were made with the questions. Group A contains

Questions 1,2,8,9, and 10. This group had answers that were determined to be

statistically significant. Group B contains questions 2, 4, 5, 6, 7, 11, 12, and 13. This

group had answers that were determined to be significantly not significant. See Table 26

for the question characteristics that will be used in the following analysis and

discussion.

4.4.1 Slide Timings and Retention

From the information in Table 26, the slide timings for Group A (significant answers)

and Group B (not significant answers), we can see that the average slide time for each

group is 50 and 56.8 seconds, respectively. The total presentation is recorded as

362 seconds. This amount includes the title slide which was recorded at 9 seconds. The

first slide timing is an outlier from the other timings which average 50.42 seconds. This

overall average slide timing is in the range of the average slide timing of Group A and

Group B. A higher retention rate therefore cannot be accounted for by a longer or

shorter exposure time.
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Table 26. Per Question Characteristics and Groupings Text Density

Japanese Characteristics Morphemes Propositions
Slggaltit(;ant Slide # | Slide timing | Simple | Basic | Script | Simple | Basic | Script
Q1 2 23 sec 13 6 49 7 4 8
Q3 3 1 min 45 sec 8 25 192 5 11 34

Group A Q8 6 45 sec 9 49 104 9 14 18
Q9 7 45 sec 20 35 92 9 15 22
Q10 7 45 sec 20 35 92 9 15 22
Average 50 sec 14 30 105.8 7.8 11.8 20.8
Not Simple-
Significant | Slide # | Slide timing M Basic=M|Script-M|Simple-P| Basic=P | Script-P
data
Q2 3 1 min 45 sec 8 25 192 5 11 34
Q4 3 1 min 45 sec 8 25 192 5 11 34
Q5 4 45 sec 12 12 43 51 86 90
Q6 5 45 sec 12 51 90 5 11 12
Grow B 7 5 45 sec 12 51 90 5 11 12
Q11 7 45 sec 20 35 92 9 15 22
Q12 8 45 sec 13 17 87 4 9 15
Q13 lor8 45 sec 13 17 87 3 3 3
Average 56.8 sec 12.25 | 29.13 | 109.13 | 10.88 | 19.63 | 27.75
Place of information on the slide
(line #/ total lines)
i Type of
Significa Slide # Information Simple | Basic | Script | Simple | Basic | Script
nt data
Recalled
Q1 2 biographical 2/4 2/4 2/4 0.50 0.50 0.50
Q3 3 place, biographical [3/5 4/5 9/13 0.60 0.80 0.69
Group A Q8 6 data, place, job 718 5/6 6/9 0.88 0.83 0.67
Q9 7 job, date 6/7 2/8 2/8 0.86 0.25 0.25
Q10 7 job 5/7 6/8 5/8 0.71 0.75 0.63
Average 0.71 0.63 0.55
Not Type of
Significa | Slide # Information Simple | Basic | Script | Simple | Basic | Script
nt data Recalled
Q2 3 biographical 3/5 2/5 5/13 0.60 0.40 0.38
Q4 3 date, biographical |5/5 5/5 13/13 1.00 1.00 1.00
Q5 4 biographical 2-3/6 [2-3/6 |3-4/7 0.33 0.33 0.43
Growp B Q6 5 biographical 2/6 2/6 3/6 0.33 0.33 0.50
Q7 5 biographical, place [3/6 3/6 3/6 0.50 0.50 0.50
Q11 7 job, date 77 8/8 3/8 1.00 1.00 0.38
Q12 8 date 4/4 5/5 8/8 1.00 1.00 0.38
Q13 1 or 8 |numerical, job 2/4 2/3 or 2/41/2-2/8 0.50 0.67 0.50
Average 0.66 0.65 0.51

Line#/Total lines on slide
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4.4.2 Information Order in the Whole Presentation and Retention

Regarding long term memory, there are many theories as to how and why a person

retains certain information. One of these theories is the primacy and recency theory.

Baddeley (2012, p. 10) explains that the primacy effect:

“Assumes a limited capacity of excitation that is shared among the

sequence of items. The first item is the most strongly activated, the

second slightly less, and so forth. At recall, the strongest item is retrieved

first and then inhibited to avoid further repetition before going on to the

next strongest.”

From this effect, question number one can be attributed to this phenomenon. From

Table 23, we can observe that the average % correct answers are for question one:

Simple presentation has 97.33%, Basic presentation has 100% and Script presentation

has 98.68%. Question one is also significant in analysis.

Another effect on retention and slide order is the recency effect. Cowan (2000, p.

105) defines the recency effect on recall as:

“The result of the use of dual memory mechanisms, with a short-term memory

mechanism used only for the last few items (which typically are recalled first).”
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This recency effect can be applied to question 13. In the data analysis, this

question average correct results were recorded as: Simple presentation has 98.7%, Basic

presentation has 100% and Script presentation has 95.71%. Clearly higher than average

recall scores of the whole presentation. The average correct score for each presentation

was: Simple presentation = 74.92%, Basic Presentation = 85.31% and Script

presentation = 78.45 %. See Table 22.

From the range of significant question answers and their location of information

on the slide, (slide numbers 2, 3, 6, and 7), we can conclude that the order of

information presented has no effect except for the primacy and recency effects of

question 1 and question 13. See Table 26.

4.4.3 Information Location Order on a Slide and Retention

Another retention effect is the order of information located on a slide and the

possibility of cognitive load occurring if there is too much information to process. For

example, a slide that has many words or chunks. Can the recency and/or primacy effect

be applied to each slide? From Table 26, the line number and number of lines on the

slide is recorded for the two groups, A and B. Each line location was given a numerical

value. Comparing the significant group results of this calculation to the non-significant
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group results, we can see from Table 26 that the results of Group A: Simple

presentation is 0.71, Basic presentation is 0.63, and Script presentation is 0.55. For

Group B, the average results are: Simple presentation is 0.66, Basic Presentation is 0.65,

and Script presentation is 0.51. These results show that information order on the slide

does not have an effect on significant or non-significant recall results in this experiment.

4.4.4 Morphemes on a Slide and Retention

From the information on Table 26, the number of Morphemes on a slide

associated with the information required to answer a question was sorted. The three

presentations varied in number of morphemes per slide because this was one of the

criteria in the experiment. The simple presentation had a range of eight to twenty

morphemes on a slide. The Basic presentation had a range of six to fifty morphemes on

a slide and the Script presentation had a range of eight to ninety morphemes on a slide.

Table 26 categorizes the question answers and notes morphemes on a slide according to

significant and non-significant results. From Table 27, the average number of

morphemes is calculated for each group. Group A had average morphemes per slide for

each question as: Simple presentation is 14, Basic presentation is 30, and Script

presentation is 105.8. For Group B, the average morpheme results per question per slide
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Is: Simple presentation = 12.29, Basic presentation = 31.57, and Script presentation =
118.57. This data alone does not accurately show the significance of the effects.
Calculating the difference and using that number as a percentage of the significant data,
we can compare across all three presentation as to the existence of any trends or
significant findings.

Table 27 Average Morpheme Count Group A and B and the % of Difference

Morphemes Simple | Basic | Script

Average Group A 14 30 105.8

Average Group B 12.25| 29.125| 109.125

Delta 1.75| 0.875| -3.325
0,

Delta as a %6 of 0.004 | 0.002| -0.008

Group A result

The difference in average morphemes per slide as a percentage of the two groups
is shown in Table 27is very small and in the same numerical range. Though the average
number of morphemes was larger for the non-significant, Group B set. The significant
Group A had a larger average morpheme count per slide but by a very small margin. We
can conclude by these calculations and comparisons that the number of morphemes on a

slide does not effect the significance of the data results.
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4.4.5 Effect of Propositions/ Chunks on Retention

From the literature review of this chapter, the concept of how the human brain

retains information was discussed. Research of pioneers Baddeley (2012) and Cowan

(2000) and the theory of chunks or propositions of information being stored in working

memory has been discussed. To apply this theory and the effect on significant and non-

significant data collected, the number of ideas or propositions was determined for each

slide in each presentation. The slide that contained the answer for each question is also

recorded in Table 26. We can see from Table 28 that the average number of

propositions for Group A is as follows:

Table 28 Average Proposition / Chunk Count Group A and B

and the % of Difference

Propositions Simple Basic Script

Average Group A 7.8 11.8 20.8
Average Group B 10.875 19.625 27.75
Delta -3.075 -7.825 -6.95

Delta as a % of

-39.42 -66.314 | -33.41
Group A result 39.423| 663 33.413
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From this result, we can observe a significant difference in the number of
propositions per slide and the difference between each group. From these calculations,
the optimum number of chunks on a slide for maximum retention is between 8 and 21.
However, maximum retention was recorded for the basic presentation (See Table 22)
was 85.31 %. For the Basic presentation, the average number of propositions for

significant results is 12.

4.5 Analysis of Results

A statistical significance was detected for the Japanese set of data. However, the
English data per presentation type was not significant but the means of the percent
correct data followed the same pattern of results as the Japanese percent correct data.
See Figure 31. Concerns arose as to the possibility of prior knowledge influencing and
preventing an accurate measure of the density of text on slides for the USA
presentations. As we see from Figure 31, comparing the ranking of the Japanese and
English over correct average scores display parallel results for the Simple and Basic
density presentations. The Script density results were reverse in overall average scores,
but when comparing ranking of the three presentation densities, the Script presentation

for both data groups ranked second. Prior knowledge does not have an effect on these
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results because of this intra-group ranking similarities.

Figure 31. Means of English and Japanese Text Density Presentations

MEANS OF ENGLISH AND JAPANESE
PRESENTATIONS

90
85
80 \D‘ﬂ?
75
70
65
Simple Basic Script
Density Density Density
—o0— English Presentation 72.1 81.83 80.43
=@ Japanese Presentation 74.92 85.31 78.446

Analysis of the results pertained only to the statistically significant data set, the

Japanese results. The USA results were found not to be significant unfortunately. This

may be due to the small population of participants. The Japanese participants were

almost five times the USA survey population, 246 Japanese to 54 USA participants.

The overall results can be related to the Signaling Principle. This principle states

that cues help in the forming of schemas which leads to better retention of information.
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In addition, pacing and timing were often compared during the integration of data to
initiate schema development. However, too few cues can influence the presenting of
the material and retention by the audience. It is possible that students finished reading
the simple slides with the fewer characters/morphemes ahead of the narration.
Connections could not be made in unison with the verbal material displayed. Other
experiments have tested the timing of text appearing on the slide at the same time the
narration is covering that topic. For example, Bucher and Nieman (2012) described
two types of slide design in a presentation. The first is a static text slide, where all of
the information was displayed at once and the other type was one of dynamic text
slides which faded in information units incrementally. For static text slides, it was
noticed from observing eye patterns that subjects first read the whole text on the slide
and then turned their attention to the narration. In the dynamic text slides, subjects
divided their attention equally between the slides and the speaker thus managing
“coherence” between the verbal and visual mode via synchronization (Bucher &
Neimann, 2012).

The Script presentation did not contain complex scientific calculations. Most

experiments and research, especially Mayers and Moreno’s (2010) research, concerning

“Extraneous Cognitive Load” experiments were accomplished via science or technical
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presentations. The research for this thesis was carried out using a biographical themed,
social science presentation. Information was sequenced and did not concern complex
processes, calculations or theories. Long Term Memory did not require the deep
learning of transfer skills. The script written on the slide may have not reached a
threshold of cognitive load. Though subjects retained more information via the Basic
presentation, the Script information was not as complex. Prior knowledge of the
information presented was more of an issue with the English presentation, but as we can
see a similar pattern results occurred with the Japanese presentations. Both trends in
correct data were very similar.

An analysis of the per question data revealed typical recency and primacy
retention issues, meaning that one usually remembers the first and last piece of
information. Questions 1, 12, and 13 contained information that was repeated and given
at the end and beginning of the presentation. Both of these questions revealed a very
high retention score, 94.18% for Question 1 (Japanese data), 94.12% for Question 12,
and 98.25% for Question 13 (Japanese data).

Questions 8, 9 and 10 displayed different patterns that sometimes did not fit in
with the overall results. See Figure 32. In addition, these questions had statistically

significant results. Each question will be discussed in detail.
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Question 8 was “ Barak Obama was a civil rights lawyer in Chicago in 1991.”

(ZAR=IE1 9 9 1HFICU I I TARMEMORHELZBDTN) The

120

100

80

60

40

20

JAPANESE DATA TEXT DENSITY %
CORRECT SCORES PER QUESTION
PER STYLE PRESENTATION

—&— Simple Presentation —— Basic Presentation —A— Script Presentation

Figure 32. Percent Correct Data Mean Scores (Questions 8, 9, and 10)

correct answer is true. The average retention scores for the three Japanese presentations

were: Simple presentation 47.62%, Basic presentation 71.3%, and Script presentation

69.23%. Why is there such a big difference between the Simple presentation and the

other two presentations retention scores? The narration and Script presentation stated,

“DPUBREFC, BRITARMEEMORHELLE L THE, Hoala=7 1 TH

FRAJIZIEE) L F L7-.” (At the same time, he worked as a civil rights lawyer.). The
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Simple Presentation displayed “> 77 = &%k == I = =7 ¢ (Chicago, Constitution,
Community). The Basic Presentation displayed “ = X = =7 ¢ #Hffk CREMAIZ AR,
ME % 352 (Actively support the civil rights community organization.) We can observe
that the Basic presentation ( a display of a list-like basic, unconnected phrases and/or
single words,) did not have the signaling or cues to support this information to be
included in this schema to be put into long term memory. Narration by itself was not
enough to allow the information to be integrated in the central executive. The cognitive
overload could have also only prioritized information that had cues to support the
information that was narrated.

Question 9 was “Barack became a State senator in 1997. (/X7 7% 1 9 9 74
2PN D _EPRaE B2 72 > 72,)” The answer is true. The average retention scores for the
three Japanese presentations were Simple presentation 73.8%, Basic presentation
78.9%, and Script presentation 88.9%. The Script presentation had the highest retention
scores. Here terminology can be considered as a possible cause of the unusual results.
The Basic presentation displayed, “1997 N ik B2 #]4 187 First elected as a
1997 State Senator.) The Simple presentation displayed, “_I-[5t7% 5 ”(Senator.) In
English there are certain terminology for State Senator, congressman, Federally elected

official, and Senator. The term “Senator” can be vague and not precisely specify exactly
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what kind of senator. In Japan the terminology is slightly different. Since no year was
written next to the “Senator” cue on the Simple presentation, students could have been
confused since below this term, on the same slide was displayed, “ Eiig S . ..
(Congressman...).” The term for an elected official/lawmaker is &&. Also,
placement of the “_-[iti#% &, Senator” was on top of an 8 line list of vague statements,
bR R, REWGA, 2004 4, 3 [\, TRt A%, 34, 2008 KA HE
( Senator, Democratic Party candidate, 2004, 3 times, congressman defeated, 3 years,
2008 President). Even though numbers and sequences are involved, these cues are not
comprehensible by themselves. If a subject was distracted when reading the slide at the
beginning of the narration, for example, if their attention was diverted, then the
supporting, specific detail might not be processed into the Episodic Buffer. This
supports the claims of Bucher and Neimann (2012).They stated that the eye starts
reading from the top of the slide when all information is displayed at once and can
divert or block out when listening to the speech. The Basic and Script slides were very
precise and could be read along with the narrator.

Question 10 was “Barack Obama won the election to be a congressman. (/37

=~

7o AN TE S BRI Y% L 7-.)” The answer is false. The average

rmll

retention scores for the three Japanese presentations were Simple presentation = 56.5%,
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Basic presentation = 79.5%, and Script presentation = 68.1%. The Basic presentation had
the highest retention scores. The narration and Script presentation displayed/said “ 2 O
O OFRIITERGR S BIC L EM LET28, %iELTLEWE L, (In2000 he

ran for congress (lawmaker) but was defeated)”. The Basic presentation displayed, “ T B

B

als B 138 25 % 138 (Congressman election defeated.) Here the Script presentation used
different terminology to the Basic and Simple Presentations. Renpo (in Japanese 3 #)
can be translated either as congressman or lawmaker, elected official, or federal elected
official. Information for Questions 9 and 10 was located on the same slide but their results
are quite different. The Basic and Script presentation scores were in a very small range,
78.9% and 79.5%, respectively, but the Simple presentation Question 9 and 10 means,
were determined to be 73.8% and 56.5%, respectively. The Script presentation means for
Questions 9 and 10 were 88.9% and 68.1%. The slide characteristics were exactly the
same the only differences were the kanji characters used (Question 10). We must consider
the possibility of the vagueness of the cue.

One other consideration is the additive effect of cognitive load. As we can see
from Figure 32, a downward trend in retention is observed from Questions 6 to 11.
Where the number of chunks was also increasing between slides 6, 7, and 8. Here the

working memory may be overloaded with information. The lack of clear cue support in
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the Simple presentation, displays the effect of information is being lost or forgotten.

However, if we examine the “Don’t Remember” data from Table 24, we can see that the

most observed “Don’t Remember” answers were recorded for the questions that

produced a statistically significant result, question numbers 8, 9, and 10. Students are

probably starting to lose confidence in the information retained and there is the

possibility that the effects of cognitive overload can be observed by the uncertainty and

lack of confidence in their answers.

4.6 Conclusion/Summary of Results

In conclusion, this study has set out to explore the effects of text density on

retention of information utilizing multimedia materials. As stated previously, our intent

was to investigate how the information is actually displayed on a page, slide or

animation in the media chosen and how this information is retained by the learner and to

discover and develop a set of principles for maximum retention.

4.6.1 Findings

The thesis question for this section of the study concerned the number of words

on a page of multimedia that is presented in conjunction with a verbal message.
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Whether there is an optimum number of words, morphemes or “chunks” of information

on a page to maintain the highest retention of information presented and not generate

any cognitive load, was analyzed. In addition to searching for this optimum formula,

this study also determined that cognitive perception of information is not culturally

different.

One of this study’s purposes is to determine design guidelines to avoid cognitive

overload for multimedia used in educational situations. This research and data collection

was based on a test presentation that varied the number of words on a presentation slide.

The research and literature review has determined that cues enhance retention of

information. Too many cues, such as in the Script presentation, had a coherence

overload effect that can be observed. However, the opposite has also been detected as

having an effect on retention with too few cues. The Simple presentation results

revealed not enough support for the verbal message indicating that a modality effect

cannot be observed. The data results may reflect these coherence and modality effects

via the mean results of the Basic, Simple and Script presentations across Japanese and

English Presentations. See Table 22.

An analysis of the characteristics of the slide presentations, i.e. slide timing,

information presented order, order of information on a slide, morphemes, and
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propositions, revealed that a distinction was observed for the number of propositions /

chunks when comparing data that was statistically significant with data recorded that

was not . This discovery along with the highest retention rate of the Basic presentation

lead to the conclusion that an average slide proposition length of 12 chunks is ideal for

the research presentation.

4.6.2 Theoretical Implications

The per question analysis revealed some interesting results. After a careful

comparison of the scripts with the actual kanji characters utilized on the slides, some

ambiguity of meaning was found. In the Simple presentation, some cues were very

vague, not allowing information to be put into chunks of related concepts, and caused a

reduction in recalled information. The results revealed that the type of cue used has a

great impact on retention of information. Vagueness leads to confusion and observing

the results of the number of “Don’t Remember” answers collected. This caused

uncertainness in the recall of information. Hence the Script presentation Japanese results

ranking second in percent of information retained. Relying solely on the number of cues

does not reveal proof of this effect. The slide cue must be carefully considered as a

triggering mechanism for detailed information in this type of presentation. Scientific
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presentations rely upon numbers and concepts for applying to similar situations. This

observance revealed, for a social science presentation, that the modality effect has a

stronger effect on retention than the redundancy effect.

The literature analysis revealed that for basic cognitive overload, culture does

not have an effect. Comparing the USA and Japanese data results revealed the same

pattern of correct responses. See Figure 31. When teaching multi-cultural audiences, the

Cognitive Theory of Multimedia Learning (Mayer & Moreno, 2010) and Cognitive

Load Effects (Sweller, 2010) can be applied to the whole group. Multi-cultural

background in the audience will not have be considered in this particular design criteria.

We have observed the Mayers (2009) Signaling Principle in the data results. An

example of this is concerning the specific values as to low density and high density text

on a slide, simple one or two words, and vague cues do not enhance retention and may

confuse the subjects. Using succinct, clear phrases that match the meaning of the

narration exactly with no generalizations can contribute to overall increased retention.

Placing the whole script as text to be read does not realize optimum retention results and

can sometimes detract from the narration and produce a cognitive overload.
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Chapter Five

Conclusion



Chapter 5: Conclusion

This research sought to define a visual linguistic grammar divided into three

distinct parts for research and analysis pertaining to background color, font style and

text density that enhances retention of information. By defining these visual attributes,

we can begin to develop a visual linguistic and rhetorical grammar for future use in any

kind of setting where the presentation of information is made utilizing multimedia.

In addition to guidance on multimedia design for educators, these results could

influence the default values of software programs installed on systems today. Even though

these default designs could be changed, most educators use factory settings when they

begin to design multimedia material. For example, the Microsoft PowerPoint ® default

setting is a white background in both Japanese and English versions. Templates are

available for these software packages and one can ask if these are designed based on

research principles or familiarity and pleasantness.

This thesis collected statistically significant results to answer the question, “Is

there a visual linguistic grammar in multimedia presented information used in the

classroom and does it affect retention?”

The results revealed only a small part of factors that influence the answer to the

above question:
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1. Background color does have an effect on retention for majority mono-

culture societies, such as Japan. The statistical results displayed a higher

retention of the use of blue shades and font contrast color was found to be a

contributing factor

2. Font Style can have an effect on retention. In the USA, individual font

styles were found to have a strong emotional component that can detract, if

too intense, or heighten retention of information. This was revealed with

significant results from the English experiments. Also the Japanese data

collected did not reveal the same emotional connection about their unique

fonts or have a strong practical usage. The Japanese data was not

statistically significant.

3. Text density was calculated to have a significant effect on retention. Text

density has many definitions, number of lines of text, sequence of

information presented, number of morphemes (words) on a slide type or

how many chunks/propositions of information are displayed on a slide. Too

few, unrelated propositions, can cause a lack of connecting of ideas into

long term memory and too many can lead to cognitive overload. The

optimum average chunks for retention was determined to be about 12 per
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slide. In addition, the research has discovered that the modality effect is

stronger than the redundancy effect from the results.

As the increase of technologies that can be used and adapted in education settings

increases, this new area of research has generated further questions to explore. From the

results discovered during this research, the following are points to consider for future

possibilities and research.

Why was the data from the USA not significant? Can a multi-cultural and diverse

population have a specific non-image forming color that enhances retention? What are

the factors of this diversity that change color perceptions?

The significance of the Japanese data proves that there is an effect of non-image

forming color on perception and retention. However, with the world is becoming a

“smaller” place via technology, a new perceptual model of a multi-cultural person will

need to be defined and created.

The results of the significance of green background color for certain types of

information retained in the Japanese data results cultivates more inquiries. Since the non-

image forming color effect has been determined, does the type of information to be

retained also have this effect? If a procedure is to be retained or historical information to
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be memorized, does the color of the background enhance this retention?

Mono-cultural societies, such as Japan, have a specific perception for colors in their

societies. Green is a mixture of blue and yellow. Perhaps this blue wavelength made for

results that enhanced retention for certain types of information. Further investigation is

required on the influence of this background color connected to society. In addition, other

cultures need to be investigated and tested, for example European, Middle East and

African cultures. America is a melting pot of cultures and languages. Applying this

research to other mono-culture societies like Japan will increase the validity of the

observation that color perception has a direct influence on language retention.

Concerning font style, one question that was surprising in the data results is the non-

statistical data. Calligraphy is such an integral part of Japanese life, the results of this

research is a bit confusing. What did the Japanese version of “Comic Sans”, aqua have

top results. Was it the disfluency or saliency and heightened arousal and enhancement of

the information?

The Japanese findings also lead to the influence of encountering a font for the first

time. Does the font tuning of the brain lead to better retention? If a presenter changed the

multimedia font every class to a unique, uncommon one, would there be a heightened

level of retention because students would have to relearn this style before it is font tuned
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into memory?

There are many fonts being used all over the world. Do British, Australian, or

Philippine societies also react the same way as American students to these font styles? Is

Comic Sans also the enemy in the United Kingdom?

In addition, static and dynamic slides also need to be compared utilizing the text

density presentation. Does information, given aurally and/or visually, in multimedia

have to be presented at the same time? If only science presentations have been studied

extensively, how is multimedia instruction carried out for non-science subjects like

languages or the humanities? The test presentation for text density introduced and

surveyed biographical information with results that have implications to the avoidance

of cognitive load and forgetting.

The experiments and date gathering lead to more questions and conditions for

further research. First, the environment of the test presentation could have been

performed in a more controlled environment. Readings and monitors for lighting,

luminescence, type of projector used or even the same projector being used for all

experiments could provide more accurate readings. Research concerning multimedia use

in the classroom usually use a scientific theme to use in the experiments. Providing

more data concerning situations utilizing the social sciences or literature based
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experiments will give a broader base of information as to the type of information stored

in visual working or long term memory.

Even though multimedia learning instruction has been used for many years, the

computer has brought this subject back to the forefront of educational and learning

science. Multimedia does not only mean presentations; it can include e-learning

environments, handouts, videos, animations, e-books and textbooks. Providing and

passing on novel information to students and having that information processed

optimally into long term working memory is a goal of every educator.

The research into this visual linguistic and rhetorical grammar is only the

beginning of a variety of factors that can help the user/educator design multimedia that

enhances the learning of information in the classroom or in the boardroom.

223



References



References:

Adams, F., & Osgood, C. (1973). A Cross-Cultural Study of the Affective Meanings of
Color. Journal of Cross-Cultural Psychology, 4, 135-156.

Alley, M., & Neeley, K. a. (2005). Rethinking the Design of Presentation Slides: A
Case for Sentence Headlines and Visual Evidence. Technical Communication,
52(4), 417-426.

Alley, M., Schreiber, M., & Muffo, J. (2005). Pilot testing of a new design for
presentation slides to teach science and engineering. Proceedings Frontiers in
Education 35th Annual Conference, 7-12. doi:10.1109/FIE.2005.1612283

Alley, M., Schreiber, M., Ramsdell, K., & Muffo, J. (2006). How the Design of
Headlines in Presentation Slides Affects Audience Retention, 53(2), 225-234.

Allred, S. R., & Flombaum, J. I. (2014). Relating color working memory and color
perception. Trends in Cognitive Sciences, 1-4. doi:10.1016/j.tics.2014.06.002

Alter, A. L., & Oppenheimer, D. M. (2009). Uniting the tribes of fluency to form a
metacognitive nation. Personality and Social Psychology Review : An Official
Journal of the Society for Personality and Social Psychology, Inc, 13(3), 219-235.
doi:10.1177/1088868309341564

Amare, N. (2006). To Slideware or Not To Slideware: Students’ Experiences With
Powerpoint Vs. Lecture. Journal of Technical Writing and Communication, 36(3),
297-308. doi:10.2190/03GX-FIHW-VW5M-7DAR

Amare, N., & Manning, A. (2012). Seeing Typeface Personality: Emotional Responses
to Form as Tone. In Proceedings of the IEEE International Professional
Communication Conference (pp. 1-9).

Anderson, M. C. (2003). Rethinking interference theory: Executive control and the
mechanisms of forgetting. Journal of Memory and Language (Vol. 49).
doi:10.1016/j.jm1.2003.08.006

225



Apperson, J. M., Laws, E. L., & Scepansky, J. a. (2008). An assessment of student
preferences for PowerPoint presentation structure in undergraduate courses.
Computers & Education, 50(1), 148-153. doi:10.1016/j.compedu.2006.04.003

Arditi, A., & Cho, J. (2005). Serifs and font legibility. Vision Research, 45(23), 2926
33. doi:10.1016/j.visres.2005.06.013

Aslam, M. M. (2006). Are You Selling the Right Colour? A Cross - cultural Review of
Colour as a Marketing Cue. Journal of Marketing Communications, 12(1), 15-30.
d0i:10.1080/13527260500247827

Axtell, K., Maddux, C., & Aberasturi, S. (2008). The Effect of Presentation Software on
Classroom Verbal Interaction and on Student Retention of Higher Education
Lecture Content. Journal of Technology in Teaching and Learning, 4(1), 21-33.

Baddeley, A. (1992). Working Memory Components of Working Memory Individual
Differences in Working Memory The Slave Systems of Working Memory.
Science, 255(ii), 556-559. doi:10.4249/scholarpedia.3015

Baddeley, A. (2000). The episodic buffer: A new component of working memory?
Trends in Cognitive Sciences, 4(11), 417-423. doi:10.1016/S1364-6613(00)01538-
2

Baddeley, A. (2012). Working Memory : Theories, Models, and Controversies.
doi:10.1146/annurev-psych-120710-100422

Baddeley, A., Eysenck, M., & Anderson, A. (2009). Memory. New York, New York:
Psuchology Press.

Bernard, B. M., Mills, M., Peterson, M., & Storrer, K. (2001). A COmparison of
Popular Online Fonts: Which is Best and When?, 3(2).

Beymer, D., & Russell, D. (2008). An Eye Tracking Study of How Font Size and Type
Influence Online Reading. British Computer Society, 15-18. doi:10.1007/978-3-
540-74800-7_41

226



Blokzijl, W., & Naeff, R. (delft U. of T. (2004). The Instructor as Stagehand: Dutch
Student Responses to PowerPoint. Business Communication Quarterly, 67(1), 70—
T7.

Bonnardel, N., Piolat, A., & Le Bigot, L. (2011). The impact of colour on Website
appeal and users’ cognitive processes. Displays, 32(2), 69-80.
doi:10.1016/j.displa.2010.12.002

Bruce, Vicki, Patrick R. Green, and M. A. G. (2003). Visual Perception: Physiology,
psychology, & ecology (fourth edi.). Psychology Press.

Brumberger, E. (2003). The rhetoric of typography: the awareness and impact of
typeface appropriateness. Technical Communication, 50(2), 224-231. Retrieved
from
http://www.ingentaconnect.com/content/stc/tc/2003/00000050/00000002/art00008

Bucher, H.-J., & Niemann, P. (2012). Visualizing science: the reception of powerpoint
presentations. Visual Communication, 11(3), 283-306.
doi:10.1177/1470357212446409

Buchweitz, A., Mason, R. a., Hasegawa, M., & Just, M. a. (2009). Japanese and English
sentence reading comprehension and writing systems: An fMRI study of first and
second language effects on brain activation*. Bilingualism: Language and
Cognition, 12(02), 141. doi:10.1017/S1366728908003970

Burgoyne, P. (2005). CreativeReview_Clearview.pdf. Creative Review, 46-50.

Byford, S. (2012). CERN Scientists Inexplicably Present Higgs boson Findings in
Comic Sans. The Verge. Retrieved May 31, 2015, from
http://www.theverge.com/2012/7/4/3136652/cern-scientists-comic-sans-higgs-
boson

Caldwell, J. (2013). Japanese Typeface Personalities: Are typefaces personalities
consistent across culture? In Professional Communication Conference (IPCC)
2013 IEEE INternational (pp. 1-8). Vancouver, BC.

227



Chandler, Paul( University of New South Wales), Sweller, J. (Uiversity of N. S. W.
(1991). Cognitive Load Theory and the Format of Instruction. Cognition and
Instruction, 8(4), 293-332.

Chaparro, B. S., Shaikh, a D., & Chaparro, A. (2006). Examining the Legibility of Two
New ClearType Fonts. Most, 8(1).

Chellappa, S. L., Ly, J. Q. M., Meyer, C., Balteau, E., Degueldre, C., Luxen, A, ...
Vandewalle, G. (2014). Photic memory for executive brain responses. Proceedings
of the National Academy of Sciences of the United States of America, 111(16),
6087-91. doi:10.1073/pnas.1320005111

Claeys, K. G., Dupont, P., Cornette, L., Sunaert, S., Van Hecke, P., De Schutter, E., &
Orban, G. a. (2004). Color discrimination involves ventral and dorsal stream visual
areas. Cerebral Cortex, 14(7), 803—-822. doi:10.1093/cercor/bhh040

Clark, J. M., & Paivio, A. (1991). Dual coding theory and education. Educational
Psychology Review, 3(3), 149-210. doi:10.1007/BF01320076

Cowan, N. (2000). The magical number 4 in short-term memory : A reconsideration of
mental storage capacity. Behavioral and Brain Sciences, (24), 87-185.

Cowan, N. (2008). What are the differences between long-term, short-term, and
working memory? Nelson. Prog Brain Res, 169, 323-338. d0i:10.1016/S0079-
6123(07)00020-9.What

Craik, F. I. M., & Lockhart, R. S. (1972). Levels of processing: A framework for
memory research. Journal of Verbal Learning and Verbal Behavior, 11(6), 671
684. doi:10.1016/S0022-5371(72)80001-X

Cyr, D., Head, M., & Larios, H. (2010). Colour appeal in website design within and
across cultures: A multi-method evaluation. International Journal of Human
Computer Studies, 68(1-2), 1-21. doi:10.1016/j.ijhcs.2009.08.005

Dacey, D., Liao, H.-W., Peterson, B., Robinson, F., Smith, V., Pokorny, J., ... Gamlin,
P. (2005). Melanopsin-expressing ganglion cells in primate retina signal colour and
irradiance and project to the LGN. Nature, 433(17), 749-754.

228



Daniels, P. . (1996). The Study of Writing Systems. In P. T. Daniels & W. Bright
(Eds.), The World’s Writing Systems (pp. 3-12). New York, New York, USA:
Oxford University Press.

De Lange, R. W., Esterhuizen, H. L., & Beatty, D. (1993). Performance differences
between Times and Helvetica in a reading task. Psychology, 6(3), 241-248.
doi:10.1.1.39.6537

Dehaene, S. (2010). Reading in the Brain. New York, New York, USA: Penguin Books.

Dehaene, S., Cohen, L., Sigman, M., & Vinckier, F. (2005). The neural code for written
words: A proposal. Trends in Cognitive Sciences, 9(7), 335-341.
d0i:10.1016/j.tics.2005.05.004

Dehaene, S., Le Clec’H, G., Poline, J.-B., Le Bihan, D., & Cohen, L. (2002). The visual
word form area: a prelexical representation of visual words in the fusiform gyrus.
Neuroreport, 13(3), 321-325. doi:10.1097/00001756-200203040-00015

Delvenne, J. F. (2005). The capacity of visual short-term memory within and between
hemifields. Cognition, 96(3), 79-88. doi:10.1016/j.cognition.2004.12.007

Delvenne, J.-F., & Bruyer, R. (2004). Does visual short-term memory store bound
features? Visual Cognition, 11(1), 1-27. doi:10.1080/1350628034400016

Diao, Y., & Sweller, J. (2007). Redundancy in foreign language reading comprehension
instruction: Concurrent written and spoken presentations. Learning and
Instruction, 17(1), 78-88. doi:10.1016/j.learninstruc.2006.11.007

Diemand-Yauman, C., Oppenheimer, D. M., & Vaughan, E. B. (2011). Fortune favors
the bold (and the Italicized): effects of disfluency on educational outcomes.
Cognition, 118(1), 111-5. doi:10.1016/j.cognition.2010.09.012

Do, M., & Yau, K.-W. (2010). Intrinsically Photosensitive Retinal Ganglion Cells,
1547-1581. doi:10.1152/physrev.00013.2010.

Doumont, J. (2005). The cognitive style of PowerPoint: Slides are not all evil. Technical
Communication, 52(1), 64-70. Retrieved from
http://www.ingentaconnect.com/content/stc/tc/2005/00000052/00000001/art00008

229



Doyle, J. R., & Bottomley, P. a. (2004). Font appropriateness and brand choice. Journal
of Business Research, 57(8), 873-880. doi:10.1016/S0148-2963(02)00487-3

Dragostinoff, N., Brezna, W., Lux, K., Krutzler, C., & Prinz, M. (2014). Increased
quality of vision by innovative intraocular lens and human eye modeling.
Biomedical Signal Processing and Control, 12(1), 62—68.
doi:10.1016/j.bspc.2013.09.004

Dresler, T., Mériau, K., Heekeren, H. R., & Van Der Meer, E. (2009). Emotional Stroop
task: Effect of word arousal and subject anxiety on emotional interference.
Psychological Research, 73(3), 364-371. doi:10.1007/s00426-008-0154-6

Duarte, N. (2008). Slide:ology. Sebastopol, CA: O’Reilly Media.

Ecker, U. K. H., Maybery, M., & Zimmer, H. D. (2013). Binding of Intrinsic and
Extrinsic Features in Working Memory. Journal of Experimental Psychology:
General, 142(1), 218-234. d0i:10.1037/a0028732

Ecker, U. K. H., Zimmer, H. D., & Groh-Bordin, C. (2007a). Color and context: an ERP
study on intrinsic and extrinsic feature binding in episodic memory. Memory &
Cognition, 35(6), 1483-1501. doi:10.3758/BF03193618

Ecker, U. K. H., Zimmer, H. D., & Groh-Bordin, C. (2007b). The influence of object
and background color manipulations on the electrophysiological indices of
recognition memory. Brain Research, 1185, 221-30.
doi:10.1016/j.brainres.2007.09.047

Elliot, A. J., & Niesta, D. (2008). Romantic red: red enhances men’s attraction to
women. Journal of Personality and Social Psychology, 95(5), 1150-1164.
doi:10.1037/0022-3514.95.5.1150

Engle, R. W. (2002). Working Memory Capacity as Executive Attention. Current
Directions in Psychological Science (Wiley-Blackwell), 11(1), 19.
doi:10.1111/1467-8721.00160

Fletcher, J. D., & Tobias, S. (2005). The Multimedia Principle. In R. E. Mayer (Ed.),
Cambridge Book of Multimedia Design (pp. 117-194). New York, New York,
USA: Cambridge University Press.

230



Foster, R. G. (2005). Neurobiology: bright blue times. Nature, 433(7027), 698-699.
d0i:10.1038/433698a

Garner, J. K., Alley, M., Gaudelli, A. F., & Zappe, S. E. (2009). Common Use of
PowerPoint versus the A Cognitive Psychology Perspective. Applied Theory,
56(4), 331-345.

Garner, J. K., & Alley, M. P. (2013). How the Design of Presentation Slides Affects
Audience Comprehension : A Case for the Assertion — Evidence Approach *,
29(6), 1564-1579.

Garvey, P., Pietrucha, M., & Meeker, D. (1997). Effects of Font and Capitalization on
Legibility of Guide Signs. Transportation Research Record. doi:10.3141/1605-09

Gaskins, R. (1984). gaskins-original-powerpoint-product proposal.

Gasser, M., Boeke, J., Haffernan, M., & Tan, R. (2005). The Influence of Font Type on
Information Recall. North American Journal of Psychology, 7(2), 181-188.

Gauthier, 1., Tarr, M., Moylan, J., Skudlarski, P., Gore, J., & Anderson, A. (2000). The

Fusiform “Face Area” is Part of a Network that Processes Faces at the Individual
Level. Journal of Cognitive Neuroscienceognitive, 12(3), 495-504.

Geary, D. C. (2007). Educating the evolved mind: Conceptual foundations for an
evolutionary educational psychology. Educating the Evolved Mind: Conceptual
Foundations for an Evolutionary Educational Psychology, 1-100. Retrieved from
http://goo.gl/ZqG4kS

Goldstein, E. B. (1996). Sensation and Perception (4th ed.). Brooks / Cole Publishing.
Goldstein, E. B. (2013). Sensory and Perception (nineth edi.). Belmont CA.

Gorn, G. J., Chattopadhyay, a., Yi, T., & Dahl, D. W. (1997). Effects of Color as an
Executional Cue in Advertising: They’re in the Shade. Management Science,
43(10), 1387-1400. doi:10.1287/mnsc.43.10.1387

Gowda, R. (2010). Evaluation of the effect of Clearview font and retro-reflective
sheeting materials on legibility distance. Kansas State University. Retrieved from

231



http://krex.k-
state.edu/dspace/bitstream/handle/2097/4268/RakshitGowda2010.pdf?sequence=1

Guilford, J.P., Smith, C. (1959). A System of Color-preferences. The American Journal
of Psychology, 72(4), 487-502.

Giirbiiz, H., Kisoglu, M., Erkol, M., Alas, A., & Kahraman, S. (2010). The effect of
PowerPoint presentations prepared and presented by prospective teachers on
biology achievement and attitudes toward biology. Procedia - Social and
Behavioral Sciences, 2(2), 3043-3047. doi:10.1016/j.sbspro.2010.03.462

Ha Duy Thuy, D., Matsuo, K., Nakamura, K., Toma, K., Oga, T., Nakai, T., ...
Fukuyama, H. (2004). Implicit and explicit processing of kanji and kana words and
non-words studied with fMRI. Neurolmage, 23(3), 878-889.
doi:10.1016/j.neuroimage.2004.07.059

Haber, L., & Haber, R. (1981). Perceptual Processes in Reading: An Analysis-By-
Synthesis Model. In F. Pirozzolo & M. Wittrock (Eds.), Neuropsychological and
Cognitive Processes in Reading (pp. 167-202). New York, New York, USA:
Academic Press.

Haber, R. N., & Schindler, R. M. (1981). Error in proofreading: Evidence of syntactic
control of letter processing? Journal of Experimental Psychology: Human
Perception and Performance, 7(3), 573-579. doi:10.1037/0096-1523.7.3.573

Han, S., & Ma, Y. (2014). Cultural differences in human brain activity: A quantitative
meta-analysis. Neurolmage, 99, 293-300. doi:10.1016/j.neuroimage.2014.05.062

Hannibal, J., Kankipati, L., Strang, C. E., Peterson, B. B., Dacey, D., & Gamlin, P. D.
(2014). Central projections of intrinsically photosensitive retinal ganglion cells in
the macaque monkey. Journal of Comparative Neurology, 522(10), 2231-2248.
doi:10.1002/cne.23555

Hardeep, Kaur, & Shergill. (2012). Experimental Psychology. PHI Learning Pvt. Ltd.

Hecht, S. (1929). Vision: Il. The nature of the photoreceptor process. In C. Murchison
(Ed.), Foundations of Experimental Psychology (pp. 216-272). Worcester: Clark
University Press.

232



Hedden, T., Park, D. C., Nisbett, R., Ji, L.-J., Jing, Q., & Jiao, S. (2002). Cultural
variation in verbal versus spatial neuropsychological function across the life span.
Neuropsychology, 16(1), 65-73. doi:10.1037/0894-4105.16.1.65

Hill, a., Arford, T., Lubitow, a., & Smollin, L. M. (2012). “I’m Ambivalent about It”:
The Dilemmas of PowerPoint. Teaching Sociology, 40(3), 242—-256.
doi:10.1177/0092055X12444071

Huchendorf, L. (2007). The Effects of Color on Memory Lynnay Huchendorf Faculty
Sponsor : Melanie Cary , Department of Psychology. UW-L Journal of
Undergraduate Research X, 1-4.

Hunt, E., & Agnoli, F. (1991). The Whorfian hypothesis: A cognitive psychology
perspective. Psychological Review, 98(3), 377-389. doi:10.1037/0033-
295X.98.3.377

Hurlbert, A. C., & Ling, Y. (2007). Biological components of sex differences in color
preference. Current Biology : CB, 17(16), R623-5. d0i:10.1016/j.cub.2007.06.022

Ihaka, R. (2003). Colour for Presentation Graphics. Proceedings of the 3rd
International Workshop on Distributed Statistical Computing Vienna Austria,
(Dsc), 1-18. Retrieved from http://www.ci.tuwien.ac.at/Conferences/DSC-
2003/Proceedings/

Isarida, T., & Isarin, T. K. (2007). Environmental context effects of background color in
free recall. Memory & Cognition, 35(7), 1620-9. Retrieved from
http://www.ncbi.nlm.nih.gov/pubmed/18062540

Iwahara, A., & Hatta, T. (2004). Can We Encode Emotional Semantic Information in
Written Message? In Proc. of PRICAI2004 Workshop on Language Sense on
Computer (pp. 10-17).

Jacobs, K. W., & Suess, J. F. (1975). Effects of four psychological primary colors on
anxiety state. Perceptual and Motor Skills, 41(1), 207-210.
d0i:10.2466/pms.1975.41.1.207

Jaffe, E. (2014). The Science Of Comic Sans. Evid3nce. Retrieved May 25, 2014, from
http://www.fastcodesign.com/3031622/evidence/the-science-of-comic-sans

233



Jeung, H., Chandler, P., & Sweller, J. (1997). The Role of Visual Indicators in Dual
Sensory Mode Instruction. Educational Psychology, 17(3), 329-345.
doi:10.1080/0144341970170307

Kalyuga, S., Chandler, P., & Sweller, J. (1999). Managing Split-Attentionand
Redundancy in Multimedia Instruction. Applied Cognitive Psychology, 13, 351—
372.

Karpowicz - Lazreg, C., & Mullet, E. (2001). Judging the pleasantness of form-color
combinations. American Journal of Psychology, 114, 511-533.

Kastanakis, M. N., & Voyer, B. G. (2014). The effect of culture on perception and
cognition: A conceptual framework. Journal of Business Research, 67(4), 425—
433. doi:10.1016/j.jbusres.2013.03.028

Kelly, L. J., & Heit, E. (2014). Representational shifts made visible: movement away
from the prototype in memory for hue. Frontiers in Psychology, 5(July), 1-9.
doi:10.3389/fpsyg.2014.00796

Kintsch, W., & Keenan, J. (1973). Reading rate and retention as a function of the
number of propositions in the base structure of sentences. Cognitive Psychology,
5(3), 257-274. doi:10.1016/0010-0285(73)90036-4

Knoblauch, K., & Shevell, S. K. (2001). Relating cone signals to color appearance:
failure of monotonicity in yellow/blue. Visual Neuroscience, 18(6), 901-906.
d0i:10.1017/S0952523801186062

Kolb, H., Nelson, R., Fernandez, E., & Jones, B. (2015). Webvision: The Orginazion of
the Retina and Visual System. Webvision. Retrieved May 24, 2015, from
webvision.med.utah.edu 2014

Kole, S. (n.d.). Arial vs. Helvetica, can you Spot the Difference? Web Designer Depot.
Retrieved July 5, 2015, from http://www.webdesignerdepot.com/2013/03/arial-vs-
helvetica-can-you-spot-the-difference/

KollIndorfer, K., Furtner, J., Krajnik, J., Prayer, D., & Schopf, V. (2013). Attention
shifts the language network reflecting paradigm presentation. Frontiers in Human
Neuroscience, 7(November), 809. doi:10.3389/fnhum.2013.00809

234



Kress, G., & Van Leeuwen, T. (2002). Colour as a Semiotic Mode: Notes for a
Grammar of Colour. Visual Communication, 1(3), 343-368.

Killer, R., Mikellides, B., & Janssens, J. (2009). Color, arousal, and performance - A
comparison of three experiments. Color Research and Application, 34(2), 141—
152. doi:10.1002/col.20476

Landa, E., & Fairchild, M. (2005). Color from the Eye of the Beholder A century ago,
artist Albert Henry Munsell quantified colors based on how they appear to people;
specializations of his system are still in wide scientific use. American Scientist,
436-443.

Larson, K. (2007). The technology of text. IEEE Spectrum, 44(5), 26-31.
doi:10.1109/MSPEC.2007.352529

Leahy, W., & Sweller, J. (2011). Cognitive load theory, modality of presentation and
the transcient information effect. Applied Cognitive Psychology, 25(6), 943-951.

LeGates, T. a, Altimus, C. M., Wang, H., Lee, H.-K., Yang, S., Zhao, H., ... Hattar, S.
(2012). Aberrant light directly impairs mood and learning through melanopsin-
expressing neurons. Nature, 491(7425), 594-8. doi:10.1038/nature11673

Levine, M. W., & Shefner, J. M. (1991). Fundamentals of Sensation and Perception
(2nd editio.). Pacific Grove CA: Levine. Brooks-Cole Publishing Co.

Lewis, C., & Walker, P. (1989). Typographic influences on reading. British Journal of
Psychology, 80, 241-257.

Lichtenfeld, S., Elliot, a. J., Maier, M. a., & Pekrun, R. (2012). Fertile Green: Green
Facilitates Creative Performance. Personality and Social Psychology Bulletin,
38(6), 784-797. d0i:10.1177/0146167212436611

Lockley, S. W., Evans, E. E., Scheer, F. aJ. L., Brainard, G. C., Czeisler, C. a, &
Aeschbach, D. (2006). Short-wavelength sensitivity for the direct effects of light
on alertness, vigilance, and the waking electroencephalogram in humans. Sleep,
29(2), 161-168. doi:10.5665/sleep.2894

235



Lorch, R. F., Pugzles, E., & Klusewitz, M. a. (1995). Effects of Typographical Cues on
Reading and Recall of Text. Contemporary Educational Psychology. doi:0361-
476X/95

Low, R., & Sweller, J. (2014). The Modality Principle in Multimedia Learning. In R. E.
Mayer (Ed.), The Cambridge Handbook of Multimedia Learning (2nd Editio., pp.
147-158). New York, New York: Cambridge University Press.

Mackiewicz, J. (2003). What Technical Writing Students do Know and Should Know
About Typography. In Professional Communication Conference, 2003. IPCC 2003
Proceedings (pp. 209-222).

Mackiewicz, J. (2006). Audience perceptions of fonts in projected PowerPoint text
slides. IEEE International Professional Communication Conference, 68—76.
doi:10.1109/1PCC.2006.320391

Mackiewicz, J. (2007). Perceptions of Clarity and Attractiveness in PowerPoint Graph
Slides. Technical Communication, 54(2), 145-156.

Mahin, L. (2004). PowerPoint Pedagogy. Focus On TeachingBusiness Communication
Quarterly, 67(2), 2019-222.

Maier, M. a, Elliot, A. J., & Lichtenfeld, S. (2008). Mediation of the negative effect of
red on intellectual performance. Personality and Social Psychology Bulletin,
34(11), 1530-1540. doi:10.1177/0146167208323104

Massaro, D. W., Taylor, G. A., Venezky, R. L., Jastrzembski, J. E., & Lucas, P. A.
(1980). Letter and Word Perception (Advances i.). New York, New York, USA:
North-Holland. Retrieved from Publishing Company

Mather, M., & Sutherland, M. (2009). Disentangling the Effects of Arousal and Valence
on Memory for Intrinsic Details. Emotion Review, 1(2), 118-119.
d0i:10.1177/1754073908100435

Mayer, R. (2009). Multimedia Learning (2nd ed.). New York, New York, USA:
Cambridge University Press.

236



Mayer, R. E. (2008). Applying the science of learning: evidence-based principles for the
design of multimedia instruction. The American Psychologist, 63(8), 760—7609.
d0i:10.1037/0003-066X.63.8.760

Mayer, R. E., Heiser, J., & Lonn, S. (2001). Cognitive constraints on multimedia
learning: When presenting more material results in less understanding. Journal of
Educational Psychology, 93(1), 187-198. d0i:10.1037/0022-0663.93.1.187

Mayer, R. E., & Johnson, C. I. (2008). Revising the redundancy principle in multimedia
learning. Journal of Educational Psychology. doi:10.1037/0022-0663.100.2.380

Mayer, R. E., & Moreno, R. (2010). Techniques That Reduce Extraneous Cognitive
Load and Manage Intrinsic Cognitive Load During Multimedia Learning. In J. L.
Plass, R. Moreno, & R. Brnuken (Eds.), Cognitive Load Theory (pp. 131-152).
New York, New York, USA: Cambridge University Press.

Meeker, D. (1989). Extending the Threshold: The Evolution of a Typeface Design.
SEGD Design, 14-21.

Mehta, R., & Rui, J. Z. (2009). Blue or Red? Exploring the Effect of COlor on
Cognitive Task Performances. Science (New York, N.Y.), 323(February), 1226—
1229.

Merikle, P. M., Smilek, D., & Eastwood, J. D. (2001). Perception without awareness:
Perspectives from cognitive psychology. Cognition, 79(1-2), 115-134.
d0i:10.1016/S0010-0277(00)00126-8

Merriam-Webster Online. (2015). Retrieved May 25, 2015, from http://www.merriam-
webster.com/dictionary/buffer

Microsoft ClearType Fonts. (n.d.). Retrieved May 25, 2015, from
https://www.microsoft.com/typography/fonts/family.aspx

Microsoft Corp. (n.d.). Fonts. Windows Desktop Apps Design Guidelines Visuals Fonts.
Retrieved May 31, 2015, from https://msdn.microsoft.com/en-
us/library/windows/desktop/dn742483%28v=vs.85%29.aspx

237



Microsoft Corp. (2002). What is ClearType? Retrieved May 25, 2015, from
www.microsoft.com/typography/WhatlsClearType.mspx

Microsoft Corp. (2007). ClearType Font Collection. Retrieved January 25, 2015, from
https://www.microsoft.com/typography/ClearTypeFonts.mspx

Microsoft Corp. (2015). Meiryo - Version 6.01. Retrieved May 25, 2015, from
https://www.microsoft.com/typography/fonts/font.aspx?FMID=1761

Miller, G., Galanter, E., & Pribaum, K. (1960). Plans and the Structure of Behavior.
New York, NY: Rinehart & Winston.

Moreno, R., & Mayer, R. E. (2002). Verbal redundancy in multimedia learning: When
reading helps listening. Journal of Educational Psychology, 94(1), 156-163.
doi:10.1037/0022-0663.94.1.156

Morey, C. C., & Cowan, N. (2004). When visual and verbal memories compete:
evidence of cross-domain limits in working memory. Psychonomic Bulletin &
Review, 11(2), 296-301. Retrieved from
http://www.ncbi.nlm.nih.gov/pubmed/15260196

Morisawa. (n.d.). Japanese Font Styles. Retrieved May 25, 2015, from
https://www.morisawa.co.jp/font/fontlist/details/fontfamily033.html

Morisawa Co. (n.d.). 74> ;®MEE. Retrieved May 25, 2015, from
http://www.cinra.net/column/morisawa/morisawa0l.php

Morris, E. (2012a). Are You an Optimist or a Pessimist? New York Times. New York,
New York, USA. Retrieved from
http://opinionator.blogs.nytimes.com/2012/07/09/are-you-an-optimist-or-a-
pessimist/

Morris, E. (2012b). Hear, All Ye People; Hearken, O Earth (Part 2). New York Times.
New York, New York, USA. Retrieved from
http://opinionator.blogs.nytimes.com/2012/08/09/hear-all-ye-people-hearken-o-
earth-part-2/

238



Morris, E. (2012c). Hear, All Ye People; O earth (Part 1). New York Times. New York,
New York, USA. Retrieved from
http://opinionator.blogs.nytimes.com/2012/08/08/hear-all-ye-people-hearken-o-
earth/

Mukai, S. (2014). Analysis of Common Cognition of Impression Among Japanese
Fonts and Tea Beverage Packaging, (1995), 1509-1519.

Mullen, K. T. (1985). The contrast sensitivity of human colour vision to red-green and
blue-yellow chromatic gratings. The Journal of Physiology, 359, 381-400.
doi:10.1113/jphysiol.1985.sp015591

Nakamura, K., Dehaene, S., Jobert, A., Le Bihan, D., & Kouider, S. (2005). Subliminal
convergence of Kanji and Kana words: further evidence for functional parcellation
of the posterior temporal cortex in visual word perception. Journal of Cognitive
Neuroscience, 17(6), 954-968. doi:10.1162/0898929054021166

National Aeronauticcs and Space Administration. (2014). What Wavelength Goes with
Color? Retrieved May 24, 2015, from http://science-
edu.larc.nasa.gov/EDDOCS/Wavelengths_for_Colors.html

Nedeljkovi¢, U., Puskarevié, 1., Banjanin, B., & Pin¢jer, 1. (2013). Legibility based on
differentiation of characters: A review of empirical findings fundamental for type
design practice. Journal of Graphic Engineering and Design, 4(1), 17-27.
Retrieved from http://scindeks.ceon.rs/article.aspx?artid=2217-379X1301017N

Neelamani, R., de Queiroz, R., Fan, Z., Dash, S., & Baraniuk, R. G. (2006). JPEG
compression history estimation for color images. IEEE Transactions on Image
Processing, 15(6), 1365-1378. doi:10.1109/T1P.2005.864171

Neisser, U. (1967). Cognitive Psychology. New York, New York, USA: Appleton-
Century-Crofts.

Nikoli¢, D., & Singer, W. (2007). Creation of visual long-term memory. Perception &
Psychophysics, 69(6), 904-912. doi:10.3758/BF03193927

Nisbett, R. E. (2003). Geography of Thought:How Asians and Westerners Think
Differently.. and Why. The Free Press.

239



Ozcelik, E., Arslan-Avri, 1., & Cagiltay, K. (2010). Why does signaling enhance
multimedia learning? Evidence from eye movements. Computers in Human
Behavior, 26(1), 110-117. doi:10.1016/j.chb.2009.09.001

Paap, K. R., Newsome, S. L., & Noel, R. W. (1984). Word shape’s in poor shape for the
race to the lexicon. Journal of Experimental Psychology. Human Perception and
Performance, 10(3), 413-428. d0i:10.1037/0096-1523.10.3.413

Paivio, A. (1971). Imagery and verbal processes. New York, New York, USA: Holt,
Rinehart & Winston.

Paivio, A. (1986). Mental representations: A dual coding approach. Oxford, UK:
Oxford University Press.

Paivio, A. (1990). Mental Representations: A Dual Coding Approach. New York, New
York, USA: Oxford University Press.

Park, D., & Gutchess, A. (2006). The cognitive neuroscience of aging and culture.
Current Directions in Psychological Science, 15(3), 105-108. doi:10.1111/j.0963-
7214.2006.00416.x

Parker, 1. (2001). Absolute PowerPoint:Can a software package edit our thoughts? The
New Yorker, 76-87. Retrieved from http://www.robertgaskins.com/powerpoint-
history/documents/parker-absolute-powerpoint-new-yorker-2001-may-28.pdf

Peacock, I. (2005). From Ariel to Wide Latin. England: BBC4. Retrieved from
http://www.bbc.co.uk/radio4/science/fromarialtowidelatin.shtml

Penney, C. G. (1989). Modality effects and the structure of short-term verbal memory.
Memory & Cognition, 17(4), 398-422. doi:10.3758/BF03202613

Pett, D., & Wilson, T. (1996). Color Research and Its Application to the Design of
Instructural Materials. Educational Technology Research & Development, 44(3),
19-35.

Poffenberger, a. T., & Franken, R. B. (1923). A study of the appropriateness of type
faces. Journal of Applied Psychology, 7(4), 312-329. doi:10.1037/h0071591

240



Poole, A. (2008). Which Are More Legible: Serif or Sans Serif Typefaces. Retrieved
May 25, 2015, from http://alexpoole.info/blog/which-are-more-legible-serif-or-
sans-serif-typefaces/

Purves, D., Augustine, G. J., Fitzpatrick, D., Katz, L. C., LaMantia, A. S., McNamara,
J. 0., & Williams, S. M. (2001). :Parallel Streams of Information from Retina to
Cortex. In Neuroscience. 2nd edition.

Regier, T., & Kay, P. (2009). Language, thought, and color: Whorf was half right.
Trends in Cognitive Sciences, 13(10), 439-446. doi:10.1016/j.tics.2009.07.001

Ricker, T. J., & Cowan, N. (2014). Differences between presentation methods in
working memory procedures: a matter of working memory consolidation. Journal
of Experimental Psychology. Learning, Memory, and Cognition, 40(2), 417-28.
d0i:10.1037/a0034301

Rossotti, H. (1983). Colour: Why the world isn’t grey.

Rowcliffe, S. (2003). Using PowerPoint effectively in science education : lessons from
research and guidance for the classroom. School Science Review, 84(309), 69-76.

Samara, T. (2006). Typography Workbook (1st ed.). Beverly, Mass: Rockport
Publishers, Inc.

Sanitation, N., & Of, D. (2015). Curbside Setout For Residents. Recycling and
Garbage. Retrieved May 24, 2015, from http://www1.nyc.gov/site/dsny/recycling-
and-garbage/residents/curbside-setout-for-residents.page

Sanocki, T. (1987). Visual Knowledge Underlying Letter Perception: A Font-Specific
Approach. Dissertation Abstracts International, B: Sciences and Engineering,
47(7), 267-278. doi:10.1037/0096-1523.13.2.267

Sanocki, T. (1988). Font regularity constraints on the process of letter recognition.
Journal of Experimental Psychology. Human Perception and Performance, 14(3),
472-480. doi:10.1037/0096-1523.14.3.472

241



Sanocki, T., & Dyson, M. (2012). Letter Processing and Font Formation during
Reading: Beyond Distinctiveness, where vision meets design. Attention,
Perception, & Psychophisics, 74, 132-145.

Schoeff, H., Lazzeri, D., Schnelzer, R., Froschauer, S. M., & Huemer, G. M. (2013).
Optical Magnification Should Be Mandatory for Microsurgery : Scientific Basis
and Clinical Data Contributing to Quality Assurance, 104-108.

Schubert, E. F. (2006). Light-Emitting Diodes. Cambridge University Press.

Seaman, M. A. (1998). Developing Visual Displays for Lecture-Based Coursesle.
Teaching Psychology, 25(2), 141-145.

Shaikh, D., Chaparro, B., & Fox, D. (2006). Perception of Fonts: Perceived Personality
Traits and Uses. Usability News, 8(1), 1-6.

Shams, L., & Kim, R. (2010). Crossmodal influences on visual perception. Physics of
Life Reviews, 7(3), 269-284. doi:10.1016/j.plrev.2010.04.006

Shaw, P. (n.d.). The (Mostly) True Story of Helvetica and the New York City Subway.
AIGA. Retrieved May 20, 2007, from http://www.aiga.org/content.cfm/the-mostly-
true-story-of-helvetica-and-the-new-york-city-subway

Simons, D., & Simons, D. (2000). Attentional capture and inattentional blindness.
Trends in Cognitive Sciences, 4(4), 147-155. doi:10.1016/S1364-6613(00)01455-8

Song, H., & Schwarz, N. (2008). If it’s hard to read, it's hard to do: Processing fluency
affects effort prediction and motivation. Psychological Science, 19(10), 986-988.
doi:10.1111/j.1467-9280.2008.02189.x

Statistics, U. I. of. (n.d.). Global Flow of Tertiary-Level Students. Retrieved from
http://www.uis.unesco.org/Education/Pages/international-student-flow-viz.aspx

Stokes, M., Anderson, M., Chandrasekar, S., & Motta, R. (1996). A Standard Default
Color Space for the Internet-sRGB. IEC. Retrieved from
(http://www.w3.org/Graphics/Color/sRGB.html

Stone, N. (2001). Designing effective study environments. Journal of Environmental
Psychology, 21(2), 179-190.

242



Stone, T. (2008). Color Design Workbook: A Real World Guide to Using Color in
Graphic Design. Rockport.

Suk, H. J., & Irtel, H. (2010). Emotional response to color across media. Color
Research and Application, 35(1), 64—77. doi:10.1002/col.20554

Sweller, J. (2010). Cognitive Load Theory: REcent Theoretical Advances. In J. L. Plass,
R. Moreno, & R. Brunken (Eds.), Cognititive Load Theory (pp. 29-47). New York,
New York, USA: Cambridge University Press.

Sweller, J., & Kalyuga, S. (2014). The Redundancy Principle in Multimedia Learning.
In R. Mayer (Ed.), The Cambridge Handbook of Multimedia Learning (2nd editio.,
pp. 247-262). New York, New York, USA: Cambridge University Press.

Szabo, A., & Hastings, N. (2000). Using IT in the undergraduate classroom: should we
replace the backboard with PowerPoint? Computers & Education2&, 35, 175-187.

The Free Dictionary. (n.d.). Retrieved from http://thefreedictionary.com

Troyer, A., & Craik, F. (2000). troyer craik 2000.pdf. Canadian Journal of
Experimental Psychology, 54(3), 161-170.

Tsonos, D., & Kouroupetroglou, G. (2007). A Methodology for the Extraction of
Reader’s Emotional State Triggered from Text Typography. The Book: Tools in
Artificial Intelligence, 439-454. Retrieved from
http://www.tsonos.com/gr/papers/TAl.pdf

Tuch, A. N., Bargas-Avila, J. a., Opwis, K., & Wilhelm, F. H. (2009). Visual
complexity of websites: Effects on users’ experience, physiology, performance,
and memory. International Journal of Human Computer Studies, 67(9), 703—-715.
doi:10.1016/j.ijhcs.2009.04.002

Tufte, E. R. (2006). The Cognitive Style of PowerPoint:Pitching Out Corrupts Within
(Second Edi.). Graphics Press LLC.

Tyrrell, R. A., Pasquale, T. B., Aten, T., & Francis, E. L. (2001). 47 . 4 : Empirical
Evaluation of User Responses to Reading Text Rendered Using ClearType ™
Technologies, 1205-1207.

243



Valdez, P., & Mehrabian, a. (1994). Effects of color on emotions. Journal of
Experimental Psychology. General, 123(4), 394-409. doi:10.1037/0096-
3445.123.4.394

Van Leeuwen, T. M. Van, Petersson, K. M., Langner, O., Rijpkema, M., & Hagoort, P.
(2009). Color Specificity in the Human V4 Complex — An fMRI Repetition
Suppression Study.

Wang, T. (2012). Fonts and Fluency: The Effects of Typeface Familiarity,
Appropriateness, and Personality on Reader Judgments. Department of Psychology
University of Canterbury Christchurch, New Zealand.

Wehr, T., & Wippich, W. (2004). Typography and color: effects of salience and fluency
on conscious recollective experience. Psychological Research, 69(1-2), 138-46.
d0i:10.1007/s00426-003-0162-5

Wiebe, E. N., & Annetta, L. a. (2008). Influences on Visual Attentional Distribution in
Multimedia Instruction. Journal of Educational Multimedia and Hypermedia,
17(2), 259-277.

Williamson, S., & Cummins, H. (1983). Light and Color in Nature and Art. New York,
New York, USA: John Wiley & Sons, Inc.

X-Rite. (2007). A Guide to Understanding Color and Communication. Retrieved May
24, 2015, from http://www.xrite.com/documents/literature/en/L10-
001_Understand_Color_en.pdf

Yamaguchi, S. (2008). Hitokuchi Memo - Japan: Kingdom of Mascots. Japan
Foundation Sydney Australia. Retrieved April 29, 2015, from
http://www.jpf.org.au/onlinearticles/hitokuchimemo/issue41.htmi

Yang, F. Y., Chang, C. Y., Chien, W. R., Chien, Y. T., & Tseng, Y. H. (2013). Tracking
learners’ visual attention during a multimedia presentation in a real classroom.
Computers and Education, 62, 208-220. doi:10.1016/j.compedu.2012.10.009

Yoto, A., Katsuura, T., Iwanaga, K., & Shimomura, Y. (2007). Effects of object color
stimuli on human brain activities in perception and attention referred to EEG alpha

244



band response. Journal of Physiological Anthropology, 26(3), 373-379.
doi:10.2114/jpa2.26.373

Zeki, S., & Marini, L. (1998). Three cortical stages of colour processing in the human
brain. Brain, 121(9), 1669-1685. doi:10.1093/brain/121.9.1669

Zimmerman, B., & Zimmerman, S. (2007). New Perspectives on PowerPoint 2007.
Boston, Mass, USA: Cengage Learning.

Zramdini, A., & Ingold, R. (1998). Optical font recognition using typographical
features. IEEE Transactions on Pattern Analysis and Machine Intelligence, 20(8),
877-882. d0i:10.1109/34.709616

EZhHBTH A2, (n.d.). Retrieved from
http://tsutawarudesign.web.fc2.com/yomiyasukul.html

REAESRERMKASH, BASERERKARH, & AREBKRAS
#t. (2011). Information About Changing the Label Layout with the Aim
of Making Highway Information Signs More Visible &YRZBLZLVE
HERENZER 2BHELESLA7ORDER ([2DULVT (pp. 1-
18).

245



Appendix



e 86 & g8 T
TEE T=ECE

L
L
=
L=t}

| (]
LT
-
r
v

2 i i SIED L

| Bl
Ly
=

o0& LA

L e woRg ‘sbusio ‘abieg

el il

el far]

BUUM

S ILA

=

5 0 "HOE] PESN JUSPNIS U0 SI0E0 JURBIR pesSn

=]

= 1L A% IOE0S OU

BEPLAA

uasaib 0 g eaps ‘Jyae

wn
-
@

A

0N | 09| =F | WY

AL

F sBueiny

SBUEA LI

5 Ll 2P0 1By AUE 30 Engas

0l SUUMA

4 | g [ abuen Jyb) 'ueslb 'augam

] Fim

L L BN §E

[ oo s ed

E = WOE] PUE SAa0 e

2 4 2 k)

L =TI

z z ] BULW IO OB

(Fe]

S wep o spdind

g =TT

L 2niq 0o b by NEnsn fEa

C uaab

L UL

& Bng

E SP LA

. uasubyang Jo sauq WB-puu fjensn

[ B Ljas

‘a0 0 s)hp s suemyos uopeluasaad e ubisap nok uay g 5 SPLAA

SRUE | eed youq afueio uooud

dand
weg |TURPN apn | ea | O moy | sonpg | WM

Lasn Agensn nol op 1002 punoJdiyoeq 12 ym

SINSaY $# WONSangy €107 Av Aaaang 1ayaea] | xapuaddyy

247




Appendix 1 Teacher Survey May 2015 Question Background Colors Utilized

TEACHER SURVEY ON BACKGROUND COLOR
USED IN PRESENTATIONS

mWhite mBlue/Green mRed/Orange ®mPurple ®Grey/Black

Blue / Green
22%

TEACHER SURVEY ON BACKGROUND COLOR
TONES USED IN PRESENTATIONS

Dark Tones
46%

Light / Pastel
45%

9%
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Appendix 2 CSS Color Module Level 4

The following table defines all of the opaque named colors, by giving equivalent

numeric specifications in the other color syntaxes.

http://dev.w3.org/csswaq/css-color/

Editor’s Draft, 22 August 2014

Named Numeric Color name Hexa-Decimal
aliceblue #FOF8FF 240,248,255
antiquewhite #FAEBD7 250,235,215
aqua #OOFFFF 0,255,255
aquamarine #7FFFDA4 127,255,212
azure #FOFFFF 240,255,255
beige #FS5F5DC 245,245,220
bisque #FFEACA 255,228,196
black #000000 0,0,0
blanchedalmond #FFEBCD 255,235,205
blue #0000FF 0,0,255
blueviolet #8A2BE2 138,43,226
brown #AS2A2A 165,42,42
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-

burlywood

cadetblue

chartreuse

chocolate

coral

cornflowerblue

cornsilk

crimson

cyan

darkblue

darkcyan

darkgoldenrod

darkgray

darkgreen

darkgrey

darkkhaki

darkmagenta

darkolivegreen

250

#DEB887 222,184,135
#5FO9EAO 95,158,160
#7FFFOO 127,255,0
#D2691E 210,105,30
#FF7F50 255,127,80
#6495ED 100,149,237
#FFF8DC 255,248,220
#DC143C 220,20,60
#00FFFF 0,255,255
#00008B 0,0,139
#008B8B 0,139,139
#B8860B 184,134,11
#A9A9A9 169,169,169
#006400 0,100,0
#A9A9A9 169,169,169
#BDB76B 189,183,107
#8B008B 139,0,139
#556B2F 85,107,47




Appendix 2 CSS Color Module Level 4

darkorange

darkorchid

darkred

darksalmon

darkseagreen

darkslateblue

darkslategray

darkslategrey

darkturquoise

darkviolet

deeppink

deepskyblue

dimgray

dimgrey

dodgerblue

firebrick

floralwhite

forestgreen

251

#FF8CO0 255,140,0
#9932CC 153,50,204
#8B0000 139,0,0
#E9967A 233,150,122
#8FBC8F 143,188,143
#483D8B 72,61,139
#2FAFAF 47,79,79
#2FAFAF 47,79,79
#00CED1 0,206,209
#9400D3 148,0,211
#FF1493 255,20,147
#00BFFF 0,191,255
#696969 105,105,105
#696969 105,105,105
#1E90FF 30,144,255
#B22222 178,34,34
#FFFAFO 255,250,240
#228B22 34,139,34




Appendix 2 CSS Color Module Level 4

fuchsia

gainshoro

ghostwhite

gold

goldenrod

gray

green

greenyellow

grey

honeydew

hotpink

indianred

indigo

ivory

khaki

lavender

lavenderblush

lawngreen

#FFOOFF 255,0,255
#DCDCDC 220,220,220
#FBF8FF 248,248,255
#FFD700 255,215,0
#DAA520 218,165,32
#808080 128,128,128
#008000 0,128,0
#ADFF2F 173,255,47
#808080 128,128,128
#FOFFFO 240,255,240
#FF69B4 255,105,180
#CD5C5C 205,92,92
#4B0082 75,0,130
#FFFFFO 255,255,240
#FOEG8C 240,230,140
#EGEGFA 230,230,250
#FFFOF5 255,240,245
#7CFC00 124,252,0
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lemonchiffon

lightblue

lightcoral

lightcyan

lightgoldenrodyellow

lightgray

lightgreen

lightgrey

lightpink

lightsalmon

lightseagreen

lightskyblue

lightslategray

lightslategrey

lightsteelblue

lightyellow

lime

limegreen
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Appendix 2 CSS Color Module Level 4

linen

magenta

maroon

mediumaquamarine

mediumblue

mediumorchid

mediumpurple

mediumseagreen

mediumslateblue

mediumspringgreen

mediumturquoise

mediumvioletred

midnightblue

mintcream

mistyrose

moccasin

navajowhite

navy

254

#FAFOEG 250,240,230
#FFOOFF 255,0,255
#800000 128,0,0
#66CDAA 102,205,170
#0000CD 0,0,205
#BA55D3 186,85,211
#9370DB 147,112,219
#3CB371 60,179,113
#/B68EE 123,104,238
#OO0FA9A 0,250,154
#48D1CC 72,209,204
#C71585 199,21,133
#191970 25,25,112
#FSFFFA 245,255,250
#FFE4E1 255,228,225
#FFE4BS 255,228,181
#FFDEAD 255,222,173
#000080 0,0,128
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oldlace
olive

olivedrab
orange

orangered

orchid

palegoldenrod

palegreen

paleturquoise

palevioletred

papayawhip

peachpuff

peru
pink
plum
powderblue
purple

rebeccapurple
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Appendix 2 CSS Color Module Level 4

red

rosybrown

royalblue

saddlebrown

salmon

sandybrown

seagreen

seashell

sienna

silver

skyblue

slateblue

slategray

slategrey

snow

springgreen

steelblue

tan
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teal

thistle

tomato

turquoise

violet

wheat

white

whitesmoke

yellow

yellowgreen
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Appendix 3 English and Japanese Script for Background Color Test Presentation

Slide 1 (34 sec)

Good Morning

And welcome to our presentation.

We would ask you please do not write any

notes.

Just listen to the presentation and view the

slides.

We hope you will enjoy learning how to

make an easy

hot cake that you can make right in your

oven.

Relax and enjoy and thanks for coming

today.

Slide 2 (18 sec)

To begin with, here is a list of ingredients

that need to be prepared before making the

oven hot cakes.

2 tablespoons of brown sugar
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Slide 1
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Appendix 3 English and Japanese Script for Background Color Test Presentation

1 quarter of a teaspoon of cinnamon eI L U

W= — U3 v
1 quarter of a cup of butter

Slide 3 Slide 3

1 cup of milk HH 1A T
4 medium eggs g 4

3 quarters of a cup of bread flour sRT8r 100 77 A
Slide 4 Slide 4

1 cup of strawberries WH I 250 7T A

And some hot cake syrup, about 6 Ky Fr—FT v F/HhIL6X

teaspoons H Ay b r—FEEDFEL &S |

Now let’s begin making the hot cakes
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Appendix 3 English and Japanese Script for Background Color Test Presentation

Slide5

In addition to the ingredients, you have to
prepare the following

One 9 inch pie plate, glass or metal is fine
2, 2 cup bowls for washing of the
strawberries

And a 2 cup capacity blender or mixer
Next as we begin to prepare the batter,

preheat the oven to 218 degrees Celsius

This should take about 15 minutes

Slide 6

Next we will prepare the hot Cake batter.

First, add butter to the 9 inch pie plate,
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Slide 5
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Slide 6
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Appendix 3 English and Japanese Script for Background Color Test Presentation

place it in the oven until the butter is

melted, about 5minutes.

Take it out of the oven.

Slide 7

Then for the batter, put milk, eggs and

flours in the blender and mix at medium

speed until well blended.

After about 1 minute, you should scrape

the batter from the sides of the blender and

mix for another minute more.

Slide 8

After you have finished mixing, pour the

batter into the hot buttered pie plate.

After that, sprinkle the pie plate containing

the batter, with sugar and cinnamon evenly.
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ERS

Slide 7

ZLTT7 LR —IcH3., izl
T Z ANPHDOAE—FTX
CIREDXTREEXT,

K101, 7Ly X =i
ZEOEEL. O 1MREEXT,

Slide 8
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Appendix 3 English and Japanese Script for Background Color Test Presentation

Slide 9

Put this plate into the hot oven and bake

for 20 — 25 minutes or until puffy.

While the oven hot cakes are baking in the

oven, wash the strawberries, take off the

top leaves and slice them into 3 mm

thickness.

Put them in the bowl you prepared earlier.

Slide 10

Then take out the pie plate with the hot

cake and set aside in a place to cool

When the hot cake has slightly cooled,

about 10 minutes, you can place the

washed and sliced strawberries on top of

the hot cake decoratively in a circular

pattern around the edges.

262

Slide 9

COMETALTEWEA—T
W AN200 5250 F 213, I
BLETHEZET,

F—=T TRy Nr—F%EHNT
WAL, Wh T EEWATZZE L
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Slide 10
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Appendix 3 English and Japanese Script for Background Color Test Presentation

Slide 11 Slide 11

ZLT AD2kYbnEd, /NHETCIMNT
Then, slice a wedge for each person, about D> 1w FZ2HIF TR I,
EoTTA—D AT TEHALLEND I &
one sixth of the pie and pour one teaspoon o 7Lt y;——/ 2 2R LATHIT T
Lxoh, ES5FTTHET, TOLYEIILLT
ALTHTHFE,
of syrup on each slice.

Serve and eat with a fork and a knife.

Slide 12
Slide 12

HoWLH>sTTVE LT,
| hope you enjoyed my presentation and

will try this recipe at home

Thank you very much.
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Appendix 4 English and Japanese versions of the Hot Cake Presentations

F—Joybr—x
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Appendix 4 English and Japanese versions of the Hot Cake Presentations

eV A
S #EfR:
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Appendix 4 English and Japanese versions of the Hot Cake Presentations

Oven Hot Cakes

Ingredients

2 tablespoons Brown Sugar

1/8 teaspoon Cinnamon

1/4 cup Butter

Ingredients

One cup Milk
4 Medium Eggs

Three quarters cup Bread Flour

&

Ingredients

1 cup Strawberries
(Washed and Sliced Thin)

Hot Cake Syrup ( 6 teaspoons)

Prepare

9" Pie Plate
2 Bowls
Blender (mixer)

Oven at 350 F°

Instructions

Add Butter to Pie Plate

Place in Oven Until Melted




Appendix 4 English and Japanese

Instructions

For the Batter:

Put Milk, Eggs and Flour in Blender

Blend for two minutes

Instructions

Pour Batter into Hot Buttered Plate

Sprinkle with Sugar and Cinnamon

Instructions

Bake for 20-25min.

Wash and Slice Strawberries

Serve

When Slightly Cooled (10 minutes):

Place Sliced Strawberries on
Hot Cake

Serve

Decorate in a Circular Pattern

Serve with 1 teaspoon of Syrup

Thank You!




Appendix 5 Actual Colors of the Test presentations:

First slide, English and Japanese same background color and lettering shown in Japanese,

Blue Japanese background presentation used black font, English version used white font*

F—Tohybr—%

Dark Blue

F—T kb —%

Green

Appendix 5 Actual Colors of the Test presentations:
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A—T kb —%

White
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Appendix 5 Actual Colors of the Test presentations:

A—TUkobr—%

Yellow

Oven Hot Cakes

Blue (White Lettering English Presentation)
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Appendix 5 Actual Colors of the Test presentations:

Blue (Black Lettering Japanese Presentation)*

*Room lighting made it impossible to see black lettering
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Appendix 6 English and Japanese Surveys

Participant # Survey a

Thank you for participating in this survey. You help will greatly help me with my

doctoral research. After watching and listening to the presentation, please answer the

questions. If you do not remember the answer, please write ‘Don’t Remember’

Thank you! Susan Meiki

What is your native language?

What other languages do you speak?

How long have you lived in Japan?

Please list any other countries that you have lived in for more than 1 year:

Country Length of time lived

1. What is the name of the recipe?

2. How much cinnamon is used?

3. How much milk is needed?

4. How much strawberries are needed?

5. What is the temperature of the oven?

6. Do you add the butter before or after you pour the batter in the pie plate?

Appendix 6 English and Japanese Surveys
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Appendix 6 English and Japanese Surveys

7. How long do you blend the batter in total?

8. How long do you bake it for?

9. How much syrup should you serve it with?

Participant # Survey b

Thank you for participating in this survey. You help will greatly help me with my

doctoral research. After watching and listening to the presentation, please answer the

questions. If you do not remember the answer, please write ‘Don’t Remember’

Thank you! Susan Meiki

What is your native language?

What other languages do you speak?

How long have you lived in Japan?

Please list any other countries that you have lived in for more than 1 year:

Country Length of time lived

1. What is the name of the recipe?

2. How much brown sugar is used?

3. How many eggs are needed?

4. How much cake flour is needed?
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Appendix 6 English and Japanese Surveys

5. What is the size of the pie plate?

6. What is the temperature of the oven?

7. Do you add the butter before or after you pour the batter in the pie plate?
8. How long do you blend the batter in total?

9.  When do you sprinkle the sugar and cinnamon, after or before baking?
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Appendix 6 English and Japanese Surveys

a

ZOWME (bro&) &, BMULTHEE, 3 (F28) VR EI TEVET, BHEOZTH AT,
FOBMERBOFEICKNIER (125 9) SETWEESHHRL LI ZA)TIEINET, =
DTVEL T~V a yERWT, ZEICR-EHET, ¥HF, BHIC, BEXLLEEY, 1M
DPLRVERIZ, WA TORY LREXLEEN, HIREITEVET,

A=W BHAK

HRTOFRERE (LKD) BRATTN?

RIS EAREF/REFELE TN

SR ENL BV, BRIFEATHETN?

bR 1VEL FEATHE, oEZEBEHL TIEINY,

Ed BE (FxCwd) %

1. VYEDLAFNHIATTLEN?

2. VFEIIENLS BV, EVETM?

3. FHIFZENLS DVRETT N ?

4. WHZTIFERL BWRBETTN?

5. A—7  OREIIETTN?

6. NABNTAM (X U) 23 UIALRT, Eid, HLIIAT—2MAETHN?

7. BRTENML O, Aid EEETH?

8. YN DWAMEREX £3)?

9. Fhl bV vmy FENTIENWTT)?
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Appendix 6 English and Japanese Surveys

ZORE (brH>X) &, BMLULTHEE, 3 (F2&) IZHuid > 2804, B0 ZH I,
FAOELEHRBOPIRICKDCER (o2& ) STV EELFEFE(L X FA)TIINWET, =
DTVLEBT—2a rEHWT, ZEICRoHE T, FOE, B, BEXLIEEN, K22
DRLRVERIE., EA TRV LBEXIESY, b EITEVET,

Z—H K

HRTOAEEE (LKD) 1XRATTMN?

BT I FARTEEF LE T

HRRTFTENL BV, BRIEATHETH,?

bHraten 1 U EFEA TV, MOELE2FEZXHL TS EEVY,

Ed] BE (ZFxlwd) £

1. LY EDARNIARATTH?

2. PO T S o vad—RMEbhETN?

3. (TEOIRALETTA?

4. ENLBHWVWOENH (1Z<V&EZ) BRLETTN?

5. SNABIDY A X112

6. A7 L DRBEIHTE T2

7. SAENCAH (X L) &9 LATRT, Eid, HLAT—EMIE TN
8. B TENAL, AHEEEE TN

9. WELUTERESONTEIOX., F—REHEHID, BOVDOTTN?
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A and B Survey questions: Types of Questions and Answers

Appendix 7

Asaans orjsand J5eTy
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Appendix 8 English Background Color Data Results

BLUE English Data

Summary statistics:

Obs.
Variable Observations Obs with Wl.th(?Ut Minimum Maximum  Mean S.td'.
missing data missing deviation
data
Varl 29 0 20 15.790 100.000 60.423 23.465
Blue English
0.25
0.2 +
)
§ 0.15
4
g
E 0.1
K
0.05 +
0 - - - - -
0 20 40 60 80 100 120
% Correct
Descriptive statistics for the intervals :
Lower Relative .
bound Upper bound Frequency Frequency Density
10 19.1 1 0.034 0.004
19.1 28.2 1 0.034 0.004
28.2 37.3 3 0.103 0.011
37.3 46.4 3 0.103 0.011
46.4 55.5 5 0.172 0.019
55.5 64.6 7 0.241 0.027
64.6 73.7 0 0.000 0.000
73.7 82.8 3 0.103 0.011
82.8 91.9 2 0.069 0.008
91.9 101 4 0.138 0.015
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Appendix 8 English Background Color Data Results

Summary statistics:

DARK BLUE English Data

. Obs.
. Obs, OPSWith  pout . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 21 0 21 15.790 90.320 54.243 17.843
Dark Blue English
0.25
0.2 +
)
§ 0.15
4
g
E 0.1
g
0.05 +
0 - - - -
0 20 40 60 80 100
% Correct
Descriptive statistics for the intervals :
Lower Upper Frequency Relative ]
bound bound Frequency Density
10 18.132 1 0.048 0.006
18.132 26.264 1 0.048 0.006
26.264 34.396 0 0.000 0.000
34.396 42.528 4 0.190 0.023
42.528 50.66 1 0.048 0.006
50.66 58.792 5 0.238 0.029
58.792 66.924 4 0.190 0.023
66.924 75.056 4 0.190 0.023
75.056 83.188 0 0.000 0.000
83.188 91.32 1 0.048 0.006
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Appendix 8 English Background Color Data Results

Summary statistics:

GREEN English Data

. Obs.
. Obs, OPSWith  pout . Std.
Variable missing . Minimum Maximum  Mean e
missing deviation
data
data
Varl 17 0 17 25.810 77.420 49.405 15.429
Green English
0.3
0.25 +
g 0.2
2
..9:’ 0.15 +
2
T o1
0.05 -
0 - - - - -
20 30 40 50 60 70 80

% Correct

Descriptive statistics for the intervals :

Lower Upper

Frequency Relative

bound bound Frequency Density

20 25.842 1 0.059 0.010
25.842 31.684 3 0.176 0.030
31.684 37.526 1 0.059 0.010
37.526 43.368 0 0.000 0.000
43.368 49.21 3 0.176 0.030
49.21 55.052 1 0.059 0.010
55.052 60.894 5 0.294 0.050
60.894 66.736 1 0.059 0.010
66.736 72.578 1 0.059 0.010
72.578 78.42 1 0.059 0.010
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Appendix 8 English Background Color Data Results

White English Data

Summary statistics:

. Obs.
. Obs, OPSWith  pout . Std.
Variable missing . Minimum Maximum  Mean e
missing deviation
data
data
Varl 27 0 27 21.050 87.100 53.977 16.501
White English
0.2
0.18 +
0.16 +
- 0.14
§ 0.12
o
-g 0.1
2
"_"'f 0.08
© 0.06 -
0.04
0.02
0 - - - - - -
20 30 40 50 60 70 80 90
% Correct

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound Frequency Density
20 26.81 2 0.074 0.011
26.81 33.62 0 0.000 0.000
33.62 40.43 3 0.111 0.016
40.43 47.24 5 0.185 0.027
47.24 54.05 3 0.111 0.016
54.05 60.86 4 0.148 0.022
60.86 67.67 4 0.148 0.022
67.67 74.48 3 0.111 0.016
74.48 81.29 1 0.037 0.005
81.29 88.1 2 0.074 0.011
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Appendix 8 English Background Color Data Results

YELLOW English Data

Summary statistics:

. Obs.
. Obs. Ob.S' \.Nlth without . . Std.
Variable missing . Minimum Maximum  Mean .
ons missing deviation
data
data
Vari 16 0 16 31.580 89.470 55.400 19.385
Yellow English
02
0.18 -
0.16 -
5. 0.14
g
g 012
5]
& 01
2
£ 008 1
© 0.06
0.04
0.02
0 . ; . . :
30 40 50 60 70 80 %0 100
% Correct

Descriptive statistics for the intervals :

Lower Upper Frequency Relative Density
bound bound Frequency
30 36.047 3 0.188 0.031
36.047 42.094 2 0.125 0.021
42.094 48.141 2 0.125 0.021
48.141 54.188 0 0.000 0.000
54.188 60.235 3 0.188 0.031
60.235 66.282 2 0.125 0.021
66.282 72.329 1 0.063 0.010
72.329 78.376 0 0.000 0.000
78.376 84.423 2 0.125 0.021
84.423 90.47 1 0.063 0.010
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Appendix 8 English Background Color Data Results

BLUE Japanese Data

Summary statistics:

. Obs.
. bs. Obs. with = rout . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 44 0 44 6.452 74.194 38.377 17.855
Blue Japanese
0.25
0.2 +
)
§ 0.15 +
4
"_"'f 0.1
K
0.05 +
0 - - - - -
0 10 20 30 40 50 60 70 80
% Correct
Descriptive statistics for the intervals :
Lower Upper Frequency Relative .
bound bound Frequency Density
0 7.519355 1 0.023 0.003
7519355 15.03871 1 0.023 0.003
15.03871 22.55806 7 0.159 0.021
22.55806 30.07742 9 0.205 0.027
30.07742 37.59677 8 0.182 0.024
37.59677 45.11613 1 0.023 0.003
4511613 52.63548 6 0.136 0.018
52.63548 60.15484 4 0.091 0.012
60.15484 67.67419 5 0.114 0.015
67.67419 75.19355 2 0.045 0.006
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Appendix 8 English Background Color Data Results

Dark Blue Japanese Data

Summary statistics:

Obs
Obs. with o
. Obs. o without - . Std.
Variable missing . Minimum Maximum  Mean e
missing deviation
data
data
Varl 58 0 58 20.833 91.667 57.091 18.087

Dark Blue Japanese

0.16

0.14 +

0.12 +

o
S

0.06 +

Relative frequency
o
o
5]

0.04 +

0.02

20 30 40 50 60 70 80 90 100
% Correct

Descriptive statistics for the intervals :

Lower Upper Frequency Relative

bound bound Frequency Density
20 27.26667 2 0.034 0.005
27.26667 34.53333 6 0.103 0.014
34.53333 41.8 7 0.121 0.017
41.8 49.06667 6 0.103 0.014
49.06667 56.33333 5 0.086 0.012
56.33333 63.6 9 0.155 0.021
63.6 70.86667 7 0.121 0.017
70.86667 78.13333 9 0.155 0.021
78.13333 85.4 5 0.086 0.012
85.4 92.66667 2 0.034 0.005
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Appendix 8 English Background Color Data Results XLSTAT

GREEN Japanese Histogram

Summary statistics:

Obs.
Variable Observations Obs with Wi.th(.)Ut Minimum Maximum
missing data missing
data
Vari 42 0 42 20.833 90.323
Green Japanese
0.2
0.18 +
0.16 +
.. 014
§ 0.12
o
E 01
2
£ 008 1
* 0.06
0.04
0.02
0 . _ _ _ ' '
20 30 40 50 60 70 80 %0 100
% Correct
Descriptive statistics for the intervals :
Lower Relative .
bound Upper bound Frequency Frequency Density
20 27.13225806 5 0.119 0.017
27.1322581 34.26451613 4 0.095 0.013
34.2645161 41.39677419 6 0.143 0.020
41.3967742 48.52903226 8 0.190 0.027
48.5290323 55.66129032 5 0.119 0.017
55.6612903 62.79354839 3 0.071 0.010
62.7935484 69.92580645 2 0.048 0.007
69.9258065 77.05806452 4 0.095 0.013
77.0580645 84.19032258 4 0.095 0.013
84.1903226 91.32258065 1 0.024 0.003
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Appendix 8 English Background Color Data Results

WHITE Japanese Data

Summary statistics:

. Obs.
. Obs. Ob.S' \.Nlth without . . Std.
Variable missing . Minimum Maximum  Mean .
data missing deviation
data
VarT 69 0 69 9677 90323 54891  19.962
White Japanese
0.18
0.16
0.14
g 012
&
5 0.1
E 0.08 -+
é 0.06
0.04
0.02 +
0 T T T -
0 20 40 60 80 100
% Correct
Descriptive statistics for the intervals :
Lower Upper  Frequency Relative .
bound bound a Y Frequency Density
0 9.132258 0 0.000 0.000
9.132258 18.26452 2 0.029 0.003
18.26452 27.39677 5 0.072 0.008
27.39677 36.52903 9 0.130 0.014
36.52903 45.66129 7 0.101 0.011
45.66129 54.79355 11 0.159 0.017
54.79355 63.92581 12 0.174 0.019
63.92581 73.05806 9 0.130 0.014
73.05806 82.19032 8 0.116 0.013
82.19032 91.32258 6 0.087 0.010
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Appendix 8 English Background Color Data Results

YELLOW Japanese Data

Summary statistics:

Obs
Obs. with o
. Obs. o without .. . Std.
Variable missing . Minimum Maximum  Mean e
missing deviation
data
data
Varl 41 0 41 16.129 75.000 43.624 17.841

Yellow Japanese

0.16

0.14 +

0.12 +

o
S

0.08 +

Relative frequency

0.06 +

o
o
=

0.02 +

0 10 20 30 40 50 60 70 80
% Correct

Descriptive statistics for the intervals :

Lower Upper Frequency Relative

bound bound Frequency Density

10 16.6 1 0.024 0.004
16.6 23.2 6 0.146 0.022
23.2 29.8 5 0.122 0.018
29.8 36.4 4 0.098 0.015
36.4 43 4 0.098 0.015

43 49.6 5 0.122 0.018
49.6 56.2 6 0.146 0.022
56.2 62.8 2 0.049 0.007
62.8 69.4 4 0.098 0.015
69.4 76 4 0.098 0.015
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Appendix 9 Point Determination for Answers to Survey Questions

Question 1
. Japanese | English
Recipe name? . .
Version | Version
A—JiRwyk  “7—3 oven hot cake 3 3
vk —3 hot cake 2 2
Rybk or &r—3 hot or cake 1 1
Question 2a
) Japanese | English
How much cinnamon? . .
Version | Version
INEL 1/4 teaspoon 5 5
INELC 1/, /NEL*/4 teaspoon 1/, teaspoon */4 4 4
1/4 3 3
INEL,1/,/4 teaspoon, 1/,/4 2 2
=L,/,4,1,/]7 spoon,/,4,1 tea (small in . .
Japanese)
Question 2B
Japanese | English
How much brown sugar? i )
Version | Version
KL 2 tablespoon 3 3
K&L, &L2 tablespoon ,spoon 2 2
X, &L,2 table, spoon,2 1 1
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Appendix 9 Point Determination for Answers to Survey Questions

Question 3a
How much milk? Japar_lese Engl_ish
Version | Version
1& 14 Hv7 cup 3 3
1, 737 (cup), fraction 2 2
1 & 1/4, 1/4 737 (cup) 1 1
Question 3b
Japanese | English
How many eggs? . .
Version | Version
4M 2 2
4 1 1
1 1
Question 4a
How much strawberries? Japar_lese Engl_lsh
Version | Version
250 g 4
250/ 1 cup 3 3
g,2,5,0/1orcup 2 -1 .each
variable
200,50
200g, 50g

289




Appendix 9 Point Determination for Answers to Survey Questions

How much flour? Japanese | English
Version | Version
1/4 cup 4
100 g
100
g,1,01,/,4,cupeach 1 =1 each
variable

Question 5a and 6b

Japanese | English

Oven Temperature? . .
Version Version

210C/218C 3 4

=1 each | =1 each

2,10C/21,8,C ) )
variable | variable

Question 5b

Japanese | English

Size of pie plate . i
Version Version

23cm/ 9" 3 2

23 2

=leach | =1each

cm, 2,3/9," inches ) )
variable | variable

Question 6a and 7b

Japanese | English

Butter before or after . .
Version Version

Before 1 1

After 0 0
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Appendix 9 Point Determination for Answers to Survey Questions

Question 7a and 8b

Japanese | English
How long blend batter? P ) 9 )
Version | Version
2 43 minutes 3 2
i =leach | =1leach
2and %3 minutes . :
variable | variable
Question 8a
Japanese | English
How long do you bake? i )
Version | Version
20—25%3 minutes 4 5
20 or 25 3 2
) =leach | =1leach
2,5,0, 53 minutes . :
variable | variable
Question 9a
Japanese | English
How much syrup do you serve? ) .
Version | Version
1 /&L teaspoon 4 3
=1 each
1, /. &L tea, spoon 3 _
variable
1,0r /. or &L tes(small) or spoon =1 each
Question 9b
Sprinkle sugar/cinnamon, before or after Japanese | English
baking? Version | Version
A before 1 1
#% after 0 0
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Appendix 10
Analysis of Background color Japan vs. USA Data

Summary statistics:

Obs.
Variable Observations Obs with Wi.thQUt Minimum  Maximum Mean S.td'.
missing data missing deviation
data
Score 363 0 363 11.111 100.000  50.305 19.303
Variable Categories Frequencies %
Type of Data Japan 257 70.799
USA 106 29.201
Regression of variable Score:
Goodness of fit statistics:
Observations 363.000
Sum of weights 363.000
DF 361.000
R2 0.018
Adjusted R2 0.016
MSE 366.816
RMSE 19.152
MAPE 43.531
DW 1.769
Cp 2.000
AIC 2145.459
SBC 2153.248
PC 0.993
Analysis of variance:
Source DF Sum of Mean F Pr>F
squares squares
Model 1 2465.805 2465.805 6.722 0.010
Error 361 132420.688 366.816
Corrected Total 362 134886.493
Computed against model Y=Mean(Y)
Model parameters:
Standard Lower bound Upper
Source Value error t Pr> Il (95%) bound (95%)
Intercept 54.363 1.860 29.223 < 0.0001 50.705 58.021
Type of Data—Japan -5.732 2.211 -2.593 0.010 -10.080 -1.384
Type of Data—USA 0.000 0.000
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Appendix 10

Analysis of Background color Japan vs. USA Data

Standardized coefficients:

Standard Lower bound Upper
Source Value error t Pr> [t (95%) bound (95%)
Type of Data—Japan -0.135 0.052 -2.593 0.010 -0.238 -0.033
Type of Data—_USA 0.000 0.000

Type of Data / Tukey (HSD) / Analysis of the differences between the
categories with a confidence interval of 95%:

Standardize Critical

Contrast Difference . Pr > Diff  Significant
d difference  value
USA vs Japan 5.732 2.593 1.967 0.010 Yes
Tukey's d critical value: 2.781
Category LS means Groups
USA 54.363 A
Japan 48.631 B

Type of Data / Fisher (LSD) / Analysis of the differences between the categories
with a confidence interval of 95%:

Standardize Critical

Contrast Difference . Pr > Diff  Significant
d difference  value
USA vs Japan 5.732 2.593 1.967 0.010 Yes
LSD-value: 3.954
Category LS means Groups
USA 54.363 A
Japan 48.631 B

Type of Data / Bonferroni / Analysis of the differences between the categories
with a confidence interval of 95%:
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Appendix 10

Analysis of Background color Japan vs. USA Data

Standardize Critical

Contrast Difference . Pr > Diff  Significant
d difference  value
USA vs Japan 5.732 2.593 1.967 0.010 Yes
Modified significance level: 0.05
Category LS means Groups
USA 54.363 A
Japan 48.631 B

Type of Data / Dunn—Sidak / Analysis of the differences between the categories with a
confidence interval of 95%:

Standardize Critical

Contrast Difference . Pr > Diff Significant
d difference  value
USA vs Japan 5.732 2.593 1.967 0.010 Yes
Modified significance level: 0.05
Category LS means Groups
USA 54.363 A
Japan 48.631 B

Type of Data / Newman—Keuls (SNK) / Analysis of the differences between the categories
with a confidence interval of 95%:

Standardize Critical

Contrast Difference . Pr > Diff Significant
d difference  value
USA vs Japan 5.732 2.593 1.960 0.010 Yes
Category LS means Groups
USA 54.363 A
Japan 48.631 B

Type of Data / Duncan / Analysis of the differences between the categories with a confidence
interval of 95%:

. Standardize Critical . alpha N
Contrast Difference d difference  value Pr > Diff (Modified) Significant
USA vs Japan 5.732 2.593 1.960 0.010 0.050 Yes
Category LS means Groups
USA 54.363 A
Japan 48.631 B

Type of Data / REGWQ / Analysis of the differences between the categories with a
confidence interval of 95%:

Standardize Critical alpha

Contrast Difference d difference  value Pr > Diff (Modified) Significant
USA vs Japan 5.732 2.593 1.960 0.010 0.050 Yes
Category LS means Groups
USA 54.363 A
Japan 48.631 B
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Appendix 10

Analysis of Background color Japan vs. USA Data

Type of Data / Benjamini—-Hochberg / Analysis of the differences between the categories with
a confidence interval of 95%:

Standardize Critical

Contrast Difference . Pr > Diff  Significant
d difference  value
USA vs Japan 5.732 2.593 1.967 0.010 Yes
Category LS means Groups
USA 54.363 A
Japan 48.631 B

Type of Data / Dunnett (two sided) / Analysis of the differences between the control category
Japan and the other categories with a confidence interval of 95%:

. Standardize Critical  Critical . C
Category Difference d difference  value  difference Pr > Diff Significant
Japan vs USA -5.732 -2.593 1.960 4.333 0.010 Yes

Type of Data / Dunnett (left sided) / Analysis of the differences between the control category
Japan and the other categories with a confidence interval of 95%:

Category Difference dardized différitical valuical differe  Pr > Diff Significant
Japan vs USA -5.732 —-2.593 —-1.645 -3.637 0.005 Yes
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Appendix 11

Dark Blue English Outliers

Summary statistics:

Obs
Obs. with oy
. Obs. L without .. . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 21 0 21 15.790 90.320 54.243 17.843

Grubbs test for outliers / Two—tailed test:

G (Observed value) 2.155

G (Critical value) 2.734
p—value (Two—tailed; 0.481
alpha 0.05

99% confidence interval on the p—value:
10.480, 0.482 [

Test interpretation:
HO: There is no outlier in the data
Ha: The minimum or maximum value is an outlier

As the computed p—value is greater than the significance level alpha=0.05, one cannot reject

the null hypothesis HO.
The risk to reject the null hypothesis HO while it is true is 48.10%.

Z-scores

Z-score
o

11 12 13 14 15 16 17

Observations
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Appendix 11

GREEN English Outliers

Summary statistics:

. Obs
Obs. with o
. Obs. o without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Var1l 17 0 17 25.810 77.420 49.405 15.429

Grubbs test for outliers / Two—tailed test:

G (Observed value) 1.816
G (Critical value) 2.622
p-value (Two—tailed) 0.990
alpha 0.05

99% confidence interval on the p—value:
10.990, 0.990 [

Test interpretation:
HO: There is no outlier in the data
Ha: The minimum or maximum value is an outlier
As the computed p—value is greater than the significance level alpha=0.05, one cannot reject the
null hypothesis HO.
The risk to reject the null hypothesis HO while it is true is 98.98%.

Z-scores

Z-score
o

10 11 12 13 14

Observations
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Appendix 11

BLUE Japanese Outliers

Summary statistics:

. Obs
Obs. with oy
. Obs. o without - . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 45 0 45 6.452 83.333 39.376 18.880

Grubbs test for outliers / Two—tailed test:

G (Observed value) 2.328
G (Critical value) 3.085
p—value (Two—tailed) 0.753
alpha 0.05

99% confidence interval on the p—value:
10.752, 0.754 [

Test interpretation:
HO: There is no outlier in the data
Ha: The minimum or maximum value is an outlier

As the computed p—value is greater than the significance level alpha=0.05, one cannot reject

the null hypothesis HO.
The risk to reject the null hypothesis HO while it is true is 75.28%.

Z-scores

Z-score

Observations
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Appendix 11

GREEN Japanese Outliers

Summary statistics:

. Obs
Obs. with o
Variable Obs. missing WI.thC.’Ut Minimum Maximum  Mean S.td'.
missing deviation
data
data
b correc . . . .
9 44

Grubbs test for outliers / Two—tailed test:

G (Observed value) 2.076
G (Critical value) 3.076
p—value (Two—tailed) 0.502
alpha 0.05

99% confidence interval on the p—value:
10.500, 0.503 [

Test interpretation:
HO: There is no outlier in the data

Ha: The minimum or maximum value is an outlier
As the computed p—value is greater than the significance level alpha=0.05, one cannot reject the
null hypothesis HO.

The risk to

reject the null hypothesis HO while it is true is 50.16%.

2.5

Z-scores

2 +

15 +

1
| I " | |
P 0 1 | D MR AT T | A | (] N I

Z-score

R E |||| J

1+

-1.5 +

1315]7 123¢

1

==

=
w
=
IS
p
IS
@

2 *

-2.5

Observations
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Appendix 11

WHITE Japanese Outliers

Summary statistics:

. Obs
Obs. with oy
. Obs. . without - . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 73 0 73 0.000 100.000 53.368 22.717

Grubbs test for outliers / Two—tailed test:

G (Observed value) 2.349
G (Critical value) 3.273
p—value (Two—tailed) 0.765
alpha 0.05

99% confidence interval on the p—value:
10.763, 0.766 [

Test interpretation:
HO: There is no outlier in the data
Ha: The minimum or maximum value is an outlier

As the computed p—value is greater than the significance level alpha=0.05, one cannot reject

the null hypothesis HO.
The risk to reject the null hypothesis HO while it is true is 76.45%.

Z-scores

Z-score

707

Observations
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Appendix 11

Yellow Japanese Outliers

Summary statistics:

. Obs
Obs. with o
. Obs. . without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 42 0 42 16.129 87.500 44.668 18.878

Grubbs test for outliers / Two—tailed test:

G (Observed value) 2.269
G (Critical value) 3.057
p—value (Two—tailed) 0.827
alpha 0.05

99% confidence interval on the p—value:
10.826, 0.828 [

Test interpretation:
HO: There is no outlier in the data
Ha: The minimum or maximum value is an outlier
As the computed p—value is greater than the significance level alpha=0.05, one cannot reject the
null hypothesis HO.
The risk to reject the null hypothesis HO while it is true is 82.69%.

Z-scores

Z-score

Observations
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Appendix 12

ANOVA English Answers

Summary statistics:

Obs.
Variable Observations Obs with Wi.th(.)Ut Minimum  Maximum Mean S.tdi
missing data  missing deviation
data
Y1 111 0 111 5.260 100.000 54.7717 19.588
Variable Categories  Frequencies %
Q1 Blue 29 26.126
Dk Blue 21 18.919
Green 17 15.315
White 28 25.225
Yellow 16 14.414
Correlation matrix:
Variables Q1-Blue Q1-Dk Blue Q1-Green Q1-White Q1-Yellow Y1
Q1-Blue 1.000 -0.287 -0.253 —0.345 -0.244 0.172
Q1-Dk Blue -0.287 1.000 -0.205 -0.281 -0.198 -0.013
Q1-Green -0.253 -0.205 1.000 -0.247 -0.175 -0.117
Q1-White -0.345 -0.281 -0.247 1.000 -0.238 -0.076
Q1-Yellow -0.244 -0.198 -0.175 -0.238 1.000 0.013
Y1 0.172 -0.013 -0.117 -0.076 0.013 1.000
Multicolinearity statistics:
Statistic Q1-Blue Q1-Dk Blue  Q1-Green Q1-White Q1-Yellow
Tolerance 0.000 0.000 0.000 0.000 0.000
VIF 0.000 0.000 0.000 0.000 0.000
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Regression of variable Y1:

Goodness of fit statistics:

Observations 111.000
Sum of weights 111.000
DF 106.000
R2 0.038
Adjusted R2 0.002
MSE 383.000
RMSE 19.570
MAPE 42.644
DW 1.928
Cp 5.000
AIC 665.116
SBC 678.663
PC 1.053

Analysis of variance:

Source DF Sum of Mean F Pr>F
squares squares
Model 4 1608.005 402.001 1.050 0.385
Error 106 40598.008 383.000
Corrected Total 110 42206.013

Computed against model Y=Mean('Y)

Model parameters:

Upper

Source Value Standard error t Pr > |t| Lower bound bound

(95%) (95%)
Intercept 55.400 4.893 11.323 < 0.0001 45.700 65.100
Q1-Blue 5.023 6.095 0.824 0.412 -7.060 17.107
Q1-Dk Blue -1.157 6.494 -0.178 0.859 -14.033 11.718
Q1-Green -5.995 6.817 -0.879 0.381 -19.509 7.520
Q1-White -3.163 6.133 -0.516 0.607 -15.323 8.996

Ql1-Yellow 0.000 0.000
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Equation of the model:

Standardized coefficients:

Upper
Source Value Standard error t Pr> |t| Low(es;';;())und bound
(95%)
Q1-Blue 0.113 0.137 0.824 0.412 -0.159 0.385
Q1-Dk Blue -0.023 0.130 -0.178 0.859 -0.282 0.235
Q1-Green -0.111 0.126 -0.879 0.381 -0.360 0.139
Q1-White -0.070 0.137 -0.516 0.607 -0.341 0.200
Q1-Yellow 0.000 0.000
Y1 / Standardized coefficients
(95% conf. interval)
0.5
04 -
03 -
2
2 02 -
& Q1-Blue
g o1 -
3 Q1-Yellow
g 0
£ 019 Q1-White
& Ql-dreen
0.2 4
0.3 -+
0.4
Variable
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Y1 / Standardized residuals

Pred(Y1) / Standardized residuals

3 3
2 4 . 2 °
. S ° e ° . .
3 ® o ° ° ° °
» . » .
S 17 0ol ® S 11oe H (] s
b=} 0o ®° h-] . M ® ®
@ t ] a
] e g 3 ° ° ]
e < ° °
° 00 § "o ° ° e hd . (]
'g 0 + + rd ‘ o + + .g 0 (] t L J t (] t t + °
5 20 40 »® 60 80 100 120 5 51 $ s3 55 57 59 t
& [ L © ° H °
- ol E : : .
8 -1 ° [ 4 .0. o 81 ’ ° $ °
&5 e O o & . R . $
. .
$ ° .
-2 A ® o -2 L4 °
. M . M
-3 -3
Y1 Pred(Y1)
Means charts:
Pred(Y1) / Y1
Q1
70
60 +
50 +
40 +
-
>
30 +
20 +
10 +
0 ; ; ; ;
Q1-Blue Q1-Dk Blue Q1-Green Q1-White Q1-Yellow Pred(Y1)
Q1
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Q1 / Tukey (HSD) / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized residuals / Y1
Contrast Difference Ste.mdardlzed Critical Pr > Diff  Significant BEST00
difference value
Blue vs Green 11.018 1.843 2.775 0.355 No g
Blue vs White 8.187 1.579 2.775 0.514 No 4o
Blue vs Dk Blue 6.181 1.102 2.775 0.805 No bers
Blue vs Yellow 5.023 0.824 2.775 0.923 No g r—
Yellow vs Green 5.995 0.879 2.775 0.904 No S o
Yellow vs White 3.163 0516 2.775 0.986 No g S
Yellow vs Dk Blue 1.157 0.178 2.775 1.000 No <] Sloohs—
Dk Blue vs Green 4838 0.758 2.775 0.942 No -
Dk Blue vs White 2.006 0.355 2.775 0.997 No :
White vs Green 2.831 0.471 2.775 0.990 No O®
Tukey’s d critical value: 3.925 —
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 15 2 25

Category Mean Groups Standardized residuals
Blue 60.423 A
Yellow 55.400 A
Dk Blue 54.243 A
White 52.237 A
Green 49.405 A

Q1 / Fisher (LSD) / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized  Critical

Contrast Difference . Pr > Diff  Significant
difference value

Blue vs Green 11.018 1.843 1.983 0.068 No
Blue vs White 8.187 1.579 1.983 0.117 No
Blue vs Dk Blue 6.181 1.102 1.983 0.273 No
Blue vs Yellow 5.023 0.824 1.983 0.412 No
Yellow vs Green 5.995 0.879 1.983 0.381 No
Yellow vs White 3.163 0.516 1.983 0.607 No
Yellow vs Dk Blue 1.157 0.178 1.983 0.859 No
Dk Blue vs Green 4838 0.758 1.983 0.450 No
Dk Blue vs White 2.006 0.355 1.983 0.723 No
White vs Green 2.831 0.471 1.983 0.639 No
LSD-value: 11.646
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Category Mean Groups
Blue 60.423 A
Yellow 55.400 A
Dk Blue 54.243 A
White 52.237 A
Green 49.405 A

Q1 / Bonferroni / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized  Critical

Contrast Difference . Pr > Diff  Significant
difference value

Blue vs Green 11.018 1.843 2.867 0.068 No
Blue vs White 8.187 1.579 2.867 0.117 No
Blue vs Dk Blue 6.181 1.102 2.867 0.273 No
Blue vs Yellow 5.023 0.824 2.867 0.412 No
Yellow vs Green 5.995 0.879 2.867 0.381 No
Yellow vs White 3.163 0.516 2.867 0.607 No
Yellow vs Dk Blue 1.157 0.178 2.867 0.859 No
Dk Blue vs Green 4838 0.758 2.867 0.450 No
Dk Blue vs White 2.006 0.355 2.867 0.723 No
White vs Green 2.831 0.471 2.867 0.639 No
Modified significance level: 0.005

Category Mean Groups
Blue 60.423 A
Yellow 55.400 A
Dk Blue 54.243 A
White 52.237 A
Green 49.405 A

Q1 / Dunn-Sidak / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized  Critical

Contrast Difference . Pr > Diff  Significant
difference value

Blue vs Green 11.018 1.843 2.859 0.068 No
Blue vs White 8.187 1.579 2.859 0.117 No
Blue vs Dk Blue 6.181 1.102 2.859 0.273 No
Blue vs Yellow 5.023 0.824 2.859 0.412 No
Yellow vs Green 5.995 0.879 2.859 0.381 No
Yellow vs White 3.163 0.516 2.859 0.607 No
Yellow vs Dk Blue 1.157 0.178 2.859 0.859 No
Dk Blue vs Green 4.838 0.758 2.859 0.450 No
Dk Blue vs White 2.006 0.355 2.859 0.723 No
White vs Green 2.831 0.471 2.859 0.639 No
Modified significance level: 0.005
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Category Mean Groups
Blue 60.423 A
Yellow 55.400 A
Dk Blue 54.243 A
White 52.237 A
Green 49.405 A

Q1 / Newman—Keuls (SNK) / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized  Critical

Contrast Difference ! Pr > Diff  Significant
difference value
Blue vs Green 11.018 1.843 2.775 0.355 No
Blue vs White 8.187 1.579 2.610 0.395 No
Blue vs Dk Blue 6.181 1.102 2.377 0.515 No
Blue vs Yellow 5.023 0.824 1.983 0.412 No
Yellow vs Green 5.995 0.879 2.610 0.816 No
Yellow vs White 3.163 0.516 2.377 0.864 No
Yellow vs Dk Blue 1.157 0.178 1.983 0.859 No
Dk Blue vs Green 4.838 0.758 2.377 0.730 No
Dk Blue vs White 2.006 0.355 1.983 0.723 No
White vs Green 2.831 0.471 1.983 0.639 No
Category Mean Groups
Blue 60.423 A
Yellow 55.400 A
Dk Blue 54.243 A
White 52.237 A
Green 49.405 A

Q1 / Duncan / Analysis of the differences between the categories with a confidence interval of 95%:

. Standardized  Critical . alpha Significan
Contrast Difference difference value Pr > Diff (Modified) t

Blue vs Green 11.018 1.843 2.206 0.355 0.185 No
Blue vs White 8.187 1.579 2.156 0.395 0.143 No
Blue vs Dk Blue 6.181 1.102 2.087 0.515 0.098 No
Blue vs Yellow 5.023 0.824 1.983 0.412 0.050 No
Yellow vs Green 5.995 0.879 2.156 0.816 0.143 No
Yellow vs White 3.163 0.516 2.087 0.864 0.098 No
Yellow vs Dk Blue 1.157 0.178 1.983 0.859 0.050 No
Dk Blue vs Green 4.838 0.758 2.087 0.730 0.098 No
Dk Blue vs White 2.006 0.355 1.983 0.723 0.050 No
White vs Green 2.831 0.471 1.983 0.639 0.050 No
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Category Mean Groups
Blue 60.423 A
Yellow 55.400 A
Dk Blue 54.243 A
White 52.237 A
Green 49.405 A

Q1 / REGWQ / Analysis of the differences between the categories with a confidence interval of 95%:

. Standardized  Critical . alpha Significan
Contrast Difference difference value Pr > Diff (Modified) N
Blue vs Green 11.018 1.843 2.775 0.355 0.050 No
Blue vs White 8.187 1.579 2.610 0.395 0.050 No
Blue vs Dk Blue 6.181 1.102 2.610 0.515 0.050 No
Blue vs Yellow 5.023 0.824 2.610 0.412 0.050 No
Yellow vs Green 5.995 0.879 2.610 0.816 0.050 No
Yellow vs White 3.163 0.516 2576 0.864 0.030 No
Yellow vs Dk Blue 1.157 0.178 2576 0.859 0.030 No
Dk Blue vs Green 4.838 0.758 2576 0.730 0.030 No
Dk Blue vs White 2.006 0.355 2.356 0.723 0.020 No
White vs Green 2.831 0.471 2.356 0.639 0.020 No
Category Mean Groups
Blue 60.423 A
Yellow 55.400 A
Dk Blue 54.243 A
White 52.237 A
Green 49.405 A
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All Japanese Data ANOVA

Summary statistics:

Obs.
Variable Observations Obs with Wl.th(.)Ut Minimum Maximum Mean S.tdﬁ
missing data missing deviation
data
Y1 263 0 263 0.000 100.000 49.715 21.093
e ]
Variable Categories Frequencies %
Q1 Blue 45 17.110
Dark Blue 59 22.433
Green 44 16.730
White 73 27.757
Yellow 42 15.970

Correlation matrix:

Variables Q1-Blue Q1-Dark BlueQ1-Green Q1-White Q1-Yellow Y1
Q1-Blue 1.000 -0.244 -0.204 -0.282 -0.198 -0.223
Q1-Dark Blue -0.244 1.000 -0.241 -0.333 -0.234 0.169
Q1-Green -0.204 -0.241 1.000 -0.278 -0.195 0.010
Q1-White -0.282 -0.333 -0.278 1.000 -0.270 0.108
Q1-Yellow -0.198 -0.234 -0.195 -0.270 1.000 -0.104
Y1 -0.223 0.169 0.010 0.108 -0.104 1.000
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Multicolinearity statistics:

Statistic Q1-Blue Q1-Dark BlueQ1-Green Q1-White Q1-Yellow
Tolerance 0.000 0.000 0.000 0.000 0.000
VIF 0.000 0.000 0.000 0.000 0.000

Regression of variable Y1:

Goodness of fit statistics:

Observations 263.000
Sum of weights 263.000
DF 258.000
R2 0.081
Adjusted R2 0.067
MSE 415.193
RMSE 20.376
MAPE 49.399
DW 1.722
Cp 5.000
AIC 1590.511
SBC 1608.372
PC 0.955

Analysis of variance:

Source DF Sum of  Mean F Pr>F
squares squares
Model 4 9449.068 2362.267 5.690 0.000
Error 258 107119.757 415.193
Corrected Total 262 116568.825

Computed against model Y=Mean(Y)
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Lower Upper
Source Value St::riird t Pr> |t bound bound
(95%) (95%)
Intercept 44,668 3.144 14.207 < 0.0001 38.477 50.860
Q1-Blue -5.293 4372 -1.211 0.227 -13.902 3.316
Q1-Dark Blue 11.667 4114 2.836 0.005 3.566 19.768
Q1-Green 5.500 4396 1.251 0.212 -3.156 14.155
Q1-White 8.699 3.946 2.204 0.028 0.928 16.470
Q1-Yellow 0.000 0.000
Equation of the model:
Standardized coefficients:
Lower Upper
Source Value St::riird t Pr> |t bound bound
(95%) (95%)
Q1-Blue -0.095 0.078 -1.211 0.227 -0.249 0.059
Q1-Dark Blue 0.231 0.082 2.836 0.005 0.071 0.392
Q1-Green 0.098 0.078 1.251 0.212 -0.056 0.251
Q1-White 0.185 0.084 2.204 0.028 0.020 0.350
Q1-Yellow 0.000 0.000

0.5

Y1 / Standardized coefficients
(95% conf. interval)

04 +

03 +

02 +

01 +

Standardized coefficients

0.1 +

-0.2 +

Q1-Dafk Blue

Q1-Yellow

-0.3

Variable
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Means charts:

Standardized residuals / Y1
Q1

60

50

40

30 4

Y1
Observations

20 A

10 A

Q1-Blue Q1-Dark Blue Q1l-Green Q1-White Q1-Yellow
Q1

Standardized residuals

Q1 / Tukey (HSD) / Analysis of the differences between the categories with a confidence interval of 95%:

Standardize Critical Pr > Diff Significan

Contrast Difference .
d difference  value t

Dark Blue vs Blue 16.960 4.205 2.728 0.000 Yes
Dark Blue vs Yellow 11.667 2.836 2.728 0.037 Yes
Dark Blue vs Green 6.167 1.520 2.728 0.550 No
Dark Blue vs White 2.968 0.832 2.728 0.921 No
White vs Blue 13.992 3.623 2.728 0.003 Yes
White vs Yellow 8.699 2.204 2.728 0.178 No
White vs Green 3.200 0.823 2.728 0.924 No
Green vs Blue 10.792 2.498 2.728 0.091 No
Green vs Yellow 5.500 1.251 2.728 0.721 No
Yellow vs Blue 5.293 1.211 2.728 0.745 No
Tukey's d critical value: 3.858

Category Mean Groups
Dark Blue 56.335 A
White 53.368 A B
Green 50.168 A B C
Yellow 44.668 B C
Blue 39.376 C
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Q1 / Fisher (LSD) / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference Sta.ndardize Critical Pr > Diff Significan
d difference  value t

Dark Blue vs Blue 16.960 4.205 1.969 < 0.0001 Yes
Dark Blue vs Yellow 11.667 2.836 1.969 0.005 Yes
Dark Blue vs Green 6.167 1.520 1.969 0.130 No
Dark Blue vs White 2.968 0.832 1.969 0.406 No
White vs Blue 13.992 3.623 1.969 0.000 Yes
White vs Yellow 8.699 2.204 1.969 0.028 Yes
White vs Green 3.200 0.823 1.969 0.411 No
Green vs Blue 10.792 2.498 1.969 0.013 Yes
Green vs Yellow 5.500 1.251 1.969 0.212 No
Yellow vs Blue 5.293 1.211 1.969 0.227 No
LSD-value: 7.824

Category Mean Groups
Dark Blue 56.335 A
White 53.368 A
Green 50.168 A B
Yellow 44668 B C
Blue 39.376 C

Q1 / Bonferroni / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference Sta.ndardize Critical Pr > Diff Significan
d difference _ value t

Dark Blue vs Blue 16.960 4.205 2.831 < 0.0001 Yes
Dark Blue vs Yellow 11.667 2.836 2.831 0.005 Yes
Dark Blue vs Green 6.167 1.520 2.831 0.130 No
Dark Blue vs White 2.968 0.832 2.831 0.406 No
White vs Blue 13.992 3.623 2.831 0.000 Yes
White vs Yellow 8.699 2.204 2.831 0.028 No
White vs Green 3.200 0.823 2.831 0.411 No
Green vs Blue 10.792 2.498 2.831 0.013 No
Green vs Yellow 5.500 1.251 2.831 0.212 No
Yellow vs Blue 5.293 1.211 2.831 0.227 No
Modified significance level: 0.005

Category Mean Groups
Dark Blue 56.335 A
White 53.368 A B
Green 50.168 A B C
Yellow 44668 B C
Blue 39.376 C
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Q1 / Dunn-Sidak / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference Sta'ndardize Critical Pr > Diff Significan
d difference  value t

Dark Blue vs Blue 16.960 4.205 2824 < 0.0001 Yes
Dark Blue vs Yellow 11.667 2.836 2.824 0.005 Yes
Dark Blue vs Green 6.167 1.520 2.824 0.130 No
Dark Blue vs White 2.968 0.832 2.824 0.406 No
White vs Blue 13.992 3.623 2.824 0.000 Yes
White vs Yellow 8.699 2.204 2.824 0.028 No
White vs Green 3.200 0.823 2.824 0.411 No
Green vs Blue 10.792 2.498 2.824 0.013 No
Green vs Yellow 5.500 1.251 2.824 0.212 No
Yellow vs Blue 5.293 1.211 2.824 0.227 No
Modified significance level: 0.005

Category Mean Groups
Dark Blue 56.335 A
White 53.368 A B
Green 50.168 A B C
Yellow 44668 B C
Blue 39.376 C

Q1 / Newman—Keuls (SNK) / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference Sta'ndardize Critical Pr > Diff Significan
d difference  value t
Dark Blue vs Blue 16.960 4.205 2.728 0.000 Yes
Dark Blue vs Yellow 11.667 2.836 2.569 0.024 Yes
Dark Blue vs Green 6.167 1.520 2.344 0.282 No
Dark Blue vs White 2.968 0.832 No
White vs Blue 13.992 3.623 2.569 0.002 Yes
White vs Yellow 8.699 2.204 2.344 0.070 No
White vs Green 3.200 0.823 No
Green vs Blue 10.792 2.498 2.344 0.033 Yes
Green vs Yellow 5.500 1.251 1.960 0.211 No
Yellow vs Blue 5.293 1.211 1.960 0.226 No
Category Mean Groups
Dark Blue 56.335 A
White 53.368 A B
Green 50.168 A B
Yellow 44.668 B C
Blue 39.376 C
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Q1 / Duncan / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference 5 oroaraze  Critieal —p, gy (Mfg:ﬁae o Significant
Dark Blue vs Blue 16.960 4.205 2.184 0.000 0.185 Yes
Dark Blue vs Yellow 11.667 2.836 2.133 0.024 0.143 Yes
Dark Blue vs Green 6.167 1.520 2.064 0.282 0.098 No
Dark Blue vs White 2.968 0.832 No
White vs Blue 13.992 3.623 2.133 0.002 0.143 Yes
White vs Yellow 8.699 2.204 2.064 0.070 0.098 Yes
White vs Green 3.200 0.823 1.960 0.411 0.050 No
Green vs Blue 10.792 2.498 2.064 0.033 0.098 Yes
Green vs Yellow 5.500 1.251 1.960 0.211 0.050 No
Yellow vs Blue 5.293 1.211 1.960 0.226 0.050 No
Category Mean Groups
Dark Blue 56.335 A
White 53.368 A
Green 50.168 A B
Yellow 44668 B C
Blue 39.376 C

Q1 / REGWQ / Analysis of the differences between the categories with a confidence interval
Contrast Difference jt;;ii;(i'z: C\:;f:' Pr > Diff (Milgil;:iae 9 Significant

Dark Blue vs Blue 16.960 4.205 2.728 0.000 0.050 Yes

Dark Blue vs Yellow 11.667 2.836 2.569 0.024 0.050 Yes

Dark Blue vs Green 6.167 1.520 2.569 0.282 0.050 No

Dark Blue vs White 2.968 0.832 No

White vs Blue 13.992 3.623 2.569 0.002 0.050 Yes

White vs Yellow 8.699 2.204 2534 0.070 0.030 No

White vs Green 3.200 0.823 No

Green vs Blue 10.792 2.498 2534 0.033 0.030 No

Green vs Yellow 5.500 1.251 No

Yellow vs Blue 5.293 1.211 No
Category Mean Groups

Dark Blue 56.335 A

White 53.368 A B

Green 50.168 A B C

Yellow 44.668 B o]

Blue 39.376 C
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Question 1 Japanese Version Summary of Statistics

Question 1 Japanese Version All Colors

0.6

0.5

I
IS

Relative frequency
=) o
N w

0.1

1 1.5 2 2.5 3 3.5
Correct Answer

Non—Parametric data Conducted a Grubbs test and found outliers, they were removed from further data analysis

distribution

Kruskal-Wallis test: Multiple pairwise comparisons using Dunn’s procedure / Two—tailed test:
p—values:

K (Observed value) 15.619

K (Critical value) 9.488 Green Blue Dark Blue  White Yellow

DF 4 Green 1 0.018 0.395 0.280 0.902

p—value (Two—tailed) 0.004 Blue 0.018 1 0.001 0.000 0.025

alpha 0.05 Dark Blue 0.395 0.001 1 0.823 0.328
White 0.280 0.000 0.823 1 0.227
Yellow 0.902 0.025 0.328 0.227 1

Bonferroni corrected significance level: 0.005

The is Dunn, Bonferroni tests are very conservative (p 0.005)
[Mann-Whitney Tests in pairs of colors. |
The results (p<=0.05)

Green Blue Dark Blue| White Yellow

Green - 0.024 0.404 0.286 0.912

Blue 0.024 - 0.001 0.00 0.022

Dark Blue 0.404 0.001 - 0.792 0.316

White 0.286 0.00 0.792 - 0.214
Yellow 0.912 0.022 0.316 0.214 -

All of the Blue Data was significant!
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Question 2a Data Analysis

Summary statistics:

TEST For outliers

. Obs.
Obs. with without Std
Variable Observations  missing . Minimum Maximum  Mean .
missing deviation
data
data
Question 2a 126 0 126 0.000 5.000 1.738 1.877

Grubbs test for outliers / Two—tailed test:

G (Observed value) 1.738
G (Critical value) 3.461
p-value (Two—tailed; < 0.0001
alpha 0.05
Z-scores
2.5

15

0.5

Z-score
o

-0.5

-1.5 +

-2.5
Observations
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Question 2a Data Analysis

Summary statistics:

Obs. with  OPS
. Obs. o without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Var1 126 0 126 0.000 5.000 1.738 1.877

- L. . Question 2a Japanese Data
Descriptive statistics for the intervals :

05
Lower Upper Relative . 0.45
bound bound Frequency frequency Density
0 051 58 0.460 0.903 o4
0.51 1.02 6 0.048 0.093 _ 03
1.02 1.53 0 0.000 0.000 S s
1.53 2.04 15 0.119 0.233 g
2.04 2.55 0 0.000 0.000 & 025
2.55 3.06 24 0.190 0.373 % 02
3.06 3.57 0 0.000 0.000 K
3.57 4.08 4 0.032 0.062 015
4.08 4.59 0 0.000 0.000 01
4.59 5.1 19 0.151 0.296
0.05
N -
0 1 2 3 4

Correct Score
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Question 2a Data Analysis

Summary statistics:

Obs. with OP% Seq

Variable Observations  missing withou Minimum Maximum  Mean .
missing deviation

data
data

Green 35 15 20 0.000 5.000 1.800 1.989
Blue 35 13 22 0.000 5.000 1.318 1.937
Dark Blue 35 7 28 0.000 5.000 2.357 1.747
White 35 0 35 0.000 5.000 1.600 1.943
Yellow 35 14 21 0.000 5.000 1.524 1.721

Kruskal-Wallis test:

K (Observed

6.196
value)
K (Critical 9.488
DF 4
p—value (Two—
tailed) 0.185
alpha 0.05
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Significance level (%): 5

Multiple pairwise comparisons using Dunn’s procedure / Two—tailed test:

Sum of  Mean of
Sample Frequency ranks ranks Groups

Blue 22 1196.500 54.386 A
White 35 2106.500 60.186 A
Yellow 21 1264.000 60.190 A
Green 20 1285.500 64.275 A
Dark Blue 28 2148.500 76.732 A
Table of pairwise differences:

Green Blue Dark Blue  White Yellow
Green 0 9889 -12.457 4.089 4.085
Blue -9.889 0 -22.346 -5.799 -5.804
Dark Blue 12.457 22.346 0 16.546 16.542
White -4.089 5799 -16.546 0 —-0.005
Yellow —4.085 5804 -16.542 0.005 0
p—values:

Green Blue Dark Blue  White Yellow
Green 1 0.353 0.217 0.672 0.704
Blue 0.353 1 0.023 0.536 0.581
Dark Blue 0.217 0.023 1 0.058 0.096
White 0.672 0.536 0.058 1 1.000
Yellow 0.704 0.581 0.096 1.000 1
Bonferroni corrected significance level: 0.005
Significant differences:

Green Blue Dark Blue  White Yellow
Green No No No No No
Blue No No No No No
Dark Blue No No No No No
White No No No No No
Yellow No No No No No
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Appendix 13

Question 2b Data Analysis

Summary statistics:

. Obs.
Obs. with )
Variable Observations  missing Wl.thc.)Ut Minimum Maximum Mean S.td'.
data missing deviation
data
Green o6 15 23 0.000 3.000 0.652 1.071
Blue 38 15 93 0000 3000 0957  1.296
Dark Blue 38 8 30 0.000 3.000 1.433 1.382
White 38 0 38 0000 3000 1079  1.323
Yellow 38 17 91 0.000 3.000 0.762 0.831
Kruskal-Wallis test:
K (Observed value) 5.238
K (Critical value) 9.488
DF 4
p—value (Two—tailed) 0.264
alpha 0.05
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Multiple pairwise comparisons using Dunn’s procedure / Two—tailed test:

Question 2b Data Analysis

Significance level (%): 5

Sum of

Mean of

Sample Frequency ranks ranks Groups

Green 23 1329.000 57.783 A
Blue 23 1483.500 64.500 A
Yellow 21 1384.500 65.929 A
White 38 2599500 68.408 A
Dark Blue 30 2383.500 79.450 A
Table of pairwise differences:

Green Blue Dark Blue  White Yellow
Green 0 -6.717 -21.667 -10.625 -8.146
Blue 6.717 0 -14950 -3.908 -1.429
Dark Blue 21.667 14.950 0 11.042 13.521
White 10.625 3.908 -11.042 0 2479
Yellow 8.146 1429 —13.521 -2.479 0
p—values:

Green Blue Dark Blue  White Yellow
Green 1 0.525 0.029 0.261 0.451
Blue 0.525 1 0.132 0.679 0.895
Dark Blue 0.029 0.132 1 0.207 0.184
White 0.261 0.679 0.207 1 0.799
Yellow 0.451 0.895 0.184 0.799 1
Bonferroni corrected significance level: 0.005
Significant differences:

Green Blue Dark Blue  White Yellow
Green No No No No No
Blue No No No No No
Dark Blue No No No No No
White No No No No No
Yellow No No No No No
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Appendix 13

Question 2b Data Analysis

Summary statistics:

. Obs.
Obs. with .
Variable Obs. missing Wl.th(.)Ut Minimum Maximum  Mean S.td'.
data missing deviation
data
Vari 159 0 135 0.000 3.000 1.015 1.240

Descriptive statistics for the intervals :

Lower Upper Relative .
bound bound Frequency frequency Density

0 0.31 71 0.526 1.697

0.31 0.62 0 0.000 0.000

0.62 0.93 0 0.000 0.000

0.93 1.24 22 0.163 0.526

1.24 1.55 0 0.000 0.000

1.55 1.86 0 0.000 0.000

1.86 2.17 11 0.081 0.263

2.17 2.48 0 0.000 0.000

2.48 2.79 0 0.000 0.000

2.79 3.1 31 0.230 0.741

Question 2b Japanese Data

0.6
0.5
z 0.4
-gO?:
ERY
0.1
0

0 0.5 1 15 2 2.5 3 3.5

Varl
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Summary statistics: Appendix 13 Question 2b Data Analysis

Obs. with wi?::ﬁt Std
Variable Observations  missing . Minimum Maximum Mean .
missing deviation
data
data
Question 2b 135 0 135 0.000 3.000 1.015 1.240
Grubbs test for outliers / Two—tailed test:
G (Observed value) 1.601
G (Critical value) 3.483
p-value (Two-tailed) < 0.0001
alpha 0.05
99% confidence interval on the p—value:
Question 2b G G(Critical p—value Step
value)
3.000 1.601 3.483 < 0.0001 1
Z-scores
25
5 |
15 4
I
0.5
e
S o
&k 1 U os ot o oollob foo K
05
a
1.5 +
2
-2.5

Observations
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Appendix 13

Question 3a Japanese Version Summary of Statistics

Question 3a Japanese Data

0.5

0.45

0.4

0.35

0.3

0.2

Relative frequency
o
N
(92}

0.15

0.1

0.05

0 0.5 1 1.5 2 2.5 3 35
Correct Data

Non—Parametric data distribution Conducted a Grubbs test and found no
outliers.

i Multiple pairwise comparisons using Dunn’s procedure / Two-—
Kruskal-Wallis test: ple p P g P /

tailed test:
p—values:
K (Observed value) 17.831
K (Critical value) 9.488 Green Blue Dark Blue White Yellow
DF 4 Green 1 0.001 0.016 0.754 0.078
p—value (Two—tailed) 0.001 Blue 0.001 1 0.253 0.001 0.121
alpha 0.05 Dark Blue 0.016 0.253 1 0.016 0.601
White 0.754 0.001 0.016 1 0.098
Yellow 0.078 0.121 0.601 0.098 1

Bonferroni corrected significance level: 0.005

The is Dunn, Bonferroni tests are very conservative (p 0.005)
[Mann-Whitney Tests in pairs of colors. |
The results (p<=0.05)

Green Blue |Dark Blue| White Yellow
Green - 0.001 0.012 0.84 0.076
Blue 0.001 - 0.128 0.00 0.063
Dark Blue 0.012 0.128 - 0.012 0.651
White 0.84 0.00 0.012 - 0.098
Yellow 0.076 0.063 0.651 0.098 -

Yellow not significant
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Appendix 13

Question 3a Japanese
Score
Number of | Standard
Color 3 2 0 Mean Surveys |Deviation
Yellow 4 3 10 1.095 211 1.19
White 4 1 13 1.714 35 1.39
Green 3 2 6 1.810 211 1.30
Dark Blue 11 0 16 0.966 291 1.10
Blue 2 1 17 0.500 22| 0.99
N= 128
Mean
2.000
1. 800 Mean
00 avellon Yellow 1.095
1. 200 mjhite Whlte 171 4
1.000 - ®Green Green 1.810
8' 288 1 = Dark Blue Dark Blue 0.966
0.400 - "Blue Blue 0.500
0.200 - E
0.000 - :
Yellow White  Green Dark Blue **Green sig v. Blue, Dk Blue
Blue White sig Blue, Dk Blue
Blue sig vs.Green, White
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Appendix 13
Question 3b Data Analysis

. Obs.
Obs. with thout Std
Variable Observations  missing withou Minimum Maximum  Mean .
missing deviation
data
data
Question 3b 135 0 135 0.000 2.000 0.637 0.618
Grubbs test for outliers / Two—tailed test:
G (Observ 2.205
G (Critical 3.483
p—value (T < 0.0001
alpha 0.05
Z-scores
25
2 | Ll
1.5
1 .
E
8

Observations
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Appendix 13

Question 3b Data Analysis

Summary statistics:

. Obs
Obs. with o
. Obs. o without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 135 0 135 0.000 2.000 0.637 0.618

Question 3b Japanese Data

o
«n

I
>
[

o
© w ©°
w S

Relative frequency
o
o N
N (921

0.15

0.1 A

0.05 -

0 0.5 1 15 2 2.5

Correct Score

Descriptive statistics for the intervals :

Lower Upper I?requency Relative Densit
bound bound Frequency Y
0 0.21 59 0.437 2.081
0.21 0.42 0 0.000 0.000
0.42 0.63 0 0.000 0.000
0.63 0.84 0 0.000 0.000
0.84 1.05 66 0.489 2.328
1.05 1.26 0 0.000 0.000
1.26 1.47 0 0.000 0.000
1.47 1.68 0 0.000 0.000
1.68 1.89 0 0.000 0.000
1.89 2.1 10 0.074 0.353

330



Appendix 13 Question 4a Data Analysis

Summary statistics:

, Obs.
Obs. with thout Std
Variable Observations  missing WINOUL  Minimum  Maximum ~ Mean .
data missing deviation
data
Green 35 14 21 0.000 4.000 1.714 1.821
Blue 35 13 22 0.000 4.000 0.636 1.399
Dark Blue 35 6 29 0.000 4.000 1.379 1.935
White 35 0 35 0.000 4.000 1.914 1.931
Yellow 35 14 21 0.000 4.000 1.190 1.601
Kruskal-Wallis test:
K (Observed value) 6.195
K (Critical value) 9.488
DF 4
p—value (Two—tailed) 0.185
alpha 0.05
Sample Frequency Sr::]k(s)f Mrzanrl](sf Groups
Blue 22 1123.500 51.068 A
Dark Blue 29 1812500 62.500 A
Yellow 21 1335.500 63.595 A
Green 21 1460.000 69.524 A
White 35 2524500 72.129 A
Table of pairwise differences:
Green Blue Dark Blue White Yellow
Green 0 18.456 7.024 -2.605 5.929
Blue -18.456 0 -11.432 -21.060 -12527
Dark Blue -7.024 11.432 0 -9.629 -1.095
White 2.605 21.060 9.629 0 8.533
Yellow -5.929 12.527 1.095 -8.533 0
p—values:
Green Blue Dark Blue White Yellow
Green 1 0.065 0.455 0.774 0.558
Blue 0.065 1 0.218 0.018 0.211
Dark Blue 0.455 0.218 1 0.243 0.907
White 0.774 0.018 0.243 1 0.346
Yellow 0.558 0.211 0.907 0.346 1
Bonferroni corrected significance level: 0.005
Significant differences:
Green Blue Dark Blue White Yellow
Green No No No No No
Blue No No No No No
Dark Blue No No No No No
White No No No No No
Yellow No No No No No
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Appendix 13
Question 4a Data Analysis

Summary statistics:

Obs. with 2:3' . St
Variable Observations missing WIENOUE  Minimum Maximum  Mean .
missing deviation
data
data
Varl 128 0 128 0.000 4.000 1.422 1.808

Question 4 b Data Analysis

0.6

0.5

I
i

Relative frequency
o
w

o
N}

0.1

: 1 = [ ]

0 0.5 1 1.5 2 2.5 3 35 4 4.5

Correct Score

Descriptive statistics for the intervals :

Iggtl‘v:g Upper bound FrequencyFIS:(Litel\r/]iy Density

0 0.41 74 0.578 1.410
0.41 0.82 0 0.000 0.000
0.82 1.23 7 0.055 0.133
1.23 1.64 0 0.000 0.000
1.64 2.05 3 0.023 0.057
2.05 2.46 0 0.000 0.000
2.46 2.87 0 0.000 0.000
287 3.28 7 0.055 0.133
3.28 3.69 0 0.000 0.000
3.69 4.1 37 0.289 0.705
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Appendix 13 Question 4b Data Analysis

Summary statistics:

. Obs. with 0P
. Observations L without . . Std.
Variable missing . Minimum Maximum  Mean ..
missing deviation
data
data
Green 37 14 23 0.000 3.000 0.870 1.140
Blue 37 14 23 0.000 3.000 1.000 1.348
Dark Blue 37 9 28 0.000 3.000 1.071 1.245
White 37 0 37 0.000 3.000 1.459 1.304
Yellow 37 16 21 0.000 3.000 1.143 1.276
Kruskal-Wallis test:
K (Observed value) 3.360
K (Critical value) 9.488
DF 4
p-value (Two—tailed) 0.500
alpha 0.05
Sum of Mean of
Sample Frequency ranks ranks Groups
Green 23 1368.500 59.500 A
Blue 23 1432.000 62.261 A
Dark Blue 28 1827.000 65.250 A
Yellow 21 1381.000 65.762 A
White 37 2769.500 74.851 A
Table of pairwise differences:
Green Blue Dark Blue  White Yellow
Green 0 -2.761 -5.750 -15.351 -6.262
Blue 2.761 0 -2.989 -12.590 -3.501
Dark Blue 5.750 2.989 0 -9.601 -0.512
White 15.351 12.590 9.601 0 9.089
Yellow 6.262 3.501 0.512 -9.089 0
p—values:
Green Blue Dark Blue  White Yellow
Green 1 0.791 0.562 0.101 0.556
Blue 0.791 1 0.763 0.179 0.742
Dark Blue 0.562 0.763 1 0.277 0.960
White 0.101 0.179 0.277 1 0.345
Yellow 0.556 0.742 0.960 0.345 1
Bonferroni corrected significance level: 0.005
Significant differences:
Green Blue Dark Blue  White Yellow
Green No No No No No
Blue No No No No No
Dark Blue No No No No No
White No No No No No
Yellow No No No No No
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Appendix 13

Question 4b Data Analysis

Summary statistics:

Obs
Obs. with o
. Obs. o without .. . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 133 0 133 0.000 3.000 1.158 1.272

Question 4b Japanese Data

0.6

0.5

I
IS

Relative frequency
o
w

I
N}

0.1

0 0.5 1 1.5 2 2.5 3 3.5
Correct Score

Descriptive statistics for the intervals :

Lower Upper Frequency Relative

bound bound Frequency Density

0 0.31 67 0.504 1.625
0.31 0.62 0 0.000 0.000
0.62 0.93 0 0.000 0.000
0.93 1.24 9 0.068 0.218
1.24 1.55 0 0.000 0.000
1.55 1.86 0 0.000 0.000
1.86 2.17 26 0.195 0.631
2.17 2.48 0 0.000 0.000
2.48 2.79 0 0.000 0.000
2.79 3.1 31 0.233 0.752
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Appendix 13

Question 5a and 6b Japanese Version Summary of Statistics

I
>
G

Question 5a and 6b Japanese

I
IS

o
w
a

I
w

0.25

I
[N}

Relative frequency
I
e
wv

o
e

o
o
G

o
o

0.5

Non—Parametric data distribution

Kruskal-Wallis test:

K (Observed value)
K (Critical value)

DF

p—value (Two—tailed)
alpha

12.224
9.488
4
0.016
0.05

15

2 2.5

Correct Score

35

Conducted a Grubbs test and found no outliers.

Multiple pairwise comparisons using Dunn’s procedure / Two—

tailed test:
p—values:
Green Blue Dark Blue  White Yellow

Green 0.032 0.638 0.888 0.100
Blue 0.032 1 0.006 0.011 0.642
Dark Blue 0.638 0.006 1 0.703 0.026
White 0.888 0.011 0.703 1 0.049
Yellow 0.100 0.642 0.026 0.049 1

Bonferroni corrected significance level: 0.005

The is Dunn, Bonferroni tests are very conservative (p 0.005)

[Mann—-Whitney Tests in pairs of colors.

The results (p<=0.05)

Green Blue Dark Blue| White Yellow
Green - 0.046 0.691 0.921 0.110
Blue 0.046 - 0.005 0.017 0.452
Dark Blue 0.691 0.005 - 0.784 0.014
White 0.921 0.017 0.784 - 0.042
Yellow 0.110 0.452 0.014 0.042 -

Significance was mixed all over
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Appendix 13 Question 5b Data Analysis

Summary statistics:

. Obs.
Obs. with thout Std
Variable Observations  missing withou Minimum Maximum  Mean .
data missing deviation
data
Green 38 15 23 0.000 3.000 1.304 1.428
Blue 38 15 23 0.000 3.000 1.000 1.314
Dark Blue 38 8 30 0.000 3.000 2.033 1.299
White 38 0 38 0.000 3.000 1.658 1.381
Yellow 38 17 21 0.000 3.000 1.429 1.363
Kruskal-Wallis test:
K (Observed value) 8.686
K (Critical value) 9.488
DF 4
p—value (Two—tailed) 0.069
alpha 0.05
Sample Frequency Srl;r:kc;f Mr?:l](:f Groups
Blue 23 1232.500 53.587 A
Green 23 1429.000 62.130 A
Yellow 21 1363.500 64.929 A
White 38 2723.500 71.671 A
Dark Blue 30 2431.500 81.050 A
Table of pairwise differences:
Green Blue Dark Blue White Yellow
Green V) 8043 -~ 18920 =9.041 =Z.7198
Bite =8.543 0 —27463 18084 —11.342
Dark Blue 18.920 27.463 0 9.379 16.121
White 9.541 18.084 -9.379 0 6.742
Yellow 2.798 11.342 -16.121 -6.742 0
p—values:
Green Blue Dark Blue  White Yellow
Green 1 0.424 0.059 0.319 0.798
Blue 0.424 1 0.006 0.059 0.299
Dark Blue 0.059 0.006 1 0.289 0.118
White 0.319 0.059 0.289 1 0.493
Yellow 0.798 0.299 0.118 0.493 1
Bonferroni corrected significance level: 0.005
Significant differences:
Green Blue Dark Blue  White Yellow

Green No No No No No

Blue No No No No No

Dark Blue No No No No No

White No No No No No

Yellow No No No No No
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Appendix 13
Question 5b Data Analysis

Summary statistics:

Obs.

Variable Observations ObS with Wl.th(?Ut Minimum Maximum  Mean S.td'.
missing data missing deviation
data
Varl 135 0 135 0.000 3.000 1.533 1.381
Question 5b Japanese Data
0.45
0.4
0.35
g 0.3
%" 0.25
2 02
ﬁ 0.15
0.1
0.05
0 I I
0 0.5 1 1.5 2 2.5 3 3.5
Correct Score
Descriptive statistics for the intervals :
Lower Relative .
bound Upper bound  Frequency frequency Density
0 0.31 57 0.422 1.362
0.31 0.62 0 0.000 0.000
0.62 0.93 0 0.000 0.000
0.93 1.24 3 0.022 0.072
1.24 1.55 0 0.000 0.000
1.55 1.86 0 0.000 0.000
1.86 2.17 21 0.156 0.502
217 2.48 0 0.000 0.000
2.48 2.79 0 0.000 0.000
2.79 3.1 54 0.400 1.290
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Appendix 13 Questions 6a and 7b Data Analysis

Summary statistics:

_ Obs with Obs
. Observations - without .. . Std.
Variable missing . Minimum Maximum  Mean .
data missing deviation
data
Green 13 37 36 0.000 1.000 0.667 0.478
Blue 13 28 45 0.000 1.000 0.511 0.506
Dark Blue 13 14 59 0.000 1.000 0.678 0.471
White 13 0 73 0.000 1.000 0.699 0.462
Yellow /3 31 42 0.000 1.000 0.571 0.501
Kruskal-Wallis test:
K (Observed value) 5.593
K (Critical value) 9.488
DF 4
p—-value (Two—tailed) 0.232
alpha 0.05
Sample Frequenc Sum of Mean of Groups
y ranks ranks
Blue 45 5047.500 112.167 A
Yellow 42 5034.000 119.857 A
Green 36 4752.000 132.000 A
Dark Blue 59 7873.000 133.441 A
White 73 9933.500 136.075 A
Table of pairwise differences:
Green Blue Dark Blue White Yellow
Green 0 19.833 -1.441 -4.075 12.143
Blue -19.833 0 -21.274 -23.909 -7.690
Dark Blue 1.441 21.274 0 -2.635 13.584
White 4.075 23.909 2.635 0 16.218
Yellow -12.143 7.690 -13584 -16.218 0
p—values:
Green Blue Dark Blue White Yellow
Green 1 0.149 0.912 0.745 0.385
Blue 0.149 1 0.080 0.040 0.560
Dark Blue 0.912 0.080 1 0.807 0.274
White 0.745 0.040 0.807 1 0.173
Yellow 0.385 0.560 0.274 0.173 1
Bonferroni corrected significance level: 0.005
Significant differences:
Green Blue Dark Blue White Yellow
Green No No No No No
Blue No No No No No
Dark Blue No No No No No
White No No No No No
Yellow No No Na No No
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Appendix 13
Questions 6a and 7b Data Analysis

Summary statistics:

. Obs.
Obs. with thout Std
Variable  Observations missing WI. (?u Minimum Maximum Mean ..
data missing deviation
data
Varl 267 0 263 0.000 1.000 0.635 0.482
Question 6a and 7b Japanese Data
0.7
06
05
§ 0.4
.% 03
E
0.2
0.1
0
0 0.2 0.4 06 0.8 1 12
Correct Score
Descriptive statistics for the intervals :
Lower Relative .
bound Upper bound  Frequency frequency Density
0 0.11 96 0.365 3.318
0.11 0.22 0 0.000 0.000
0.22 0.33 0 0.000 0.000
0.33 0.44 0 0.000 0.000
0.44 0.55 0 0.000 0.000
0.55 0.66 0 0.000 0.000
0.66 0.77 0 0.000 0.000
0.77 0.88 0 0.000 0.000
0.88 0.99 0 0.000 0.000
0.99 1.1 167 0.635 5.773
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Appendix 13 Questions 7a and 8B analysis
Obs.
Summary statistics: Obs. With Wl_th_OUt
Missing ~ Missing
Variable Observations pata data Minimum Maximum Mean Std. deviation
Green 73 29 44 0.000 3.000 1.295 1.391
Blue 73 28 45 0.000 3.000 1.000 1.206
Dark Blue 73 14 59 0.000 3.000 1.508 1.265
White 73 0 73 0.000 3.000 1.110 1.329
Yellow 73 31 42 0.000 3.000 1.310 1.334
Kruskal-Wallis test:
K (Observed value) 5.898
K(Critical value) 9.488
DF 4
p-value (Two-tailed)  0.207
alpha 0.05
Sample Frequency Sum of Mean of Groups
ranks ranks
Blue 45 5430.000 120.667 A
White 73 8915.000 122.123 A
Green 44 5859.500 133.170 A
Yellow 42 5759.000 137.119 A
Dark Blue 59 8752.500 148.347 A
Table of pairwise differences:
Green Blue Dark Blue White Yellow
Green 0 12504 -15.177 11.047 -3.949
Blue -12.504 0 -27.681 -1.457 -16.452
Dark Blue 15.177 27.681 0 26.224 11.228
White -11.047 1.457 -26.224 0 -14.996
Yellow 3.949 16.452 -11.228 14.996 0
p—values:
Green Blue Dark Blue  White Yellow
Green 1 0.407 0.284 0.416 0.797
Blue 0.407 1 0.049 0914 0.281
Dark Blue 0.284 0.049 1 0.035 0.434
White 0.416 0.914 0.035 1 0.276
Yellow 0.797 0.281 0.434 0.276 1
Bonferroni corrected significance level: 0.005
Significant differences:
Green Blue Dark Blue White Yellow
Green No No No No No
Blue No No No No No
Dark Blue No No No No No
White No No No No No
Yellow No No No No No
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Appendix 13
Questions 7a and 8b Data Analysis

Summary statistics:

Obs
Obs. with o
. Obs. o without .. . Std.
Variable missing . Minimum Maximum  Mean e
missing deviation
data
data
Varl 263 0 263 0.000 3.000 1.243 1.308

Questions 7a and 8b Japanese

0.45

0.4

0.35

o
w

I
N
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o
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Relative frequency

(=]
iy
w

o
S

o
o
G

o

0 0.5 1 1.5 2 2.5 3 3.5
Correct Score

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound Frequency Density
0 0.31 118 0.449 1.447
0.31 0.62 0 0.000 0.000
0.62 0.93 0 0.000 0.000
0.93 1.24 45 0.171 0.552
1.24 1.55 0 0.000 0.000
1.55 1.86 0 0.000 0.000
1.86 2.17 18 0.068 0.221
2.17 2.48 0 0.000 0.000
2.48 2.79 0 0.000 0.000
2.79 3.1 82 0.312 1.006
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Appendix 13 Question 8a Data Analysis

Summary statistics:

. Obs.
Obs. with )
Variable Observations  missing Wl.thc.)Ut Minimum Maximum  Mean S.td'.
data missing deviation
data
Green 35 14 21 0.000 4.000 2.429 1.777
Blue 35 13 29 0.000 4.000 2.000 1.746
Dark Blue 35 6 29 0.000 4.000 2.897 1.543
White 35 0 35 0.000 4.000 2714 1.725
Yellow 35 14 21 0.000 4.000 2.048 1.564
Kruskal-Wallis test:
K (Observed value) 6.480
K (Critical value) 9.488
DF 4
p—value (Two—tailed) 0.166
alpha 0.05
Sample Frequency Sum of rarlMsan of rank Groups
Yellow 21 1133.500 53.976 A
Blue 22 1196.000 54.364 A
Green 21 1349.000 64.238 A
White 35 2464500 70414 A
Dark Blue 29 2113.000 72.862 A
Table of pairwise differences:
Green Blue Dark Blue  White Yellow
Green 0 9.874 -8.624 -6.176 10.262
Blue -9.874 0 -18.498 -16.051 0.387
Dark Blue 8.624 18.498 0 s 2448 18.886
White 6.176 16.051 -2.448 0 16.438
Yellow -10.262 -0.387 -18.886 —16.438 0
p—values:
Green Blue Dark Blue  White Yellow

Green 1 0.352 0.387 0.520 0.339
Blue 0.352 1 0.060 0.090 0.971
Dark Blue 0.387 0.060 1 0.779 0.058
White 0.520 0.090 0.779 1 0.087
Yellow 0.339 0.971 0.058 0.087 1
Bonferroni corrected significance level: 0.005

Significant differences:

Green Blue Dark Blue  White Yellow

Green No No No No No

Blue No No No No No

Dark Blue No No No No No

White No No No No No

Yellow No No No No No
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Appendix 13
Question 8a Data Analysis

Summary statistics:

. Obs.
. Obs. Ob.S' \.Nlth without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 128 0 128 0.000 4.000 2477 1.683
Question 8a Japanese Data
05
0.45
04
S 035
§ 03
g
E 025
2
E 0.2
© 015 |
01 |
0.05 -
0 N — - ‘ : ‘ :
0 05 1 15 2 25 3 35 45

Correct Score

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound Frequency Density
0 0.41 34 0.266 0.648
0.41 0.82 0 0.000 0.000
0.82 1.23 3 0.023 0.057
1.23 1.64 0 0.000 0.000
1.64 2.05 18 0.141 0.343
2.05 2.46 0 0.000 0.000
2.46 2.87 0 0.000 0.000
2.87 3.28 14 0.109 0.267
3.28 3.69 0 0.000 0.000
3.69 4.1 59 0.461 1.124
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Appendix 13 Question 9a Japanese Data

Summary statistics:

. Obs.
Obs. with . Std
Variable Observations missing Wl.thc.)Ut Minimum Maximum  Mean ..
data missing deviation
data
Green 35 14 21 0.000 4.000 2.048 1.658
Blue 35 13 22 0.000 4.000 1.409 1.869
Dark Blue 35 6 29 0.000 4.000 2.034 1.955
White 35 0 35 0.000 4.000 1.257 1.721
Yellow 35 14 21 0.000 4.000 0.905 1.609
Kruskal-Wallis test:
K (Observed value) 7.790
K (Critical value) 9.488
DF 4
p—value (Two—tailed) 0.100
alpha 0.05
Sample Frequency Srl;r:k:f Mrze:]r&:f Groups
Yellow 21 1105.500 52.643 A
White 35 2074500 59.271 A
Blue 22 1363.500 61.977 A
Green 21 1556.500 74.119 A
Dark Blue 29 2156.000 74.345 A
Table of pairwise differences:
Green Blue Dark Blue  White Yellow
Green 0 12.142 -0.226 14.848 21476
Blue -12.142 0 -12.368 2.706 9.334
Dark Blue 0.226 12.368 0 15.073 21.702
White -14.848 -2.706 -15.073 0 6.629
Yellow -21.476 -9.334 -21.702 —6.629 0
p—values:
Green Blue  Dark Blue White Yellow
Green 1 0.236 0.981 0.110 0.038
Blue 0.236 1 0.193 0.767 0.363
Dark Blue 0.981 0.193 1 0.074 0.024
White 0.110 0.767 0.074 1 0.475
Yellow 0.038 0.363 0.024 0.475 1
Bonferroni corrected significance level: 0.005
Significant differences:
Green Blue  Dark Blue  White Yellow
Green No No No No No
Blue No No No No No
Dark Blue No No No No No
White No No No No No
Yellow No No No No No
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Appendix 13

Question 9a Data Analysis

Summary statistics:

Obs. with ~ OPS
. Observations o without _ : Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 128 128 0.000 4.000 1.531 1.801
Question 9a Japanese Data
06
05
04
g
g
& 03
g
é 02
01
0 | | [ I
0 05 1 15 2 25 3 35 45

Correct Score

Descriptive statistics for the intervals :

Lower

Relative

bound Upper bound Frequency frequency Density
0 0.41 68 0.531 1.296
0.41 0.82 0 0.000 0.000
0.82 1.23 7 0.055 0.133
1.23 1.64 0 0.000 0.000
1.64 2.05 9 0.070 0.171
2.05 2.46 0 0.000 0.000
2.46 2.87 0 0.000 0.000
2.87 3.28 5 0.039 0.095
3.28 3.69 0 0.000 0.000
3.69 4.1 39 0.305 0.743
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Appendix 13 Question 9b Data Analysis

Summary statistics:

_ Obs.with 9Ps
Variabl Observations o without Mini Maxi M Std.
ariable missing ., inimum Maximum ean .
data missing deviation
data
Green 38 16 22 0.000 1.000 0.318 0.477
Blue 38 15 23 0.000 1.000 0.391 0.499
Dark Blue 38 8 30 0.000 1.000 0.400 0.498
White 38 0 38 0.000 1.000 0.342 0.481
Yellow 38 18 20 0.000 1.000 0.200 0.410
Kruskal-Wallis test:
K (Observed value) 2.531
K (Critical value) 9.488
DF 4
p—value (Two—tailed) 0.639
alpha 0.05
Sample Frequenc Sum of Mean of Groups
y ranks ranks
Yellow 20 1156.000 57.800 A
Green 22 1444500 65.659 A
White 38 2555500 67.250 A
Blue 23 1622.000 70.522 A
Dark Blue 30 2133.000 71.100 A
Table of pairwise differences:
Green Blue Dark Blue White Yellow
Green 0 -4.863 -5.441 -1.591 7.859
Blue 4.863 0 -0.578 3.272 12.722
Dark Blue 5.441 0.578 0 3.850 13.300
White 1.591 -3.272 -3.850 0 9.450
Yellow -7.859 -12.722 -13.300 -9.450 0
p—values:
Green Blue Dark Blue  White Yellow
Green 1 0.606 0.539 0.851 0.421
Blue 0.606 1 0.947 0.695 0.188
Dark Blue 0.539 0.947 1 0.618 0.145
White 0.851 0.695 0.618 1 0.279
Yellow 0.421 0.188 0.145 0.279 1
Bonferroni corrected significance level: 0.005
Significant differences:
Green Blue Dark Blue White Yellow
Green No No No No No
Blue No No No No No
Dark Blue No No No No No
White No No No No No
Yellow No No No Na No
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Appendix 13
Question 9b Data Analysis

Summary statistics:

. Obs.
. Ob.S' \.Nlth without . . Std.
Variable . __missing . Minimum Maximum  Mean .
Observations missing deviation
data
data
Vari 133 0 133 0.000 1.000 0.338 0.475
Question 9b Japanese Data
0.7
0.6
o 0.5
% 0.4
'.% 0.3
e
0.2
0.1
0
0 0.2 0.4 0.6 0.8 1 1.2
Correct Score
Descriptive statistics for the intervals :
Lower Upper Frequency Relative .
bound bound Frequency Density
0 0.11 88 0.662 6.015
0.11 0.22 0 0.000 0.000
0.22 0.33 0 0.000 0.000
0.33 0.44 0 0.000 0.000
0.44 0.55 0 0.000 0.000
0.55 0.66 0 0.000 0.000
0.66 0.77 0 0.000 0.000
0.77 0.88 0 0.000 0.000
0.88 0.99 0 0.000 0.000
0.99 1.1 45 0.338 3.076
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Appendix 13 Question 3b Data Analysis Summary statistics:

Obs.
Variable Observations Obs with Wl.th(.)Ut Minimum  Maximum Mean S.td'.
missing data missing deviation
data
Data 123 0 123 0.000 1.000 0.528 0.501
Variable Categories  Frequencies %
Background Color Blue 22 17.886
Dark Blue 27 21.951
Green 22 17.886
White 33 26.829
Yellow 19 15.447
Regression of variable Data:
Goodness of fit statistics:
Observations 123.000
Sum of weights 123.000
DF 118.000
R2 0.056
Adjusted R2 0.024
MSE 0.245
RMSE 0.495
MAPE 44521
DW 2.200
Cp 5.000
AIC -167.982
SBC -153.921
PC 1.024
Analysis of variance:
Source DF Sum of Mean F Pr>F
squares squares
Model 4 1.712 0.428 1.745 0.145
Error 118 28.939 0.245
Corrected Total 122 30.650
Computed against model Y=Mean('Y)
Type | Sum of Squares analysis:
Source DF Sum of ~ Mean F Pr>F
squares squares
Background Color 4 1.712 0.428 1.745 0.145
Type Il Sum of Squares analysis:
Source DF Sumof - Mean F Pr>F
squares squares
Background Color 4 1.712 0.428 1.745 0.145
Type Il Sum of Squares analysis:
Source DF Sum of Mean F Pr>F
squares squares
Background Color 4 1.712 0.428 1.745 0.145
Model parameters:
Standard Lower Upper
Source Value error t Pr> 1t bound (95%) bound (95%)
Intercept 0.500 0.106 4.736 < 0.0001 0.291 0.709
Background Color-Blue 0.000 0.000
Background Color—-Dark Blue 0.167 0.142 1.172 0.244 -0.115 0.448
Background Color-Green —0.045 0.149 -0.304 0.761 -0.341 0.250
Background Color-White 0.106 0.136 0.778 0.438 -0.164 0.376
Background Color=Yellow -0.184 0.155 -1.188 0.237 —0.491 0.123
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Appendix 13

Question 3b Data Analysis Summary statistics:

Standard Lower Upper
Source Value error t Pr> bound (95%) bound (95%)
Background Color-Blue 0.000 0.000
Background Color-Dark Blue 0.138 0.118 1.172 0.244 -0.095 0.372
Background Color-Green -0.035 0.115 -0.304 0.761 -0.262 0.192
Background Color-White 0.094 0.121 0.778 0.438 -0.145 0.334
Background Color-Yellow -0.133 0.112 -1.188 0.237 —0.356 0.089

Data / Standardized coefficients

(95% conf. interval)

Background Cplor-Dar}

Background Color-Blue

Standardized coefficients

k Blue

Background|Color-Green

Background Color-White

Background (Color-Yellow

Variable

Data / Standardized residuals Pred(Data) / Standardized residuals
15 15
.
.
1 1 .
.
") ") .
® 05 T 05
2 b}
§ o E 0
5 02 04 06 08 s o3 035 04 045 05 055 06 065 o7
£ 4
g 05 § 05
« @ .
.
1 1 .
.
.
15 15
Data Pred(Data)
Means charts:
Pred(Data) / Data
Background Color 1 -
07 /,-’/
08 ’,x"
06 e
05 06 ,—”/
s
o 04 8 e
5 04 ’,»’/
03 e
02 02 ,,-"/
01 . 7
0+~
0 0 02 04 06 08 1
Color-Blue Color-Dark Color-Green Color-White Color-Yell Pred(Data)
Blue
Background Color
Standardized residuals / Data
T
Background Color / Tukey (HSD) / Analysis of the differences between the categories with a
confidence interval of 95%:
Obs103
Contrast Difference Sta'ndardlze Critical Pr > Diff  Significant
d difference  value 2
2 —_—
Dark Blue vs Yellow 0.351 2.366 27N 0.132 No g BT
Dark Blue vs Green 0.212 1.491 27N 0.570 No é
Dark Blue vs Blue 0.167 1.172 27N 0.767 No
Dark Blue vs White 0.061 0.472 27N 0.990 No v
White vs Yellow 0.290 2.035 27N 0.256 No =
White vs Green 0.152 1.112 27N 0.800 No
White vs Blue 0.106 0.778 27N 0.936 No ——
Blue vs Yellow 0.184 1.188 27N 0.758 No
Blue vs Green 0.045 0.304 2.771 0.998 No
Green vs Yellow 0.139 0.895 2.771 0.898 No 15 1 05 0 05 1 15
Tukey's d critical value: 3.918 Standardized residuals
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Question 3b Data Analysis Summary statistics:

Appendix 13
Category Mean Groups
Dark Blue 0.667 A
White 0.606 A
Blue 0.500 A
Green 0.455 A
Yellow 0.316 A

Background Color / Fisher (LSD) / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference Stapdardlze Critical Pr > Diff  Significant
d difference  value

Dark Blue vs Yellow 0.351 2.366 1.980 0.020 Yes
Dark Blue vs Green 0.212 1.491 1.980 0.139 No
Dark Blue vs Blue 0.167 1.172 1.980 0.244 No
Dark Blue vs White 0.061 0.472 1.980 0.638 No
White vs Yellow 0.290 2.035 1.980 0.044 Yes
White vs Green 0.152 1.112 1.980 0.269 No
White vs Blue 0.106 0.778 1.980 0.438 No
Blue vs Yellow 0.184 1.188 1.980 0.237 No
Blue vs Green 0.045 0.304 1.980 0.761 No
Green vs Yellow 0.139 0.895 1.980 0.373 No
LSD-value: 0.28

Category Mean Groups
Dark Blue 0.667 A
White 0.606 A
Blue 0.500 A B
Green 0.455 A B
Yellow 0.316 B

Background Color / Bonferroni / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference Sta'ndardlze Critical Pr > Diff  Significant
d difference  value

Dark Blue vs Yellow 0.351 2.366 2.861 0.020 No
Dark Blue vs Green 0.212 1.491 2.861 0.139 No
Dark Blue vs Blue 0.167 1.172 2.861 0.244 No
Dark Blue vs White 0.061 0.472 2.861 0.638 No
White vs Yellow 0.290 2.035 2.861 0.044 No
White vs Green 0.152 1.112 2.861 0.269 No
White vs Blue 0.106 0.778 2.861 0.438 No
Blue vs Yellow 0.184 1.188 2.861 0.237 No
Blue vs Green 0.045 0.304 2.861 0.761 No
Green vs Yellow 0.139 0.895 2.861 0.373 No
Modified significance level: 0.005

Category Mean Groups
Dark Blue 0.667 A
White 0.606 A
Blue 0.500 A
Green 0.455 A
Yellow 0.316 A

Background Color / Dunn—Sidak / Analysis of the differences between the categories with a confidence interval of 95%:

Gontrast Difference  Stondardize - Critical b o i gigificant
d difference  value

Dark Blue vs Yellow 0.351 2.366 2.853 0.020 No
Dark Blue vs Green 0.212 1.491 2.853 0.139 No
Dark Blue vs Blue 0.167 1.172 2.853 0.244 No
Dark Blue vs White 0.061 0.472 2.853 0.638 No
White vs Yellow 0.290 2.035 2.853 0.044 No
White vs Green 0.152 1.112 2.853 0.269 No
White vs Blue 0.106 0.778 2.853 0.438 No
Blue vs Yellow 0.184 1.188 2.853 0.237 No
Blue vs Green 0.045 0.304 2.853 0.761 No
Green vs Yellow 0.139 0.895 2.853 0.373 No
Modified significance level: 0.005

Category Mean Groups
Dark Blue 0.667 A
White 0.606 A
Blue 0.500 A
Green 0.455 A
Yellow 0.316 A

Background Color / Newman—Keuls (SNK) / Analysis of the differences

between the categories

Contrast Difference  Stendardize  Critical " b e g ificant
d difference  value

Dark Blue vs Yellow 0.351 2.366 2771 0.132 No
Dark Blue vs Green 0.212 1.491 2.606 0.446 No
Dark Blue vs Blue 0.167 1.172 2.374 0.472 No
Dark Blue vs White 0.061 0.472 1.980 0.638 No
White vs Yellow 0.290 2.035 2.606 0.181 No
White vs Green 0.152 1.112 2.374 0.509 No
White vs Blue 0.106 0.778 1.980 0.438 No
Blue vs Yellow 0.184 1.188 2.374 0.463 No
Blue vs Green 0.045 0.304 1.980 0.761 No
Green vs Yellow 0.139 0.895 1.980 0.373 No
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Appendix 13 Question 3b Data Analysis Summary statistics:

Category Mean Groups
Dark Blue 0.667 A
White 0.606 A
Blue 0.500 A
Green 0.455 A
Yellow 0.316 A

Background Color / Duncan / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference jtjinffdearr:':z: Cvr;f:l Pr > Diff (MZL?;; 9 Significant
Dark Blue vs Yellow 0.351 2.366 2.204 0.132 0.185 Yes
Dark Blue vs Green 0.212 1.491 2.153 0.446 0.143 No
Dark Blue vs Blue 0.167 1.172 No
Dark Blue vs White 0.061 0.472 No
White vs Yellow 0.290 2.035 2.158 0.181 0.143 No
White vs Green 0.152 1.112 No
White vs Blue 0.106 0.778 No
Blue vs Yellow 0.184 1.188 No
Blue vs Green 0.045 0.304 No
Green vs Yellow 0.139 0.895 No
Category Mean Groups
Dark Blue 0.667 A
White 0.606 A B
Blue 0.500 A B
Green 0.455 A B
Yellow 0.316 B

Background Color / REGWQ / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference it;?fii:'\li: C\:;f:l Pr > Diff (Maolg;ie:e 4 Significant
Dark Blue vs Yellow 0.351 2.366 271 0.132 0.050 No
Dark Blue vs Green 0.212 1.491 2.606 0.446 0.050 No
Dark Blue vs Blue 0.167 1.172 2.606 0.472 0.050 No
Dark Blue vs White 0.061 0.472 2.606 0.638 0.050 No
White vs Yellow 0.290 2.035 2.606 0.181 0.050 No
White vs Green 0.152 1.112 2.572 0.509 0.030 No
White vs Blue 0.106 0.778 2.572 0.438 0.030 No
Blue vs Yellow 0.184 1.188 2.572 0.463 0.030 No
Blue vs Green 0.045 0.304 2.352 0.761 0.020 No
Green vs Yellow 0.139 0.895 2.352 0.373 0.020 No
Category Mean Groups
Dark Blue 0.667 A
White 0.606 A
Blue 0.500 A
Green 0.455 A
Yellow 0.316 A

Background Color / Dunnett (two sided) / Analysis of the differences between the control category White
and the other categories with a confidence interval of 95%:

Standardize  Critical ~ Critical

Category Difference d difference  value differenc Pr > Diff  Significant
White vs Dark Blue -0.061 -0.472 2.495 0.321 0.976 No
White vs Yellow 0.290 2.035 2.495 0.356 0.144 No
White vs Green 0.152 1.112 2.495 0.340 0.658 No
White vs Blue 0.106 0.778 2.495 0.340 0.869 No
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Appendix 14 English Background Data all speal'(ers Iived. in the USA 20 years
or more or their whole life
. Obs.
. Observations 0P Wit ithout . . Std.
Variable missing . Minimum Maximum  Mean .
data missing deviation
data
Y1 75 0 75 15.790 89.470 52.305 17.976
Variable CategoriesFrequencies %
Q1 Blue 23 30.667
Dkblue 14 18.667
Green 9 12.000
White 16 21.333
Yellow 13 17.333

Correlation matrix:

Variables Q1-Blue Q1-Dkblue Q1-Green Q1-White Q1-Yellow Y1
Q1-Blue 1.000 -0.319 —0.246 —0.346 -0.305 0.117
Q1-Dkblue -0.319 1.000 -0.177 -0.249 -0.219 0.007
Q1-Green —-0.246 -0.177 1.000 -0.192 -0.169 -0.204
Q1-White -0.346 -0.249 -0.192 1.000 -0.238 -0.036
Q1-Yellow -0.305 -0.219 -0.169 -0.238 1.000 0.064
Y1 0.117 0.007 —0.204 —0.036 0.064 1.000

Multicolinearity statistics:

Statistic Q1-Blue Q1-Dkblue Q1-Green Q1-White Q1-Yellow
Tolerance 0.000 0.000 0.000 0.000 0.000
VIF 0.000 0.000 0.000 0.000 0.000
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Appendix 14 English Background Data all speakers lived in the USA 20 years
or more or their whole life

Regression of variable Y1:

Goodness of fit statistics:

Observations 75.000
Sum of weights 75.000
DF 70.000
R2 0.051
Adjusted R2 -0.004
MSE 324337
RMSE 18.009
MAPE 36.055
DW 1.998
Cp 5.000
AIC 438.459
SBC 450.047
PC 1.085

Analysis of variance:

Source pr  Sumof ~ Mean F Pr>F
squares  squares
Model 4 1208.674 302.168 0.932 0.451
Error 70 22703.614 324.337
Corrected Total 74 23912.287

Computed against model Y=Mean(Y)

Model parameters:

Q1 / Tukey (HSD) / Analysis of the differences between the categories with a confidence interval of 95%:

Contl’ast Diftrerence Std. Difterence Critical Value Pr > DITT blgnl'ricant
Blue vs Green 13.015 1.838 2.800 0.360 No
Blue vs White 4377 0.747 2.800 0.945 No
Blue vs Dkblue 2.902 0.475 2.800 0.989 No
Blue vs Yellow 0674 0.108 2.800 1.000 No
Yellow vs Green  12.341 1.580 2.800 0.515 No
Yellow vs White 3.703 0.551 2.800 0.982 No
Yellow vs Dkblue  2.228 0.321 2.800 0.998 No
Dkblue vs Green  10.113 1.314 2.800 0.683 No
Dkblue vs White 1.475 0.224 2.800 0.999 No
White vs Green 8.638 1.151 2.800 0.779 No
Tukey's d critical value: 3.96

Category LS means Groups
Blue 55.459 A
Yellow 54.785 A
Dkblue 52.557 A
White 51.083 A
Green 42.444 A

Q1 / Fisher (LSD) / Analysis of the differences between the categories with a confidence interval of 95%:
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Appendix 14 English Background Data all speakers lived in the USA 20 years
or more or their whole life

Contrast Difference  Std. Difference Critical Value Pr > Diff Significant

Blue vs Green 13.015 1.838 1.994 0.070 No
Blue vs White 4377 0.747 1.994 0.458 No
Blue vs Dkblue 2.902 0.475 1.994 0.636 No
Blue vs Yellow 0.674 0.108 1.994 0.914 No
Yellow vs Green 12.341 1.580 1.994 0.119 No
Yellow vs White 3.703 0.551 1.994 0.584 No
Yellow vs Dkblue 2.228 0.321 1.994 0.749 No
Dkblue vs Green 10.113 1.314 1.994 0.193 No
Dkblue vs White 1.475 0.224 1.994 0.824 No
White vs Green 8.638 1.151 1.994 0.254 No
LSD-value: 13.116
Category LS means Groups

Blue 55.459 A

Yellow 54.785 A

Dkblue 52.557 A

White 51.083 A

Green 42.444 A

Q1 / Bonferroni / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference Std. Difference Critical Value Pr > Diff Significant

Blue vs Green 13.015 1.838 2.899 0.070 No
Blue vs White 4377 0.747 2.899 0.458 No
Blue vs Dkblue 2.902 0.475 2.899 0.636 No
Blue vs Yellow 0.674 0.108 2.899 0914 No
Yellow vs Green 12.341 1.580 2.899 0.119 No
Yellow vs White 3.703 0.551 2.899 0.584 No
Yellow vs Dkblue 2.228 0.321 2.899 0.749 No
Dkblue vs Green 10.113 1.314 2.899 0.193 No
Dkblue vs White 1.475 0.224 2.899 0.824 No
White vs Green 8.638 1.151 2.899 0.254 No
Modified significance level: 0.005
Category LS means Groups

Blue 55.459 A

Yellow 54.785 A

Dkblue 52.557 A

White 51.083 A

Green 42.444 A

Q1 / Dunn-Sidak / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference  Std. Difference Critical Value Pr > Diff Significant

Blue vs Green 13.015 1.838 2.891 0.070 No
Blue vs White 4377 0.747 2.891 0.458 No
Blue vs Dkblue 2.902 0.475 2.891 0.636 No
Blue vs Yellow 0.674 0.108 2.891 0.914 No
Yellow vs Green 12.341 1.580 2.891 0.119 No
Yellow vs White 3.703 0.551 2.891 0.584 No
Yellow vs Dkblue 2.228 0.321 2.891 0.749 No
Dkblue vs Green 10.113 1.314 2.891 0.193 No
Dkblue vs White 1.475 0.224 2.891 0.824 No
White vs Green 8.638 1.151 2.891 0.254 No
Modified significance level: 0.005
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Appendix 14 English Background Data all speakers lived in the USA 20 years
or more or their whole life

Category LS means Groups
Blue 55.459 A
Yellow 54.785 A
Dkblue 52.557 A
White 51.083 A
Green 42.444 A

Q1 / Newman—Keuls (SNK) / Analysis of the differences between the categories with a confidence interval
of 95%:

Contrast Difference  Std. Difference Critical Value Pr > Diff Significant

Blue vs Green 13.015 1.838 2.800 0.360 No
Blue vs White 4377 0.747 No
Blue vs Dkblue 2.902 0.475 No
Blue vs Yellow 0.674 0.108 No
Yellow vs Green 12.341 1.580 2.632 0.396 No
Yellow vs White 3.703 0.551 No
Yellow vs Dkblue 2.228 0.321 No
Dkblue vs Green 10.113 1.314 2.395 0.392 No
Dkblue vs White 1.475 0.224 No
White vs Green 8.638 1.151 1.994 0.254 No
Category LS means Groups
Blue 55.459 A
Yellow 54.785 A
Dkblue 52.557 A
White 51.083 A
Green 42.444 A

Q1 / Duncan / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference  Std. Diff Critical Value Pr > Diff Alpha Significant
Blue vs Green 13.015 1.838 2.217 0.360 0.185 No
Blue vs White 4.3717 0.747 No
Blue vs Dkblue 2.902 0.475 No
Blue vs Yellow 0.674 0.108 No
Yellow vs Green 12.341 1.580 2.167 0.396 0.143 No
Yellow vs White ~ 3.703 0.551 No
Yellow vs Dkblue  2.228 0.321 No
Dkblue vs Green 10.113 1.314 2.098 0.392 0.098 No
Dkblue vs White 1.475 0.224 No
White vs Green 8.638 1.151 1.994 0.254 0.050 No
Category LS means Groups
Blue 55.459 A
Yellow 54.785 A
Dkblue 52.557 A
White 51.083 A
Green 42.444 A
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Appendix 14 English Background Data all speakers lived in the USA 20 years
or more or their whole life

Q1 / REGWQ / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference  Std. Diff Critical Value Pr > Diff Alpha Significant

Blue vs Green 13.015 1.838 2.800 0.360 0.050 No
Blue vs White 4377 0.747 No
Blue vs Dkblue 2.902 0.475 No
Blue vs Yellow 0.674 0.108 No
Yellow vs Green 12.341 1.580 2.632 0.396 0.050 No
Yellow vs White 3.703 0.551 No
Yellow vs Dkblue 2228 0.321 No
Dkblue vs Green 10.113 1.314 2.599 0.392 0.030 No
Dkblue vs White 1.475 0.224 No
White vs Green 8.638 1.151 2.375 0.254 0.020 No
Category LS means Groups
Blue 55.459 A
Yellow 54.785 A
Dkblue 52.557 A
White 51.083 A
Green 42.444 A

Q1 / Dunnett (two sided) / Analysis of the differences between the control category White and the other
categories with a confidence interval of 95%:

Category Difference Std. Difference Critical Value Pr > Diff Significant
White vs Blue -4.377 -0.747 2.507 14.698 0.871 No
White vs Yellow -3.703 —0.551 2.507 16.858 0.951 No
White vs Dkblue -1.475 -0.224 2.507 16.523 0.998 No
White vs Green 8.638 1.151 2.507 18.812 0.606 No
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Appendix 15 English Script and Slide Timings - Font Presentation

Welcomd to Akitakata. We thank you for deciding to live in our city. This presentation will
guide you to the practices and schedule of household garbage and waste disposal. If you
have further any questions or comments after watching this guide, please do not hesitate

to call the Akitakata city sanitation bureau during office hours.

Akitakata is located in the northern part of Hiroshima prefecture in the chugoku
mountain region. Because we are located in a very rural part of Japan, we are very
careful that the waste we generate does not impact the natural beauty of this area. We ask

that you follow these rules when disposing of your household garbage.

[ Akitakata, there are many classifications of household waste and for each, a different
procedure and schedule is followed. Over all, there are 5 types of household garbage
collected by the city: recyclables, combustibles (trash that can be burned) non-

combustibles, hazardous and oversized garbage. We will address each one individually.

[Recyclables are items that can be used again, either in their original form or processed and
remanufactured. Akitakata has 4 categories in this classification: Waste paper,

containers and packages, cans and bottles.

WVasté paper includes newspapers, magazines, corrugated boxes, cardboard boxes, paper
bags, envelopes or advertisements. Everything must be sorted to the same type of item. For
example, only newspapers can be bundled together with string. Each waste paper item
must be bundled separately with string, as seen here. Any other type of waste paper, like a
plastic cover in the window of an envelope, must be removed before bundled together.
Each bundle must be less than 50 cm long and less than 10 kilograms. Any paper that is
very dirty must be disposed as a combustible item. Waste paper bundles must have a ‘waste
paper’ sticker attached to each bundle. These stickers are issued by the sanitation
department for 65 yen each and can be bought at any supermarket or convenience store
in Akitakata. Waste paper is collected every second and fourth Wednesday of the

month at your neighborhood garbage station.

INext containers and packages:
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Appendix 15 English Script and Slide Timings

Containers and packages are classified into 3 categories: cartons, plastic containers and
packages and PET bottles. By Japanese law, items made of these materials, must be
labeled. For example: cartons have a ‘kamipakku’ symbol, plastic containers have the
‘pura’ symbol and PET bottles have the triangle with the number 1 inside of it. Each

category has its own garbage bag and disposal procedure.

’FOIJ cartons, such as milk or juice cartons, you much rinse and flatten each carton and
place them in the ‘kamipakku’ designated bag. You can usually put about 25 flattened
cartons in one bag. Each bag can be purchased at your local supermarket or convenience
store for 30 yen each. This type of garbage is collected on the first and third Thursday of

the month at your neighborhood garbage station.

‘FOIJ plastic containers and packages, items such as, instant ramen bowls, food trays, tofu
containers, detergent containers, or plastic shopping bags, for example, should be rinsed
and all of these type of garbage can be placed in the ‘plastic garbage’ designated bag.
Make sure all items in this bag have the ‘pura’ symbol on them. If this symbol is not on
the item, then it should be placed in the combustible garbage bag. The plastic garbage
bag can be purchased for 30 yen at your local supermarket or convenience store. The bag
is quite big and can hold a vast amount of plastic garbage. This type of garbage is
collected on the first and third Thursday of the month at your neighborhood garbage

station.

h‘he‘ last type of container and packages garbage is the PET bottle. PET bottles are widely
used in Akitakata for soft drinks, beverages, sake , vinegar or soy sauce. The triangle
with the number 1 inside designates this type of garbage. All non-glued labels must be
removed. The bottle must be rinsed and the plastic cap disposed into the other plastic
garbage bag. The PET bottles only are collected using the ‘plastic container’ packaging’
garbage bag. Plastic containers and packages must be in a separate bag and not mixed
with the PET bottles. The plastic garbage bag can be purchased for 30 yen at your local
supermarket or convenience store. The bag is quite big and can hold a vast amount of
Pet bottles. This type of garbage is collected on the first and third Thursday of the month

at your neighborhood garbage station.

The last 2 types of recyclable garbage are cans and glass bottles. Cans made of steel and
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aluminum are collected. Japanese law requires cans to be labeled with these symbols.
All glass bottles are collected, too. When disposing of these items, please remove any
labels. Rinse the can or bottle and make sure no solids are left over inside of it. Spray

and aerosol cans are accepted. Make sure they are completely empty.

‘Sake] bottles have a deposit value and can be brought to your local sake vendor for a 10
yen return to you. Glass cups or dishes and metal caps should be placed in the non-
combustible garbage bag. Specially designated bags are required for disposal of cans and
bottles. The garbage bags are available in 2 sizes, small for 50 yen and large for 100 yen.
Make sure the bag does not weigh more than 10 kilograms. The can or bottle garbage
bag can be purchased at your local supermarket or convenience store. This type of
garbage is collected on the second and fourth Thursday of the month at your

neighborhood garbage station.

r[‘he‘ next type of garbage to dispose, and the most commonly used bags in Akitakata city,
are the combustible or burnable household waste. Any kind of kitchen garbage, left-over
food scraps, dirty paper products, disposable diapers, leather products, rubber products,
clothing etc. can all be put into one of the designated combustible garbage bags. The
garbage bags are available in 2 sizes, small for 40 yen and large for 65 yen. Make sure
the bag does not weigh more than 10 kilograms and items inside cannot be more that 50
cm long. This garbage bag can be purchased at your local supermarket or convenience
store and this type of garbage is collected twice a week on Tuesday and Friday at your

neighborhood garbage station.

Wel are halfway there! The forth garbage category is the non-combustibles. This category
covers all garbage not mentioned in the other categories previously. Items such as small
electrical appliances, electrical cords, household ceramics and glass, razors, fry pans and
umbrellas. Anything that cannot fit into the bag must be labeled oversized garbage. The
designated bag is the same as the can and glass bottle bag. Items cannot be mixed, for
example cans and electrical items are prohibited. Each category garbage item is in one
bag, cans together, bottles together, non-combustibles together. The garbage bags are
available in 2 sizes, small for 50 yen and large for 100 yen. Make sure the bag does not
weigh more than 10 kilograms. This garbage bag can be purchases at your local
supermarket or convenience store. This type of garbage is collected on the second and

fourth Thursday of the month at your neighborhood garbage station.
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| The fifth type of garbage is the hazardous waste garbage. These household items
include, batteries, light bulbs and thermometers. Button size batteries and re-chargeable
batteries must be returned to the store where they were bought. All electrical appliance
stores collect these not accepted items. The designated garbage bag for these things
comes in one size and can be purchased for 100 yen and can be purchased at your local
supermarket or convenience store. This type of garbage is collected on the first and

third Monday of the month at your neighborhood garbage station.

fThe‘ last category is the oversize trash. Items over 50 cm long that cannot fit into the
non-combustible garbage bag are labeled ‘over-size’. Items such as carpets, tables, sofas,
furniture, bedding, in addition to electrical items such as sewing machines or yard work
equipment can be disposed of. Large household appliances such as TVs, refrigerators,
washing machines, air conditioners, personal computers, should be returned to the store
where you purchased them. Each item requires an ‘over-sized’ garbage sticker. These
stickers are 400 yen each and can be purchased at your local supermarket or convenience
store. Bedding can be combined into groups of 5 and bundled with a string. This type of
garbage is collected twice a year on January 15 and June 15 at your local neighborhood

garbage station.

lAnyi other items not mentioned in this presentation, for example car batteries, tires,
chemicals, propane tanks, or paint are required, by law, to be accepted by the place where

you bought them.

WVe] hope this simple explanation will get you started to a smooth transition to everyday
life here in Akitakata. If you have any questions or comments please do not hesitate to
contact the sanitation office during office hours at the telephone number stated below.

Thank you very much.

Total time = 12 minutes:36 seconds
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Garbage Schedule and Disposal Procedure

Please help us determine how much you remember and answer the questions below.
If you remember part of an answer, please write it down. If you do not remember anything, please
write DA for “Don’t Remember”. Thank you.

Gender Male / Female
Age
Have you ever lived in Japan for over 2 weeks? Yes / No

1. What is the name of the city that the presentation was made for?
2. How many categories of garbage separation is explained?

3. Recyclables category contains hair dryers? True / False

4. What is the maximum length (inches) of most garbage collected? For example for waste paper
or burnable garbage

5. How should you dispose of a milk carton? (paper not plastic)

6. When is Waste paper collected? (day and frequency?)

7. What kind of bottle has a deposit?

8. How much is a large burnable garbage bag, in yen?

9. For non-combustible garbage, what is the maximum weight for each garbage bag?

10. Car batteries are considered hazardous waste and should be brought back to the store you
bought it at? True /False

11.Do you recycle like this town? Do you like it?
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Garbage Schedule and Disposal Procedure cm

Please help us determine how much you remember and answer the questions below.
If you remember part of an answer, please write it down. If you do not remember anything,
please write DA for "Don't Remember”. Thank you.

Gender  Male / Female
Age
Have you ever lived in Japan for over 2 weeks? Yes / No

1. What is the name of the city that the presentation was made for?
2. How many categories of garbage separation is explained?
3. Recyclables category contains hair dryers? True / False

4. What is the maximum length (inches) of most garbage collected? For example for waste
paper or burnable garbage

5. How should you dispose of a milk carton? (paper not plastic)

6. When is Waste paper collected? (day and frequency?)

7. What kind of bottle has a deposit?

8. How much is a large burnable garbage bag, in yen?

9. For non-combustible garbage, what is the maximum weight for each garbage bag?

10. Car batteries are considered hazardous waste and should be brought back to the store
you bought it at? True / False

11. Do you recycle like this town? Do you like it?
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Garbage Schedule and Disposal Procedure rd

Please help us determine how much you remember and answer the questions below.
If you remember part of an answer, please write it down. If you do not remember anything, please
write DA for “Don’t Remember”. Thank you.

Gender Male / Female
Age
Have you ever lived in Japan for over 2 weeks? Yes / No

1. What is the name of the city that the presentation was made for?
2. How many categories of garbage separation is explained?
3. Recyclables category contains hair dryers? True / False

4. What is the maximum length (inches) of most garbage collected? For example for waste paper
or burnable garbage

5. How should you dispose of a milk carton? (paper not plastic)

6. When is Waste paper collected? (day and frequency?)

7. What kind of bottle has a deposit?

8. How much is a large burnable garbage bag, in yen?

9. For non-combustible garbage, what is the maximum weight for each garbage bag?

10. Car batteries are considered hazardous waste and should be brought back to the store you
bought it at? True /False

11.Do you recycle like this town? Do you like it?
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Garbage Schedule and Disposal Procedure v

Please help us determine how much you remember and answer the questions below.
If you remember part of an answer, please write it down. If you do not remember
anything, please write DA for "Don’t Remember”. Thank you.

Gender Male / Female
Age
Have you ever lived in Japan for over 2 weeks? Yes / No

1. What is the name of the city that the presentation was made for?
2. How many categories of garbage separation is explained?
3. Recyclables category contains hair dryers? True / False

4. What is the maximum length (inches) of most garbage collected? For example for
waste paper or burnable garbage

5. How should you dispose of a milk carton? (paper not plastic)
6. When is Waste paper collected? (day and frequency?)

7. What kind of bottle has a deposit?

8. How much is a large burnable garbage bag, in yen?

9. For non-combustible garbage, what is the maximum weight for each garbage bag?

10. Car batteries are considered hazardous waste and should be brought back to
the store you bought it at? True / False
11. Do you recycle like this town? Do you like it?
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Appendix 18 Comic Sans Presentation

AKITAKATA
=M
Foreigners Guide
Household Waste Disposal

Akitakata

5 Categories of Collected
Garbage

* Recyclables

* Combustibles ( burnable )
. Non-Cor:\busﬁbles

* Hazardous

» Oversized

Recyclables

Four Categories

Waste Paper
Containers/ Packages
Cans
Bottles

Recyclables - Waste Paper

Newspapers
Magazines
Boxes
Cardboard
Paper Bags
Envelopes
Advertisements

Less than 20 inches
Long Less than 22lbs

1 sticker = 65 Yen
2nd and 4th Wednesday

Recyclables-Containers/Packaging

I o

HIvvo
Plastic Containers/ Packages ' f’.

/A"
PET Bottles L‘l)

PET

Cartons
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1 bag = 30 yen

1s* and 3rd Thursday

Recyclables-Containers/Packaging
Plastic Containers / Packaging

— 1B
3 mooe
1@ &

1 bag = 30 Yen
1s* and 3rd Thursday

Recyclables-Containers/Packaging

PET Bottles

n
D

PET

1bag =30 Yen
1s* and 3 Thursday

Recyclables - Cans

Steel

Aluminum

Recyclables -Glass Bottles

Sake Bottles = 10 Yen Deposit!

1 Bag = Small 50 yen / Large = 100 Yen
2nd and 4™ Thursday

Burnable Garbage

**Each Bag Weighs Less Than 22Ibs
**Each Item Less Than 20 inches Long

e

J J-w., ‘L)

1 Bag = Small 40 yen / Large = 65 Yen
Tuesday and Friday
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Non-Combustibles

o
1/{3,

1 Bag = Small 50 yen / Large = 100 Yen
**Each Bag Weighs Less Than 22Ibs
2rdand 4t Thursday

Hazardous Waste

is & /7

<

*Most can be brought back to your local electronics store.

1 Bag = 100 yen
1s* and 3r4 Monday

Oversized Garbage

 Items over 20 inches long

1% i=moce

RFLY
#f1@ - BRABIMUIT KL

Ft@Be9%E8

1 Sticker = 400 Yen
January 15 and June 15

h=riz b

All Other Garbage

Return to the store where you bought them.

Welcome to Akitakata

NP/

6,

AKITAKATA
ZERHET

Any Questions?
Call the local Sanitation Department
645-3011
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Appendix 18 Helvetica / Arial Presentation

Akitakata

AKITAKATA
RE=ET

Foreigners Guide
Household Waste Disposal

5 Categories of Collected Garbage

Recyclables
Four Categories
* Recyclables
« Combustibles ( burnable ) Waste Paper
v 4
« Non-Combustibles Containers/ Packages
» Hazardous Cans
Bottles

¢ Oversized

Recyclables—Containers/Packaging

I o

Cartons §RINwo
Envelopes

—
. . U
Plastic Containers/ Packages ' 7'
Advertisements Less than 20 inches Long

Less than 22lbs ?
PET Bottles ‘ ,
1 sticker = 65 Yen

2" and 41 Wednesday PET

Recyclables — Waste Paper

Newspapers
Magazines
Boxes
Cardboard
Paper Bags
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Appendix 18 Helvetica / Ariel Presentation

Recyclables—Contalners/Packaglng

1 bag =30yen

1st and 3 Thursday

Recyclables—Containers/Packaging
Plastic Containers / Packaging

— 0705 I B

Gl B @‘

1 bag =30 Yen
1st and 3 Thursday

Recyclables—Containers/Packaging

PET Bottles

n
D

PET

1 bag =30 Yen
1st and 3 Thursday

Recyclables — Cans

=

-

72N
&

Steel

Aluminum

Recyclables —Glass Bottles

But!
<

Sake Bottles = 10 Yen Deposit!

1 Bag = Small 50 yen / Large = 100 Yen
2nd and 4% Thursday

Burnable Garbage

**Each Bag Weighs Less Than 22Ibs
**Each Item Less Than 20 inches Long

P

J l-w., ‘L)

1 Bag = Small 40 yen / Large = 65 Yen
Tuesday and Friday
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Non-Combustibles

1 Bag = Small 50 yen / Large = 100 Yen
**Each Bag Weighs Less Than 22lbs
2ndand 4t Thursday

Hazardous Waste

is & /7

<

*Most can be brought back to your local electronics store.

1 Bag = 100 yen
1st and 3 Monday

Oversized Garbage

* [tems over 20 inches long

Bl«ioooce

PUR RWFLGY ES
S8 - ERABHITS ALY )
S E -@ @ ‘H. ‘
=

1 Sticker = 400 Yen
January 15 and June 15

-~z b

All Other Garbage

Return to the store where you bought them.

Welcome to Akitakata

NP/

6,

AKITAKATA
ZERHET

Any Questions?
Call the local Sanitation Department
645-3011
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Appendix 18 Road Geek Presentation

AKITAKATA
RERET
Foreigners Guide
Household Waste Disposal

Akitakata

5 Categories of Collected Garbage

« Recyclables

Combustibles ( burnable )
. Non—CombﬁstibIes
» Hazardous

« Oversized

Recyclables

Four Categories

Waste Paper
Containers/ Packages
Cans
Bottles

Recyclables — Waste Paper

* Newspapers

» Magazines

» Boxes

» Cardboard

» Paper Bags

» Envelopes

» Advertisements

Less than 20 inches
Long Less than 22lbs

1 sticker = 65 Yen
2nd and 4t Wednesday

Recyclables-Containers/Packaging

Cartons b A

Plastic Containers/ Packages l 57'
PET Bottles ‘ 1 ’

PET
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Recyclables-Containers/Packaging

1bag = 30 yen
1st and 3 Thursday

Recyclables—Containers/Packaging

Plastic Containers / Packaging
- £
— 07H o
75 mooe
Sl L a

1 bag = 30 Yen
1st and 3rd Thursday

Recyclables—Containers/Packaging

PET Bottles

n
D

PET

1 bag = 30 Yen
1st and 3 Thursday

Recyclables - Cans
N == A
A i PIE

Steel

Aluminum

Recyclables —-Glass Bottles

Sake Bottles = 10 Yen Deposit!

1 Bag = Small 50 yen / Large = 100 Yen
2nd and 4t Thursday

Burnable Garbage

**Each Bag Weighs Less Than 22Ibs
**Each Item Less Than 20 inches Long

1 Bag = Small 40 yen / Large = 65 Yen
Tuesday and Friday
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Non-Combustibles

1 Bag = Small 50 yen / Large = 100 Yen
**Each Bag Weighs Less Than 22lbs
2nrdand 4% Thursday

Hazardous Waste

is & /7

<

*Most can be brought back to your local
electronics store.

1 Bag = 100 yen
1st and 3 Monday

Oversized Garbage

» Items over 20 inches long

Bl«ioooce

2 RFLY # .

#f1@ - BRABIMUIT KL 7
FtED 9GS

1 Sticker = 400 Yen
January 15 and June 15

All Other Garbage

Return to the store where you
bought them.

Welcome to Akitakata

NP/

6,

AKITAKATA
ZERHET

Any Questions?
Call the local Sanitation Department
645-3011
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Appendix 18 Verdana Presentation

AKITAKATA
RERET

Foreigners Guide
Household Waste Disposal

Akitakata

5 Categories of Collected

Garbage

Recyclables
Combustibles ( burnable )

Non-Combustibles

Recyclables

Four Categories

Waste Paper
«
Containers/ Packages

Long Less than 20lbs

1 sticker = 65 Yen
2" and 4t Wednesday

« Hazardous Cans
« Oversized Bottles
Recyclables—Containers/Packagin
Recyclables — Waste Paper y ging
« Newspapers Cartons #E/I\wZo
* Magazines
* Boxes V ' ‘
¢ Cardboard f—
* Paper Bags N Plastic Containers/ Packages | 7'
» Envelopes
* Advertisements Less than 22 inches

)\
PET Bottles L‘l)

PET
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Recyclables—Containers/Packaging
Cartons

Recyclables—Containers/Packaging

Plastic Containers / Packaging

— T80

1@ = & e

1 bag = 30 Yen
1st and 3 Thursday

Recyclables—Containers/Packaging

PET Bottles

n
()

PET

1 bag = 30 Yen
1st and 3™ Thursday

Recyclables — Cans

Steel

Aluminum

Recyclables —Glass Bottles

Sake Bottles = 10 Yen Deposit!

1 Bag = Small 50 yen / Large = 100 Yen
2 and 4% Thursday

Burnable Garbage

**Each Bag Weighs Less Than 22Ibs
**Each Item Less Than 20 inches Long

1 Bag = Small 40 yen / Large = 65 Yen
Tuesday and Friday
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Non-Combustibles

1 Bag = Small 50 yen / Large = 100 Yen
**Each Bag Weighs Less Than 22lbs
2 and 4t Thursday

Hazardous Waste

is & /

<

*Most can be brought back to your local electronics store.

1 Bag = 100 yen
1st and 3" Monday

Oversized Garbage

¢ Items over 20 inches long

Bsimac

PUR LG E§
1T - BRAGIWATS AL

SrEBw% @

1 Sticker = 400 Yen
January 15 and June 15

All Other Garbage

Return to the store where you bought them.

Welcome to Akitakata

P/

8,

AKITAKATA
ZERHET

Any Questions?
Call the local Sanitation Department
645-3011
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Appendix 19 MSP-Gothic Presentation
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Appendix 19 Types of Fonts Utilized and Means

1.t Q% Agqua b8. b3y
2. T MSP Gothic 65 082
3. & HG gyoushohon ({5% 4) 64 674
4.75c5 meiryo (XU Zt) 64.412
b. 7tx. MS-Gothic 63. 262
6. LR, MS—-Mincho (BHEH) 62. 228

{ Tt hg-maru go gothicM 62.164
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Appendix 20 English Data Arial Font

Avrial Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi1
:S:TW Non-— Car
_ . Hair dryer Max When What kind . batteries, .
**DB_ Lived in | Name of Gategorie recyclabl Length of How dispose waste of bottle large combustibl hazardou [.)0 you recycle I|k‘e
Don't Gender | Age J Py . s of N burnable e garbage, . this town ? Do you like| Totals
apan? City? e garbage of Milk carton? paper has a s? Bring N
Remember garbage A 5 garbage max it?
category? (inches) collected? deposit N X back to
bag in weight? o
0 store?
yen?
2=1, 4=1 ~
' ' 2=1,70=1
_ . Each Wednesday hep
2=1, |Rinse/Flaten/ |, S _ N 1 e _ 20=2,
Correct Akitakata 5 5=1 | FALSE | False=1 | 20 |"0=2, 20| Put in special |Instruction = 1) 2nd / dth =2, 2 times| o\ | soeiaky=2 | 65 |0 9ZhB0%2f 2o ibs  [Ibs(pounds)| TRUE | True=t Max
answer = , correct Wednesday| =1, day=1, 65=3 _ =30
=3 carton bag _ =1, 22lbs
answer = 4 All correct -
5
It should be every lass I do not recycle like
al Female 20 No Akitakata 6 5 1 FALSE 1 20 inches 3 cleaned and 2 Tuesday 2 g 0 100 yen 0 22 lbs 4 DR 0 this town. I like this 19
X bottles .
flattened and Fridav recvcling svstem
rinse, flatten No, I did when I lived
Yes (4 and réc cle in 1st and 3rd se o etk Wiug, lifs
a2 Female 20 Akitakata 6 5 1 FALSE 1 20 inches 3 4 4 2 glass 2 65 yen 3 22 pounds 4 TRUE 1 not as tedious as it 27
years) bag bought at Thursday . .
bottles sounds and is routine
SUFTEIEE after a while.
. flatt I do not, I think it’s a
Ezserleca Cﬁ:: ! better way of recycling
o ot loonl but a bit time
a3 Female | 21 No Akitakata 6 DR 0 Dr 0 20 3 rofer store 4 DR 0 Sake 2 30 0 22lbs 4 TRUE 1 consuming, have to 20
agnd drg it off sort and clean and buy
N P stickers and the
twice a month .
appropriate bags.
wash, unfold 2x a Rk
' ' No, but their way
a4 Female | 19 | No | Akitakata | 6 6 o | FaLsE 1 |20inches| 3 | andlavflat 4 month, 1st| Sake 2 65 3 22 bs 4 TRUE | 1 seems more 26
Place in a and 3rd bottles consciontious
special bag Tuesdav .
. I 2nd and |
a5 Female | 20 No | Akitakata | 6 5 1 FALSE 1 22 inches| 2 in & recycle 1 4th 5 gass 0 65 yen 3 22 Ibs 4 TRUE 1 Yes, Yes 24
bag Wednesday bottles
1 don't recycle like this
. flatt Every Sak town, but I think it is a
ab Female 18 No Akitakata 6 4 0 FALSE 1 22 inches 2 rinse, flatien 3 Wednesday 2 axe 2 65 yen 3 22lbs 4 TRUE 1 very efficient and 24
and recycle N bottles o
and Friday eco—friendly way to
recycle.
al 2333 AVG
3.20 St
Average 6.000 0.500 0.833 2.667 3.000 2.167 1.333 2.000 4.000 0.833
Std Dev 0.000 0.500 0.373 0.471 1.155 1.462 0.943 1.414 0.000 0.373
Total 36.000 3.000 5.000 16.000 18.000 13.000 8.000 12.000 24.000 5.000 140.000
Max total 36.000 6.000 6.000 18.000 24.000 30.000 12.000 18.000 24.000 6.000 180.000
% Correct 100.000 50.000 83.333 88.889 75.000 43.333 66.667 66.667 100.000 83.333 71.7718

409



Appendix 20 English Data Comic Sans Font

Comic Sans Qt Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi
rl::wh Non-— Gar
. Hair dryer Max When What kind ° . batteries,
- , Lived . large combustible " .
**¥DR= Don't . Name of recyclabl Length of How dispose of waste of bottle hazardou Do you recycle like this
Gender | Age in . X burnable garbage, . L
Remember City? e garbage Milk carton? paper has a s? Bring town ? Do you like it?
Japan? ! Py garbage max
category? (inches) collected? deposit ) A back to
bag in weight?
2 store?
yen?
Each 2=1, 4=1, o
instructi Wednesd 6=1 2=t 0=,
Correct Rinse/Flaten/ | " ) ) g |22, 2 times 5=1, 20=2,
Akitakata FALSE |False =1 20 Put in special ! _7 _ Sake 65 . 22 lbs Ibs(pounds| TRUE
answer correct |Wednesday|=1, day=1, 60=2, _
carton bag . _ )=1,
answer = All correct 65=3 22lbs = 4
4
ond, 4th lass Not exactly, but it seems
cmi Female 36 No Aikiata FALSE 1 20 recyclables 1 Th ! d 4 bgttl DR 22lbs 4 TRUE optimal. I don't think people
ursday ottles would take the time in
flatten and put ond and
om2 Male | 21 | No | ZEFH FALSE | 1 22 in bags 3 4th 5 Sake 100 22lbs 4 TRUE Not as thorough as it is but
hil designated for we do recycle. Yes.
Wednesday
papers
in the paper
recycle bag Ist and 3rd
cm3 19 No Akitakata FALSE 1 22 wash and 3 sta 3 Sake 100 yen 20lbs 3 TRUE No, too much of a hassle.
Mon/Wed
flatten them
first
oma Male | 22 | No [ Akitanata FALSE | 1 22 vash and 2 2na and 4 Sake 100 yen 20lbs 3 TRUE not quite like this
No* buy a bag, tie
Llyed it e:rter ygtu ond and
cm5 Male | 20 | " | Akitakata FALSE 1 20 cotapse It 3 4th 5 Sake 65 yen 22lbs 4 TRUE No, and No (expensive)
China take it to
N Wednesday
for a collection
vear place
cm6 Male 19 No Akitakata FALSE 1 20 L 3 4th 5 Sake 100 yen 22lbs 4 TRUE No.
place it in the
Wednesday
carton bag
First ﬂat:etr; outland 2nd and
cm7 Language | 24 No Akitakata FALSE 1 20 pub enthn a 2 4th 5 Sake 100 yen 22lbs 4 FALSE No and no.
Korean ag Wi Wednesday
stickers
flatten the milk 2nd and No. this system seems
cm8 Male 21 No Akitakata FALSE 1 22 carton and pu 2 4th 4 Sake 100 yen DR 0 TRUE ' v
o great, but also a lot of work
it in a bag Tuesday
. Flatten it and Twice a .
cm9 Male 21 No Akitakata FALSE 1 20 L 2 1 Sake DR DR 0 TRUE No,yes seems progressive
put it in a bag month
cm10 Male 22 No Aki FALSE 1 22 fold it qown 2 Twice a 1 Sake 100 20lbs 3 TRUE No..recycling is a pain!
and put in bag month
. folded 2nd and
om11 Female | 22 | No | Akitakata FALSE 1 22 rinse, folde 3 4th 5 saka 100 22 3 FALSE No, No
and bagged
Wednesday
2nd and
cmi12 Male 20 No Akitakata FALSE 1 20 recyclables 1 4th 4 saki 65 yen 22lbs 4 TRUE Yes, and Yex
Thursday
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24

22

20

29

26

24

22

25



Appendix 20 English Data Comic Sans Font

rinse, flatten,

place in bag,
. d to 2nd and Sake No. It's troublesome, but for
em13 Female | 21 | No | Akitakata [ 6 o | FALsE 1 22 2 you nee 4 4th 4 (glass 1 100yen | © 20ibs 3 TRUE 1 '
purchase at a good cause
N Thursday bottles)
convenience
store
folded and * lived in 1-3 countries over
cml4 Male 22 No | Akitakata 6 1 FALSE 1 20 3 stack on top of 2 DR 0 Sake 2 60 yen 2 22lbs 4 TRUE 1 2 weeks
each other
wash it and 1st and 3rd
cm15 Female 20 No Akitakata 6 1 FALSE 1 20 3 dispose it as of 2 Wed 3 DR 0 100 yen 0 22lbs 4 TRUE 1
recyclable
Twice a
cm16 Male 21 No Akitakata 6 1 FALSE 1 22 2 combustable 0 month, 2nd 3 Glass 0 30 yen 1 22lbs 4 FALSE 0
and 4th
avg 21.9
Average 5.438 0.625 1.000 2.500 2.188 3.500 1.500 0.563 3.188 0.813
Std Dev 1.223 0.484 0.000 0.500 0.950 1.541 0.791 1.059 1.285 0.390
Total 87.000 fidiiiiiaid 16.000 40.000 35.000 56.000 24.000 9.000 51.000 13.000 341.000
Max total 96.000 Hift 16.000 48.000 64.000 80.000 32.000 48.000 64.000 16.000 480.000
% Correct 90.625 #H#HHE 100.000 83.333 54.688 70.000 75.000 18.750 79.688 81.250 71.042
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Appendix 20 English Data Road Geek Font

Road Geek at Q2 Q3 Q4 Qs Q6 a7 a8 a9 Q10 Qi
5B Style
Hov:] Non-— Car
Hair dryer Max When What kind T;L:ce ombour;tible batteries, Do vou re le like
**¥DR= Don’t Lived in | Name of Categories recyclabl Length of How dispose waste of bottle & ° hazardou Y cye
Gender | Age . X burnable garbage, X this town ? Do you
Remember Japan? City? of garbage e garbage of Milk carton? paper has a s? Bring Lo
X N garbage max like it?
category? (inches) collected? deposit : N back to
bag in weight? ”
” store?
yen?
o
o . R Wednesday 6=1
a=1, ki=1, _, ~n_4 | Rinse/Flaten/ | ction _ . . _
Correct Akitakata | *7: ke [ 5 s=1 | Fase | ¥ | 20 |%5h O Putin special | = 1, | 209/ 4th =2, 2tmes) o | Sake(sakif g5 | 5= ] 9p o | ipgpou| TRUE | True=t
answer all =1 20=3 Wednesday | =1, day=1, )=2 60=2 —
correct=6 carton bag [correc - nds) =
All correct 65=3
t 1, 22lbs
Sauish and put o Every Tues Not exactly, but it
rdt Female | 20 | No* | Akitakata [ 6 4 0 FALSE 1 DR 0 auis PUtl g |Every MU 1 PET 0 30 0 DR 0 TRUE 1 |seems optimal. I don't
in bag and Thurs .
think people would
STear, press Tt
and make it
flat buy 1st and 3rd Not as thorough as it
rd2 Female 22 No Hakitakata 5 5 1 FALSE 1 25 2 separate bag 4 2 DR 0 100 0 DR 0 TRUE 1 is but we do recycle.
Thursday
for cartons to Yes.
be thrown
. . Flatten and 2nd and Sake No, too much of a
rd3 Male 19 No Akitakata 6 4 0 TRUE 0 22 inches 2 out in bag 2 4th Wed 5 Bottle 2 30 yen 0 22Ib 4 TRUE 1 hassle.
Flatten it and 2nd and
rd4 Female 18 No Akitakata 6 5 1 FALSE 1 20 inches 3 bundle iit in a 2 4th 5 Pet 0 65 3 22lbs 4 TRUE 1 not quite like this
carton bag Wednesday
rd5 Female | 19 | Nox DR 0 5 1 | FaLsE | 1 |20inches| 3 rinseand |y oy s week | 1 sake 2 | 100ven | 0 20lbs 3 | TRUE | 1 No, and No
recycle (expensive)
w/ the other
rd6 Male 21 No |Ankitakata| 5 5 1 FALSE 1 |20 inches 3 cartons 1 DR 0 glass 0 40 yen 0 22lbs 4 TRUE 1 No.
bundled bottles
together as
every 2nd
rd7 Female | 20 No | Akitakata | 6 5 1 FALSE 1 [22inches| 2 [Flattenbedandi | anddth 5 Sake 2 100yen | 0 |20pounds | 3 TRUE 1 No and no.
bounded Wednesday
of a month
Collapse and Sake/gla No, this system
rd8 Male 20 No* Akitakata 6 5 1 FALSE 1 20 3 put designated 2 DR 0 ss g 1 400 0 22lbs 4 TRUE 1 seems great, but also
bag a lot of work
empty, wash, Noyes seems
rd9 Female 19 No* Akitakata 6 5 1 FALSE 1 20 inches 3 fold,place in 4 DR 0 Pet 0 DR 0 22lbs 4 FALSE 0 Y .
bag progressive
Tuesday
. . . and Sake . N .
rd10 Female 19 No* Akitakata 6 5 1 FALSE 1 20 inches 3 wash it out 1 Thursday 0 Bottle 2 30 yen 0 20 inches 2 TRUE 1 No.recycling is a pain!
every week
rdi1 Male | 21 No* | Akitakata | 6 4 0 FALSE 1 |22inches| 2 F'att:';:;d M2 ]1/3rd Wed 3 2 0 40 0 22Ibs 4 TRUE 1 No, No
2x'sa
rdi2 Male | 20 | No | Akitakata | 6 5 1 | FaLsE | 1 [20inches| 3 | Makeflatand |, jmonth(ist) 4 Sake 2 | 30ven | o | 220ms 4 | TRUE | 1 Yes, and Yes
put in pl?? Bag and 3rd bottle
wed)
rinse, rip it up
so its not flat ,
rd13 Male 22 Yes | Akitakata 6 5 1 FALSE 1 |20 inches 3 and bundle it | 4 |'stand3rd 3 Sake 2 300yen | 0 |22pounds| 4 TRUE 1 No. It's troublesome,
N Wed bottles but for a good cause
up with other
cartons
* lived in 1-3
countries over 2
Average 5.385 0.769 0.923 2462 2.231 2.154 1.000 0.231 3.077 0.923
Std Dev 1.595 0.421 0.266 0.843 1.049 1.915 0.961 0.799 1.439 0.266
Total 70.000 10.000 12.000 32.000 #itHHHE 28.000 13.000 3.000 40.000 12.000 249.000
Max total 78.000 13.000 13.000 39.000 it 65.000 26.000 #HiHH# 52.000 13.000 390.000
% Correct 89.744 76.923 92.308 82.051 #itHHHE 43.077 50.000 7.692 76.923 92.308 63.846

Max

22

26

23

23

25

19.15 AVG
454 St
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Appendix 20 English Data Verdana Font

Verdana Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi1
oar
Cate; r:ﬁ\:ﬂ; Non-— batteri
N € Hair d Max When What kind | combusti es,
**¥DR= Don't Lived in| Name of ories air cryer Length of How dispose of waste of bottle arge ble hazard Do you recycle like this town
Gender | Age . of recyclable N burnable -
Remember Japan?| City? garbage Milk carton? paper has a garbage, ous? ? Do you like it?
garba category? y N garbage .
(inches) collected? deposit A max Bring
ge bag in .
» weight? back
yen?
Correct False Rinse/Flaten/ tion = 1 2nd / 4th szed;:;j: Sake gz: 2?;12
Akitakata 5 5=1 FALSE - 20 Put in special s _ _ Sake (saki) 65 Y 22 lbs ! TRUE | True=1
answer correct= = Wednesday | =1, day=1, i 60=2, Ibs(pound
carton bag | correct All correct =2 65=3 9=1
answer 5 22lbs = 4
: SOTTE UT UTE TETYTIIE
ailjtentlittci’:ta Plastic procedures seen in
vi Female 22 No | Akitakaka 6 5 1 FALSE 1 22 2 se :rl;te milk 2 0 Pet 0 75 Yen 1 20 Ibs 3 TRUE 1 Akitakataare similar to ones
P Bottles practiced in the States.I do
carton bag . P AN
open it up/ I i
v2 Female | 50 | No |[Akitakata| 6 | 4 | o | rFALsE | 1 20 3 | fatenitour | 1 [TUeS/Thurl PET | o 30 o | 22ms 4 |trRu| 1 |No: Yeslit would take getting
. s used to but seems efficient!
(combustible)
TTECYCIE based on prastc,
aluminum, etc. and [ am
. 8-12 1 time a reponsible for bringing it to
2
v3 Female No | Akitakata 6 87 0 TRUE 0 inches 1 recycle 1 month 0 sake 2 10 yen 0 5 lbs 1 TRUE 1 the dumps. I like the idea, but
should maybe have more
1st /3rd —
v Female | 23 | No [Akitakata| 6 [6/DR| o0 DR 0 |30opr| o | weshitand |, | Thursday 2 DR 0 100 0 DR o |Fase| o No, Yes!
put it in ? Bag every
month
V5 Female | 23 | No |[Akitakata| 6 | 7 | o TRUE 0 |22inches| 2 |Putwithother] ;] twicea 1 sake | 2 | 30yen | 0O ? o |TRUE| 1 Not exactly, yes.
cartons month
2nd and
. 4th
v6 Female | 23 | No [Akitakata| 6 4 0 FALSE 1 22 2 In 8 paper 1 |Tuesdayof| 3 sake 2 | 65ven | 3 | 10ms 2 | TRUE 1 Yes. Yes, I like it.
waste bag each bottles
month
v7 Female | 26 | No | Atkata | 3 4 0 FALSE 1 22 2 In @ paper 1 | 2timesa 1 saki 2 | 65ven | 3 50 2 TRUE 1 No we do not
waste bag month pounds
2nd and B
v8 Female | 22 | No |Akitakata| 6 | 5 | 1 | FALSE | 1 22 2 Fold it 1 4th 3 glass/ |, 50 1 20 2 |trug| 1 | NoTwouldnot remember it
Thiveday sake all.
No, I feelthat if my town tried
Fold T q to enforce this way if
vo Female | 22 | No | Okinawa | 1 5 1 FALSE 1 22 2 |containers and| 2 T 2 saki 2 |400yen | 0 22lbs 4 | TRUE 1 |recycling it would never work.
put in bag They shouldn't charge $ for
the containers.
fit about 25
vi0 Female | 22 | No [Akitakata| 6 6 0 FALSE 1 21in 2 | unfoldedina | 1 T“Tfufs"d 2 'eCy:'ab' 1 100 0 30 1 TRUE 1 Yes
box
Vit Female | 23 | No [Akitakata| 6 | 6 | o | FALSE | 1 DR 0 recycle 1 | 2timesa 1 DR 0 DR 0 22 4 | Tue | Nol don't, but it is a very
week pounds good system.
Flatten. put in Tues 1 Saki I recycle but not in all of
vi2 Female 25 No Akitakata 6 12 0 FALSE 1 20 inches 3 ba’ P 2 time a 1 bottles 2 10 yen 0 20 Ibs 3 True 1 these different ways. I like to
e week recvcle!
. No, we recycle with fewer
open and rinse, 2nd and ’ o i
vi3 Male | 55 | No |Akitakata| 6 6 0 FALSE 1 |20inches| 3 stack with 2 | 4th wed of 5 sake 2 100 0 | 22ibs 4 True 1 “"ebs‘;ld" like it #”?“Se 'tj
others the month probably more effective an
better for the environment.
rinse and
vi4 No | Akitakata 6 5 1 TRUE 0 22cm 2 flatten, put it 2 1 a week 0 plastic 0 65 yen 3 10 kg 1 FALSE 0 No, No
in box
vi5 Female | 22 | No [Akitakata| 6 6 0 FALSE 1 20 3 | collapseand | DR 0 DR 0 30 0 DR 0 True 1 N/A
fold cartons
Flatten and glass
v16 Female 22 No |Anikaraka 2 5 1 FALSE 1 20 inches 3 fold it up 1 2 times 1 saka 2 100 yen 0 22 lbs 4 FALSE 0 Not exactly and not really
bottle
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vi7

vi8

v19

v20

v21

v22

Average
Std Dev
Total
Max total
% Correct

Appendix 20 English Data Verdana Font

You should
. f(l:elltf:ntr::n:] Thursdays, Glass
Female 23 No Akitaka 4 5 1 FALSE 1 22 2 and put them 4 2 times a 2 bottles, 2 100 yen 0 20 Ibs 3 True 1 1 do recycle but weekly
in Their month saki
designated bag
empty it Tues and
Female 22 No | Akitakata 6 4 0 FALSE 1 20 inches 3 completely, 1 Thurs 2 sake 2 100 yen 0 0 True 1 No
noncombust
rinse and 1 x a week I recycle but don't have to
Female 41 No | Akitakata 6 5 1 FALSE 1 20 inches 3 a 2 2 Sake 2 100 yen 0 100 Ibs 2 True 1 deliver to waste center. I like
atten Thursdays it
rinse it and
Female | 22 | No |Akitakata| 6 | 10 | o | FALSE | 1 [22inches| 2 flatten it g | 3timesa 0 pet 0 [100yen| o | 25m 3 | Tue| 1 ves and yes
before putting week bottles
it in the trash
. empty it ?nd 2nd and
Female | 23 | No |A%Knokel , 1 4 | o TRUE 0 DR 0 flatten it 2 ath 5 saki 2 | $1000 | o 22 4 | Tre | 1 No
s before you bag pounds
it. Wednesday
ina .
Female | 22 | No | Akataki | 4 5 1 FALSE 1 |20inches| 3 | combustible | o [ 2tmesa 1 sake 2 |400yen | 0 22 4 True 1 No, No
aroup month bottle pounds
26.65 5.091 0.364 0.7727 2.045 1.5 1.5909091 1.318 0.5 2.31818 0.863636
1.593 0.481 0.4191 0.976 0.7833 1.4032135 0.924 1.0335 1.48894 0.343174
112 8 17 45 33 35 29 11 51 19 360
150 25 25 75 100 125 50 75 100 25 750
HHHHE HHHHE 68.000 HiHHH 33.000 28.000 HitH 14.667 51.000 76.000 48.000
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17

16.36 Mean
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Appendix 21 Japanese Data Aqua Font

Aaqua Qf Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi
How Car
much Non— b?:;er
Lived in Hair dryer Max When What kind large combusti haza}
*xDR= Don't Gender | Age Japan Name of Qi Categories Q2 recyclabl Q3 Length of Q4 Hovy dispose of| Q5 waste Q6 of bottle Q7 burnab Qs ble Q9 dous?| Q10 Total
Remember over 2 City? of garbage e garbage Milk carton? paper has a le garbage, Brin
years? category? (cm) collected? deposit garbag max e
K back
e bag weight?
in yen? to
store?
1. &<~/
TIE 2=1, 4=1,
2 BWT insltzril(:t‘ion Wednesday 6=1, 5=1, 1=1, "0=1,
Correct I 1 point for each _ _ 5=1,70=1, 3.#»L il $2/4 |=2, 2 times| . Sake(sak 60=2, | 10%0 | kilo=1, _
answer ves | REBEM| o o ° S| FALSE | Falee=t | 80 \Teog | u oo | =1 | kR =1, day=t, [BEDIT) T 6 a5y o | ) | 10kio= | TRUE| Truest
FHIAE S Iz A | correet All correct digits=1 4
NT< =& |answer= 5
A%
7 Ex 5.
e FALThE $2/4 K?20E 10%A
41 M 20 ves |REBHEM 7 52 1 F 1 50cm 3 [ppiare 3 KEEE 5 5> 0 60/ 2 ke) 4 T 1 27
2
R HoTHE 5
42 M 18 ves |RESHEM 7 6 0 F 1 50cm 3 Ty 2 DR 0 B 2 65/ 4 DR 0 T 1 20
— F2/4 s = 10%0
43 M 19 ves |RESEET 7 5D 1 T 0 50cm 3 DR 0 KeEE 5 BEOEY 2 100M 0 ke) 4 F 0 22
o= H2/4 . 10%0
44 M 18 ves |REBHEM 7 5 1 F 1 50cm 3 LT 1 KR 5 b 2 100M 0 (@) 4 T 1 25
45 M 18 | ves |mEmmm| 7 55 1 F 1 50cm 3 B 1 DR 0 DR o |som| 1 1?@;” 4 F 0 18
ot BALTRIZA $£2/4 100
46 M 18 ves |RESET 7 5 1 T 0 50cm 3 nz 2 K 5 DR 0 65M 4 ke) 4 T 1 27
hEHE-THE
47 M 18| ves |m=mm®| 7 55 1 F 1 50cm 3 |IcAhTiET 1 #2/4 5 |moer| 2 |wom| o [10FR| 4 T 1 25
% KEER (k)
f%EE-TY- 10%0
48 M 19 ves |REBHEM 7 5D 1 F 1 50cm 3 T BT & 3 DR 0 B 2 10M 1 ko) 4 F 0 22
"
#;/ Sy oD [P
49 M| 18| ves |mEzmE®| 7 52 1 F 1 50cm 3 |#wElimvE| 1 R 21@;5'“ 1 i 2 |wom| 1 |TOFA| 4 Fl o 21
AT £ (kg)
e hEE-TIY %2/4 5 10%0
50 M 18 ves |RESEM 7 4 0 F 1 50cm 3 b4 1 KEER 5 B 2 100M 0 ko) 4 T 1 24
[ ERIIOR 1, 3KIB [ 100
51 M ves |REBHEM 7 5D 1 F 1 50cm 3 EAnTHE 1 - 3 EEY 2 65M 4 ke) 4 T 1 27
Fo CAOD =
52 M 19 | ves |mzmmm| 7 6 0 F 1 50cm 3 | LT®mIzAR 2 *HEIS Rzl i 2 |em| 3 |7 ?kz” 4 T 1 25
2
53 19 yes BET 4 52 1 T 0 10cm 2 DR 0 DR 0 'lgé‘f 0 DR 0 DR 0 T 1 8
54 19 ves |RESHM 7 10 0 T 0 50cm 3 ENTUL 1 ALK 1 B 2 30 1 501 1 F 0 16
HEOTINYY . a
55 M 18| ves |Z=mE®| 7 4 0 F 1 500m 3 |#z20CEA 1 B KR & 2 |iwom| o [1OFF| 4 T 1 22
B (kg)
KB
. AT RAC © %1 3*‘1&
56 M 18 ves |RESHEA™ 7 4D 0 F 1 DR 0 FEETETYH 0 ' A 2 ENGIES 0 60 3 DR 0 F 0 13
F<EH T B
WTIgE &
FADIRERA
I #30A) IZA 2, ANPE BELE 10%n0
57 M 19 ves |RESE™ 7 10 0 T 0 50cm 3 N, 1, 8% 3 8 3 T~ 2 100M 0 ko) 4 T 1 23
ERICERAD
Bl T
HoTLK
BT, B/ %1, 3KIE )
58 F 18 ves RESH 7 5D 1 F 1 50cm 3 DEUREIZA 2 = 2 BEY 2 100M 0 DR 0 T 1 19
hd
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Appendix 21 Japanese Data Aqua Font

I FOTIEIFT %1, 3K, 10%A
59 18 ves |REZHEM 7 5D 1 T 0 DR 0 D& A 2 K2R 2 DR 0 |450M 1 o) 4 T 1 18
e B TEAD %2/4 e 10%0
60 19 ves |REZHEM 7 42 0 F 1 50cm 3 BN 2 Xme 5 BEEY 2 1003 0 ko) 4 T 1 25
61 19 | ves |mzmmm| 7 52 1 F 1 50cm 3 |udqongal o iéﬁ,/; 5 wey | 2 |wom| o |7 ‘()kz':' 4 T 1 24
FEoTEML
62 18 ves |RESHM 7 4D 0 F 1 50cm 3 BLVTEIRT 4 DR 0 EEY 2 65M 4 DR 0 T 1 22
SICHF
HoTRALT =2, 4KIE
63 18 ves |RESHEA™ 7 5D 1 F 1 50cm 3 LA ] 3 '\ 3 oyl 2 65M 4 DR 0 T 1 25
DEAND
FERxo CFD
[P % IZHWT. & _ N 10%A
a1 #i ~ 3
64 18 ves |RESHEA™ 7 51848 1 F 1 50cm 3 B A 3 AlzaE 0 b 2 100M 0 (e 4 T 1 22
2
65 18 yes DR 0 5 1 T 0 50cm 3 DR 0 DR 0 DR 0 DR 0 DR 0 T 1 5
[ N 10%0
66 19 ves |RESHAMT 7 5D 1 DR 0 50cm 3 DR 0 DR 0 b 2 100F4 0 ) 4 DR 0 17
S ab0cmike
P 10cmIZH 4 wAE2. BEDZEE 10%0
67 19 ves |RESHAMT 7 5D 1 F 1 50cm 3 T smrmak 0 =K 5 9 2 65M 4 ) 4 T 1 28
s
FEoTLRL . =
68 19 | ves |ZEmE®| 7 55 1 F 1 50cm 3 | T a<aIzo 3 |® ESI*HE 2 B 2 DR 0 1?k::)|j 4 T 1 24
-]
28 surveys 18.5 594
average 6.643 0.679 0.714 2.750 1.500 2.464 1.500 1.321 2.893 0.750
st Dev 1.394 0.467 0.452 0.785 1.180 2.009 0.866 1.627 1.759 0.433
total 186.000 19.000 20.000 77.000 42.000 69.000 42.000 37.000 81.000 21.000 | 594.000
max total 196.000 28.000 28.000 84.000 140.000 140.000 56.000 112.000 112.000 28.000 | 924.000
%correct 94.898 67.857 71.429 91.667 30.000 49.286 75.000 33.036 72.321 75.000 | 64.286
Aqua Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi1
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HGITEX Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi
How
TUCh Non- Car
Lived in Hair dryer Max When What kind bargeb combusti batteries,
**DR= Don't apan ame o ategories recycla ength o ow dispose waste of bottle e azardous
DR= Don’ J N £ c i labl Length of How di f bottl urna bl hazard
Gender | Age . N le . Total
Remember over 2 City? of garbage e garbage of Milk carton? paper has a arba garbage, ? Bring
years? category? (cm) collected? deposit & L g max back to
e inag weight? store?
yen?
L Ek<PE-T
/3 E Each 2=1, 4=1, =1
. . . 2 . BHWT instructi Wednesday 6=1, 5=1, ~071'
Correct . point for eacl _ _ 5=1,70=1,| 3.4 L on=1,] %2/4 |=2 2times]. Sake(sak 60=2, |10xO0 |, . _" _
answer yes RESHM z::lecti: 5 5=1 FALSE | False =1 50 50=3 |48y 25 | correct | KIEE | =1, day=1, SEEH) D =2 65 65=4 2 ke k]llg l;ll, TRUE |True=1
JAAEARIZ A | answer All correct digits=1 =4
nc<rEs | =4 5 =
AN
-k hEE-TIE
1 M 19 | yes m%gﬂ‘%x 7 siEE | 1 F 1 506m 3 |BATHOD]| 1 284 2 B\EY | 2 1%0 0 10ke | 4 F 0 21
= IZANDS
2 19 ves |&=m@AT 7 5D 1 T 0 DR 0 DR 0 7“:&53)(% 4 i 2 DR 0 DR 0 T 1 15
3 21 | yes |zm=mmwm| 7 5 1 F 1 506m 3 i&&()iz:ge,fl, 0 DR o |-#uval| o |a0m| 1 10ke | 4 T 1 18
o TRILVT, BEME
4 F 19 ves |R=EEHAT 7 5D 1 F 1 50t F 3 HRAOKIZA 3 DR 0 ’ <, 2 DR 0 10kg 4 T 1 22
£330 0%
o BALVT. 5¢3 H1E%4
5 F 19 ves |&=m@AT 7 5D 1 F 1 50cm 3 e 1 KIEB 3 DR 0 60 2 10kg 4 T 1 23
ns
R, 1Y
gzt LT, BEA LoLl&s 100
6 F 19 yes |REZHM 7 5D 1 T 0 50cm 3 | pseainn| 2 DR 0 U 0 m 0 10kg 4 T 1 18
TS5 FEY
KLY, BIY
7 M 20 ves |R=ESHAT 7 5D 1 F 1 50cm 3 LT, EiR 2 DR 0 BEY 2 DR 0 10kg 4 T 1 21
JséLTay
8 F 19 ves |&REEET 7 72 0 F 1 50cm 3 DR 0 E2m 1 DR 0 DR 0 10kg 4 T 1 17
9 F 19 | ves |ZEmE®| 7 8> 0 F 1 Isstor| 2 | 2ocwn | 1 A2@E 2 BEY | 2 1%0 0 Tokg | 4 T 1 20
KFEWLLTH
10 F 20 yes |RESHA™ 7 DR 0 F 1 50cm 3 Yt=fzA TR 1 DR 0 DR 0 DR 0 10kg 4 F 0 16
295
e HEOTULLT FE11ZL\3 s
11 F 19 ves |REZAM 7 42 0 F 1 50cm 3 CHAhL 2 KIEA 3 b 2 65 4 10kg 4 T 1 27
FEILO T
INIERNT i .
12 M| 20| ves |mzmE®| 7 sE | F ! s0cm | 3 |mommmc| 3 |KERER| o XSWEL 11000 ] ok | g T ! 2
. e M =]
LWhT3IzR
Ho ok A
13 M| 19| ves |mEmEW| 7 7 0 F 1 [soxtoem| 5 [BACEEL T 2ERET mEY | 2 | 10| o | kg | 4 T 1 20
JUCUTPIVTY CF L
. MLTEAD 3
14 F 21 ves |&R=E@AT 7 5 1 F 1 DR 0 ST 5 DR 0 b 2 DR 0 10kg 4 T 1 21
YIYRAL TR P
15 M| 19| ves |mz=mma| 7 SHEME | 1 F 1 |sotr#| 3 |u&mEmIzT| 2 %ﬁkiz% 5 i 2 |T2%| o 10kg | 4 T 1 % (417
TWTEY KEEH
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U ITCFLC
. . T TS :
16 20 | ves |zmzmm®m| 7 6% | o F 1 DR o |SEpsl 3 DR 0 ] 2 |eam| 3 | 1okg | 4 T 1 21
da 7
I FoTHI-T -
17 19 | ves |mE=mE®| 7 55 1 F 1 50cm 3 | E2EAS| e DR 0 . o |DbrR| o DR 0 T 1 15
L WAk
LT, BER
DEHSDE %17 . 50M
18 21 ves |R=EEHETM 7 1 0 ? 0 50cm 3 BAL.E15% 2 A.%3K 3 KEEY 1 £100 2 10kg 4 T 1 23
3ARRRIHE A M
EDIGZAI
0o TH
19 21 | ves |mEmE®| 7 518 1 F 1 'E’if% 3 Yo TES 1 ﬂgé’ﬁ 2 & 2 |a0m| 1 DR 0 F 0 18
= 7 3
20 19 | ves |mzmmE®| 7 62 0 F 1 'E’?n5°° 3 ﬁ;ﬁtl,rsgfe'c 0 DR 0 B 2 1810 0 10kg | 4 T 1 18
N
S BABIE \
21 19 ves |REBHT 7 4588 0 F 1 50cm 3 A1) 2 o 2 BEY 2 65M 4 10ke 4 T 1 26
i, 3KEER
ﬁl-)\i’Lé
22 19 | ves |ZEmE®| 7 5% 1 F 1 DR 0 m"‘:f,&g’_'g“f 2 DR 0 DR o |som| 1 10kg | 4 T 1 17
3
N B4y #owm .
23 19 | ves |mzmm®E| 7 4 0 F 1 50cm 3 F’ﬁ“rg“” T %%&?E‘I”k 5 #Eoev| 2 |eom| 3 DR 0 T 1 23
468
average 7,000 0565 0870 2435 1600 1478 1304 0913 3304 0870
st Dev 0.000 0.496 0.337 1135 1.170 1638 0.906 1.349 1516 0.337
total 161.000 13.000 20.000 56.000 37.000 34,000 30.000 21.000 76.000 200 | 468.000
max total 161.000 23.000 23.000 69.000 115.000 115.000 46.000 92.000 92.000 2300 | 759,000
%correct 100.000 56.522 86.957 81.159 32.174 29.565 65217 22.826 82.609 86957 61.660
[(HerZA al Q2 a3 oz a5 Q6 a7 a8 Qo aio ot
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Maru go Q1 Q2 Q3 Q4 Q5 Qb Q7 Q8 Q9 Q10 Qi1
Do
How .
Li . . much Non-— Car_ youry2:
ived in Hair dryer Max When What kind large combustible batteries, Z49 Positive
**DR= Don't Japan Name of Categories v Length of How dispose of waste of bottle & hazardous recycle .
Gender | Age " recyclable ¥ burnable garbage, N " .~ [Negative| Total
Remember over 2 City? of garbage garbage Milk carton? paper has a ? Bring like this
category? " garbage max , Neutral
years? (cm) collected? deposit N X back to town ?
bag in weight?
on? store? Do you
ven? like it?
L &< T/
FFE 2=1,4=1,
2 . PAWT Each Wednesday o _ -
. X . . 6=1, 5=1, 60=2 P=1
1 point for each P - — . 5=1, )
fﬁiifif ves |REBEM| yomi ol 5 51 | FALSE | False =1 50 1 %&»\i ; " '”s"c“gf;‘;gt ! %E/E‘I‘ ,%’ 2 d;';"js E(X(F) | Sake(sak) =2 | 65 65=4 2 |10%O(ke TRUE | True=t N=1,
correct=’ . ’ = —h ot a= =
FHIAERIZA | answer = 5 All correct digits=1 N=0
s
AN
1 Male 19 yes R M 7 DR 0 F 1 DR 0 DR 0 DR 0 DR 0 DR 0 DR 0 T 1 - 9
oz BRCHELT F13A8E s UH4y
2 Male 19 yes REEET 7 5 1 F 1 50 3 BINT 3 0 = 2 B 2 DR 0 10kg 4 T 1 i 21
3 Male 19 yes RESET 7 4D 0 1 50cm 3 ?ﬁ&/‘\;;:/giﬁzj); 1 DR 0 VA 0 64F 2 10kg 4 T 1 19
4 Male 18 yes R=eHEH 7 el 0 T 0 DR 0 DR 0 DR 0 DR 0 30H 1 DR 0 T 1 9
aAVEZPR—
= N—TRHF : HEOE
5 Female 18 yes REm BT 7 5D 1 F 1 50cm 3 DEWEEAIZ 1 B2 0 . 2 60M 2 10kg 4 T 1 22
it EE3 RAiER2) | e
6 Male 18 yes HELM= 7 3 0 T 0 DR 0 (bundling) 0 RS 1A\ 4 HLEY 0 100M 0 10kg 4 T 1 16
FLTHL-T
7 Female | 19 ves |REBHAT 7 DIFRE 0 F 1 50cm 3 WIZANTIR 3 DR 0 DR 0 DR 0 DR 0 T 1 15
295
8 Male | 19 ves |RE®mEMN 7 5 1 F 1 50cm 3 i 0 2, 4K 5 REY 0 100M 0 10kg 4 T 1 22
9 Male 18 yes DR 0 5 1 F 1 DR 0 DR 0 EI3&ER 1 DR 0 DR 0 DR 0 T 1 4
BALT LSS
10 Male | 24 ves |R=E®mAT 7 51 1 F 1 50cm 3 THLERS 2 DR 0 BEY 2 DR 0 10kg 4 T 1 21
HELTHT
1 Male | 18 | vyes 'K?“Z“K 7 52 1 F 1 50cm I KN RS 2 H2%4 2 AL 2 65M 4 10kg 4 F 0 2
H5oT, o SE27KIE
12 Male 18 yes RESHET 7 52 1 F 1 50cm 3 TUBL-TH 2 B. %4K 5 DR 0 DR 0 DR 0 F 0 19
< 23=]
13 Female | 19 ves |REBHAMN 7 42 0 1 50t F 3 DR 0 R KE 2 DR 0 1%10H 0 DR 0 T 1 14
pa =112
14 Male | 18 | ves |mmmmm| 7 e 0 T 0 DR o |FRLIER 0 S . DR 0 300M 0 DR 0 T 1 10
<O T, % -
e YT, 2f2N\4 e
15 Female | 18 yes ZEEEAT 7 5D 1 F 1 50cm 3 Bz AR 3 KiER 5 B 2 100M 0 10kg 4 T 1 27
TRHET S
16 Male 19 yes R=mHEh 7 4 0 - 0 50cm 3 DR 0 DR 0 DR 0 DR 0 DR 0 DR 0 10
17 Male 19 yes R HEh 7 DR 0 F 1 50cm 3 DR 0 DR 0 DR 0 30H 1 DR 0 T 1 13
E—LE
> (yes,
18 Female | 18 | vyes |ZE@mm@A® 7 52 1 F 1 50tvF| 3 YHA9IL 0 DR bs:d”i‘:f 0 50/ 1 DR 0 T 1 14
the
presentati
REF>TH
19 Male 18 ves |RE®mEAM 7 5188 1 F 1 50cm 3 HMLT, Vb 3 DR 0 BEY 2 65M 4 10kg 4 T 1 26
WT FEDHB
20 Male 18 yes TESHET 7 5 1 F 1 50cm 3 YIYEWLT 1 iﬁ%g‘l 5 E—L 0 100M 0 10kg 4 F 0 22
21 Female | 18 | ves |mzmm@m| 7 4 0 T 0 DR 0 | woToi 1 DR o BEOE 2 DR 0 DR 0 T 1 1
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22 Fomale | 18 | ves 7 lioc<s [0 DR 0 50cm 3 DR 0 DR 0 BB 2 DR 0 10kg 4 DR 0 16
23 Female | 18 | yes 7 8> 0 F i 50cm 3 DR 0 DR 0 RE 0 65M 4 DR 0 T 1 16
KL
24 Female 18 yes 7 5D 1 F 1 50t F 3 YITRHRWT. F 2 DR 0 SEEY 2 100M 0 10kg 4 T 1 21
EHd
25 Male | 19 | vyes 7 6 0 DR 0 50cm 3 ﬁ;;;;ﬁ;gc 2 DR 0 DR 0 100M 0 10kg 4 T 1 17
26 Male | 20 | vyes 7 55 1 F 1 10em 1 gfi‘z‘gf@@% 1 *%g;ﬁ 4 BEY 2 DR 0 DR 0 T 1 18
2
21 Male | 19 | vyes 7 DR 0 F 1 50cm 3 *ﬂi%ﬁ?fif 1 DR 0 DR 0 DR 0 DR 0 T 1 13
£<HoTOL pup—
28 Female | 19 | vyes |R=mE®| 7 5 1 F 1 50cm 3 | cEimTR 1 Pk 5 EIE 1 60 3 10ke 4 T 1 27
29 Fomale | 19 | ves |Z=mEm| 7 5 i F i 50om 3 0 BEARE i = 2 20m [ Toke 2 T i 2
.
30 Female | 20 | vyes |R=mE®| 7 4 0 F 1 106m 1 3 7”&5 B, BEL 2 10 1 DR 0 T 1 18
NYEITHYR 183k
31 Male | 19 | ves |mZmmE®| 7 55 1 F 1 50cm 3 |wTEEKc 1 L 2 DR 0 35/ 2 DR 0 T 1 18
33
FOTEMLT
. > SR o
32 Male | 19 | ves |ZEmmmm| 7 55045 | 1 F 1 DR 0 g;’)%'_f’i 3 ﬂg;’k 3 DR 0 50/ 2 DR 0 T 1 18
*L;’Ctﬂi?'ﬁ
hEHFEST o B N
33 Male | 19 | ves |mEmE®| 7 4 0 F 1 50tyF| 3 |hLTII®IZ 2 *EE* 2 rEhe 1 100/ 0 DR 0 T 1 17
AN -
34 Male | 19 | ves |REBETN 7 52 1 F 1 10em 1 ﬁt;;i’ﬁ;‘r 2 ﬁgas* 3 BEOEY 2 100/ 0 10kg 4 T 1 22
W =3 23
35 Male | 19 | ves |ZmEmmm| 7 502F | 1 F 1 50cm 3 g{.‘i;ﬁ@ 1 &1, Ea*"'* 2 AEL 2 65M 4 10kg 4 T 1 26
X YEEICL ®1Lm3 .
36 Male | 20 | yes |ZEmmmm| 7 5 1 F 1 50cm 3 | cEaemak 1 < 3 BEY 2 65M 4 10kg 4 T 1 27
A KEER
= .
37 Male | 19 | ves |mZmm™| 7 5 1 F 1 50 3 Bf?zbggigé 1 #2, é*“& 3 #H 0 65 4 10kg 4 T 1 25
38 Male | 19 | ves |Zm@mmm| 7 4o 0 F 1 50cm 3 qﬁj’fﬁ%‘ 1 %;&,%E?* 2 & 2 DR 0 DR 0 F 0 16
39 Male | 20 | ves |mEZmm®| 7 52 1 T 0 50cm 3 V&< 1 *F‘gg* 2 BEY 2 100/ 0 DR 0 T 1 17
RISVIDE
20 Female | 20 | ves |ZR=®mET| 7 5 1 T 0 50cm 3 '%”;E%Tg_‘?; 3 *;g;* 2 BEY 2 100/ 0 10kg 4 T 1 23
UREER~
41 Female | 20 | yes |Z=mE®| 7 55045 | 1 F 1 50cm 3 |IRTURNT 1 #2, é*“ﬁ 3 1#HEY 0 65M 4 Ske 1 T 1 22
S
FoTUBT P, BEDE
42 Female | 20 | vyes |Z=mE®| 7 4 0 F 1 50cm 3 |mRosce 3 e 3 |2 isE 2 50% A 2 10kg 4 T 1 26
>
43 Female | 20 yes |REBHAM 7 DR 0 F 1 DR 0 DR 0 DR 0 DR 0 DR 0 DR 0 T 1 9
m Male | 20 | ves |mEZmm@®| 7 ) 1 F 1 s0tvF| 3 zﬁ(‘bgit&) 0 &1, éﬁ ", BB 2 65M 4 10kg 4 F 0 2
45 Female | 19 | yes |Z=mmE®| 7 55 1 F 1 50cm 3 *”ﬁft”” 2 A.k@Aa| 2 Bl 2 40/ 1 10kg 4 F 0 23
FFEoThS
4 Female | 19 | vyes |Z=mE®| 7 52 1 F 1 sowvF| 3 5’?;;%?;*; 5 ﬁg;* 5 BB 2 50/ 2 10kg 4 T 1 31
ISARTHS
Iosrart F2kmA
47 Female | 19 | vyes |Z=mE®| 7 5 1 T 0 50cm 3 |TuyqonT 1 s 2 PN 2 30/ 1 DR 0 T 1 18
1 ,
—
48 Female | 19 yes RESHT 7 62D 0 F 1 50cm 3 B4 0 ﬁé@tﬂg& 2 SEEY 2 65Z A 4 10kg 4 T 1 24
19 903
average 6.854 0583 0792 2375 188 672 042 1208 Zi04 0:800
st Dev 1.000 0.493 0,406 1.166 1184 1684 0978 1.541 1982 0.400
total 329.000 28.000 38,000 114,000 57,000 88.000 50,000 58.000 701.000 40,000 903.000
max total 336.000 48.000 48.000 144,000 240.000 240.000 96.000 192.000 192,000 48.000 1584,000
%correct 97.017 58.333 79.167 79.167 23.150 36,667 52.083 30.208 52.604 83.333 57,008
Maru zo ai a2 a3 oz a5 Q6 a7 a8 Q9 Q10 Qi
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Merio merio Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi
How
TUCh Non— Car
Lived in Hair dryer Max When What kind bargeb combusti batteries,
*¥DR= Don't Japan Name of Categories recyclabl Length of How dispose waste of bottle urna ble hazardous
Gender | Age . N le . Total
Remember over 2 City? of garbage e garbage of Milk carton? paper has a garbage, ? Bring
R garbag
years? category? (cm) collected? deposit max back to
e bag TS 2
in weight? store?
yen?
L Ek<PE-T
/TEE Each 2=1, 4=1, 1=1
. s N 2 .BAVT |instructio Wednesday 6=1, 5=1, ~071'
Correct . point for eacl _ _ 5=1,70=1,| 3.4 L n=1, $F2/4 |=2, 2 times] s Sake(sak| 60=2, |10 |, . " _
ancwor ves |R=EHAT yomi,_ s 5 5=1 | FALSE | False =1 50 50=3 |4 85y 2% | correct | KIER | =1, day=1 BT i 85 | 6524 2| (@) rgokiot TRUE | True=1
JAEELRIZ A | answer = All correct digits=1 4
nTLEE 5 5
W,
o F2KER
1 Male | 18 | ves |zzmmm| 7 55 1 T 0 50cm 3 *ﬁ*"?trtt 0 |EEakE| s B 2 1%0 0 | 30kg | 1 T 1 20
=]
Y. LT,
LomUsEWE
2 Male 19 ves |ZREEHET 7 DR 0 F 1 50cm 3 RT?HOSE 3 DR 0 DR 0 DR 0 5kg 0 T 1 15
[AhTOS
ER)
[ o5 10%0
3 Male 18 ves |REEAT 7 5D 1 F 1 50cm 3 DR 0 DR 0 BB 2 65M 4 () 4 F 0 22
K<$ROT D
hl., B55 FE2KER 1040
4 Male 18 ves |R=mHET 7 5D 1 F 1 50cm 3 THDIEES 5 LEAKE 5 BT 2 65M 4 " 4 T 0 32
nTasIs B ke)
ANTHETS
=
5 Male | 19 | ves | 7HaAnS 7 5D 1 T 0 30cm 1 YYBE o |kEBL 2 |BREQL o [100] Ske 0 F 0 11
ER EEY !
30MT5EY-
TLV35L5IZ
6 Male 18 yes SHEM 4 4 0 F 1 50cm 3 Feot=1\vH%E 1 DR 0 DR 0 DR 0 DR 0 T 1 10
ANT, CH
WMERRIZHES
P 3 N KERLE 5 N 1#6 100
7 Male 19 ves |R=mHET 7 5185 1 F 1 50t F 3 DR 0 2LE4 5 BOEY 2 5m 4 (k) 4 T 1 28
8 Male | 19 | ves |z=zmmm| 7 5 1 F 1 50cm 3 HeoTRIK 2 ;233;;* 3 #wey | 2 |40m| 1 DR 0 T 1 21
HoT, BblY
T. bl .
9 Male 21 ves |RESHET 7 DR 0 F 1 DR 0 T.FEHTH 4 w1 SA 2 B/EY 2 1443 1 10+8 4 T 1 22
A - 7= (o] ] (kg)
IZAND—>
W
10 Male | 19 | vyes |ZEmm®| 7 5 1 F 1 50cm 3 |mEnTEsaT| 2 DR 0 i 2 |br| o 1?;” 4 T 1 21
FEFE-C "
gz 3 BoT. A% $E2LE4 e 100 1050
11 Male 18 yes |RESHT 7 SHEfE 1 F 1 50cm 3 ZaelTms 2 KIEE 2 B/EY 2 m 0 (ke) 4 X 0 22
T2
N hEYIER 51 3k
12 Male 18 ves |REEHAMT 7 47848 0 F 1 50cm 3 WTEHADR 3 = 2 b} 2 DR 0 DR 0 T 1 19
= (=]
IZANh%
13 Male 18 ves |REEHMAh 7 5 1 F 1 50cm 3 FRAVWTHRSH 1 DR 0 Bl 2 100 0 10L 2 T 1 18
N DALE-RE P k
14 Male 18 ves |REEAT 7 51848 1 F 1 50cm 3 MLTEAD 2 SR 2 BEEY 2 65M 4 10kg 4 T 1 27
SZAND HIRHEH
F— 2= )] S 3
15 Male | 19 | ves |z=zmmm| 7 4 0 F 1 S0emxl |, [RIFCART| | |®I3KE| i 2 |esm| a4 1okg | 4 T 1 24
mEﬁ& J‘H-T:?_ =] 42 1
16 Male | 18 [ ves [ZEmEM 7 40 0 F 1 50cm 3 FALVTHS 2 DR 0 BEY 2 DR 0 10kg 4 T 1 20
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NJUU I

T, K<EZ
17 Male 18 ves |RESHET 7 578 1 F 1 50cm 3 LThHEMA 5 DR 0 BEEY 2 100/ 0 10kg 4 T 1 24
15—
(Daz!:&#’t'c
N hE Gk 1Bk ]
18 Male 19 MEET 6 5D 1 F 1 50cm 3 L\éﬁ‘zéa\u; 3 EH 2 BHEY 2 65M 4 10kg 4 T 1 27
#ICEYRAC
19 Male 19 RESET 6 52 1 DR 0 50cm 3 DR 0 %EE‘LE‘D 5 DR 0 DR 0 DR 0 DR 0 15
20 Male 18 ves |RESHM 7 52 1 F 1 50 3 == 0 DR 0 DR 0 100 0 DR 0 T 1 13
21 Male 19 ves |REEHAT 7 DR 0 F 1 50t F 3 DR 0 EZ*HEE' 4 BEEY 2 1009 0 10kg 4 T 1 22
F4KER
%o T. BALY
22 Male 18 ves |REFHEM 7 5 1 F 1 50 3 T.2ADSIC 3 DR 0 pri 2 100 0 10kg 4 T 1 22
Lwhd
23 Female | 18 ves |REEHAT 7 5D 1 F 1 50> F 3 DR 0 HH%E'E&* 2 DR 0 DR 0 DR 0 T 1 15
#OT, YInT
24 Male 18 ves |RESH™ 7 4D 0 F 1 50cm 3 BT, 3¢5 2 DR 0 pi} 2 100 0 DR 0 F 0 15
And
25 Male 18 ves |REEHT 7 52 1 F 1 50cm 3 DR 0 DR 0 HEEY 2 DR 0 DR 0 F 0 14
Y, FHLT,
26 Male 18 ves |RESHET 7 67848 1 F 1 50cm 3 FRTHIZA 1 DR 0 pril 2 DR 0 10kg 4 T 1 20
h3
EIL/I\VIE
FEHTEET s1EIR
27 Male | 18 | ves |ZEBmEM| 7 |58BIRT| 1 F 1 50cm 3 |@y.camm| o * g 2 BEEY 2 |1w0m| o 10kg | 4 T 1 21
BEIROITT
£ T
= =
28 Male | 18 | ves |ZE&Zm®| 7 55 1 F 1 50cm 3 DR 0 *"é*ﬂﬁ 2 #iEy | 2 |esm| 4 1okg | 4 T 1 25
29 Male | 18 | ves |ZZ&m®| 7 6 0 DR 0 50cm 3 LIES 0 *‘H;;’;* 2 #wiey | 2 |esm| 4 1okg | 4 DR 0 2
TNESDRF
S RA—/I\EET F2, 4KIE Eee
30 Male 18 ves |RESHAM 7 52 1 F 1 DR 0 BoCrim® 1 5 3 EEY 2 DR 0 100kg 3 T 1 19
ISIANTES
31 Male 18 ves |REEHT 7 42 0 F 1 DR 0 DR 0 DR 0 DR 0 DR 0 DR 0 F 0 8
614
average 6.839 0.677 0.871 2613 1.387 1.677 1.548 1.097 2.387 0.710
st Dev 0.573 0.467 0.335 0.939 1517 1.711 0.836 1.729 1.878 0.454
total 212.000 21.000 27.000 81.000 43.000 52.000 48.000 34.000 74.000 22.000 | 614.000
max total 217.000 31.000 31.000 93.000 155.000 124.000 62.000 124.000 124.000 31.000 | 992.000
Y%correct 97.696 67.742 87.097 87.097 27.742 41.935 77.419 27.419 59.677 70.968 | 61.895
[ Merio merio Qf Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi

422



Appendix 21 Japanese Data Min Cho Font

Mincho Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qii
How
TUCh Non— Car
Lived in Hair dryer Max When What kind bargeb combusti batteries,
*¥DR= Don't Japan Name of Categories recyclabl Length of How dispose waste of bottle urna ble hazardous
Gender | Age . N le . Total
Remember over 2 City? of garbage e garbage of Milk carton? paper has a b garbage, ? Bring
years? category? (cm) collected? deposit gaL g max back to
e inag weight? store?
yen?
L E<#oT
/TEE Each 2=1, 4=1, 1=1
. s N 2 .BAVT |instructio Wednesday 6=1, 5=1, ~071’
Correct . point for eacl _ _ 5=1,70=1,| 3.4 L n=1, $F2/4 |=2, 2 times] s Sake(sak| 60=2, | 10O |, . _" _
ancwor ves |R=EHAT yomi ol 5 5=1 | FALSE | False =1 50 50=3 | 4.8 2% | comect | KEEE |=1 day=1, B () i 65 | g5=a 2| (@) k;l(;)@;' TRUE  |True=1
JAEELRIZ A | answer = All correct digits=1 -4
nTLEE 5 5 -
AN
hEENLC o s
1 F 19 | ves |mE=mE®| 7 55 1 F 1 50cm 3 | #ocmEnT| 3 DR o |BEOE| , 1001 1?3':' 4 T 1 2
iy ~ A £
2 F 18 ves |R=EEHT 7 5158 1 T 0 DR 0 _'_tr:LI,i"nim 0 B 1 DR 0 100 0 100kg 3 F 0 12
e . DEEBAL.
3 F 19 ves |REEAT 7 5D 1 F 1 50t F 3 ZOFIEIN 1 DR 0 DR 0 30M 1 DR 0 F 0 14
I FoCLIFC T2, 4K
4 M 18 ves |REEAMT 7 52 1 F 1 50cm 3 Ot ht 5 2 e 5 1HEY 0 50 2 10ke 4 T 1 26
VBWTEA
e DSLAIZA PR =
5 F 19 ves |REEAMT 7 4> 0 F 1 50cm 3 N EESS 2 DR 0 HEY 0 |65%A| 4 10kg 4 T 1 22
ITHd
FEoTEML
6 M 18 ves |REEHET 7 5D 1 F 1 15cm 2 TRAMIZY 2 DR 0 H/E) 2 DR 0 10kg 4 T 1 20
%
7 F 18 ves |R=EEHAT 7 5D 1 F 1 50cm 3 "L‘Hg)%t—& 1 DR 0 EEY 2 DR 0 DR 0 T 1 16
R . WTH-T %1, 3 e
8 F 18 | ves |R=E=@AW 7 5D 1 F 1 50t>F| 3 F’i‘g(:iﬁ?@ 2 %BEE x 2 BEEY 2 |e5H 4 10ke 4 T 1 27
9 F 18 ves |REEHET 7 42 0 T 0 DR 0 Y>TIEIFS 1 ;’%é’k 5 DR 0 DR 0 10kg 4 T 1 18
U T CFLIT T
*&"&tﬂ?f’r\ ?ﬁ‘ﬁo)t
10 F 18 yes |RESHA™ 7 5D 1 F 1 50t F 3 T, I8RO 5 KEKR 1 - 2 DR 0 10kg 4 T 1 25
IIWAAN -
2
hE%>TRH
11 F 20 yes |RESHA™ 7 5D 1 F 1 50cm 3 WTEROS 3 DR 0 bri] 2 100M 0 10kg 4 F 0 21
IZAND
2
12 F 18 | ves |mzmmE| 7 6 0 F 1 50cm 3 HoTRIK 1 |E éﬂé 2 DR o |sm| 1 1okg | 4 T 1 20
=
13 F 18 | ves |mzmmE| 7 4> 0 F 1 506m 3 Vi< 1 *5553%‘ 2 DR o |s3smA| 2 10kg | 4 T 1 21
TN ¥ T L
14 M 19 No |REEHEM 7 5D 1 F 1 50cm 3 /§b?f‘l"_i° 0 KER 2 BEEY 2 50 2 50kg 3 DR 0 21
THEEBICH
== -
15 19 ves |RESHE™ 7 4> 0 F 1 DR 0 DR 0 DR 0 j:i;t\t 1 90L 0 DR 0 T 1 10
16 18 | ves |mEmEMm| 7 618 0 F 1 soom | 3 | BT AT KEER 2 i 2 |orR| o DR | 0 T 1 o | 423




Appendix 21 Japanese Data Min Cho Font

E=—LE
17 F 18 ves |REBEHEATM 7 8D 0 F 1 50cm 3 158 <BLHE 0 PNASEY) 2 HBE 2 100M 0 10kg 4 T 1 20
RTAND
18 M 19 | vyes |mzm@E®| 7 6 0 F 1 50crm 3 | muTETs 1 *‘H;;é:”k 3 i 2 | 10m 1 10kg 4 T 1 23
e BLT®-T . R
[ER==le=x 3
19 M 18 | ves m%gﬂ‘%z 7 52 1 F 1 50cm 3 |mAo®mIzA| 3 %ggg* 5 ‘T"’Ej’t 2 |100Mm| o 10kg | 4 T 1 27
= nhT3Tsb
: N50
20 M 18 | ves |ZEBAT 7 6 0 F 1 DR 0 EOTHAD 2 254K 5 bl 2 (=P 0 DR 0 T 1 18
&I KR 1009
21 F 19 | ves |ZE=BmE®| 7 DR 0 F 1 506m 3 EEIS 0 ;ﬁ;gg* 2 DR o |a0m| 1 DR 0 T 1 15
EHT
22 F 18 | vyes |mEZm@Em| 7 52 1 F 1 10cm 2 DR 0 DR 0 =oTh| 2 |100m| o 10kg 4 T 1 18
YD)
TS TR
N B TH e
23 F 19 | ves |ZEmmm| 7 DR 0 T 0 50crm 3 |mAomizun| 5 DR 0 A 2 |1wo0m| o 10kg 4 T 1 22
THLEIRT
A
457
average 7.000 0522 0870 2.391 1652 1.696 1.261 0.783 2870 0826
st Dev 0.000 0.500 0.337 1.132 1.463 1.780 0.943 1214 1.721 0379
total 161.000 12.000 20.000 55.000 38.000 39.000 29.000 18.000 56.000 19.000] 457.000
max total 161.000 23.000 23.000 69.000 115.000 115.000 46.000 92.000 92.000 23.000] 759.000
%correct 100.000 52.174 86.957 79.710 33.043 33913 63.043 19.565 71.739 82609 60.211
Mincho Qi Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi
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Appendix 21 Japanese Data MS- Gothic Font

MSGothic Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi
How
TUCh Non- Car
Lived in Hair dryer Max When What kind bargeb combusti batteries,
*¥DR= Don't Japan Name of Categories recyclabl Length of How dispose waste of bottle urna ble hazardous
Gender | Age . N le . Total
Remember over 2 City? of garbage e garbage of Milk carton? paper has a arba garbage, ? Bring
years? category? (cm) collected? deposit & L g max back to
e inag weight? store?
yen?
L E<#oT
/TEE Each 2=1, 4=1, 1=1
. . . 2 . BHWT instructi Wednesday 6=1, 5=1, ~071'
Correct . point for eacl _ _ 5=1,70=1,| 3.4 L on=1,] %2/4 |=2 2times]. Sake(sak 60=2, |10xO0 |, . _" _
answer yes RESHM z::lecti: 5 5=1 FALSE | False =1 50 50=3 |48y 25 | correct | KIEE | =1, day=1, SEEH) D =2 65 65=4 2 ke k]llg l;ll, TRUE |True=1
JAAEARIZ A | answer All correct digits=1 =4
nTLEE =5 5 B
AN
#-oT. 1430
R ADETHE24 1. 3KBE F s 10%0
1 M 19 ves |REZHET 7 5 1 F 1 50 3 KIEE IR 2 = 3 BEOEY 2 100/ 0 ke) 4 T 1 24
i
thEKELL
TZDRIEIT
. T RA—/8—17} 1, 83K s 10%0
2 M 21 ves |REEAT 7 5 1 F 1 50cm 3 EMAYLTR 3 R 3 b 2 65M 4 ko) 4 T 1 29
DAN,.TZID
=hka
3 M 2 | yes BET 4 8 0 T 0 10cm 1 Fet=ts o |®2 E*"E 3 BwEy | 2 |esm | 4 1?;':' 4 F 0 18
4 M 20 ves |R=EEHT 7 5 1 F 1 DR 0 DR 0 DR 0 B 2 Dr 0 DR 0 T 1 12
5 M 20 | ves | zzmm 7 55 1 F 1 50cm 3 HESS 0 DR 0 b 2 |100Mm| o 1(();:)‘:' 4 F 0 18
e s § 10+%0
6 M 19 ves |R=EEHAT 7 4 0 F 1 50cm 3 HSIEL 2 DR 0 b 2 Dr 0 (ke) 4 T 1 20
B%E %oT. s ot
7 F 20 | ves |zz=mmE®| 7 57E4E 1 F 1 50cm 3 oy mnc. | 2 | FIESK 2 DR o |esm| a4 [10FR] 4 T 1 25
(=] (kg)
PN )
RN k 4 x
. " NDN::[A) 25847 YAE— 10%0
= #i
8 M 19 ves |RESHEM 7 5%E5E 1 F 1 50cm 3 T EL =] 2 ¥R 5 W 0 100 0 ko) 4 T 1 24
2HTHT
- 5 - .
9 M 19 | ves |mE=mm®| 7 6 0 F 1 506m 3 ﬂ’%‘“” 1 DR 0 & 2 |100m| o 1?;':' 4 T 1 19
+5312%-T
o KEEYY. #f
10 F 19 ves |REEHAT 7 52 1 F 1 10cm 2 IS T 1 DR 0 b 2 Dr 0 DR 0 T 1 15
$z2503
11 M 20 ves |RESHET 7 4D 0 F 1 50cm 3 BT H 0 DR 0 b 2 1301 0 DR 0 T 1 14
KTHEHTO .
12 M 19 | ves |Zz=mm®| 7 4 0 F 1 50cm 3 |snT.moA| o |[REE2E| Fi 2 Dr o [10FR| T 1 22
fal (kg)
nTHY
13 F 21 ves |RESHEM 7 8 0 T 0 50t F 3 DR 0 DR 0 E—L 0 100 0 60kg 2 T 1 13
EZONE )
. T.N\Y3T KEEBER . =
14 M 19 ves |RESEM 7 6 0 F 1 18cm 1 YS>CHED 2 ER 1 b 2 |60%A| 3 1kg 3 T 1 21
SEBIZAND
15 F 20 ves B=Em 3 Ata%s 0 F 1 10cm 2 DR 0 DR 0 DR 0 Dr 0 DR 0 DR 0 6
16 M 19| vyes |zmzEBEL 7 DR 0 DR 0 DR 0 DR 0 ?’2%47}‘ 5 EEY 2 Dr 0 1?;':' 4 T 1 19
17 F 19| ves ﬁ’%;:f‘f: 7 55 1 F 1 DR 0 DR 0 %%ﬁgm 5 DR 0 Dr 0 DR 0 T 1 15 425




Appendix 21 Japanese Data MS- Gothic Font

[FEHL)>T

18 M 20 | vyes |ZEmEE| 7 5o 1 F 1 DR 0 | SoEs| o DR 0 DR 0 Dr 0 DR 0 T 1 10
LT, £ . 1
19 F 2 | ves |mEBEW| 7 52 1 F 1 50crm 3 |T®mizART| 1 ;’"é*% 2 sBEY| 2 |10m| o 1?;':' 4 T 1 22
He
FEMALT :
N 2 A
20 F 19 | ves |mE=mE®| 7 52 1 F 1 500m 3[BT TODL, |ELIRE 1300 c| o |wom| o |TOFR| 4 F 0 20
MLIzDEA =] YA (ke)
T NTTE .
21 F 19| ves | mzmm 7 55 1 T 0 306m 2 ;’ﬁg:?gf} 1 ﬁgg* 2 DR o | 2oL | 1 30L 1 T 1 16
E
U‘QV"EK;IL\ T
hhd . BHHA o
22 M 19 | ves |mEmE®| 7 8 0 F 1 s0evF| 3 | O®IZAhT| 3 *%EHEE'U) 1 i 2 |esm| 4 1((35':' 4 F 0 25
HT, @258 =HEE o
%
1
23 F 19 ves |R=EmHET! 7 8 0 F 1 DR 0 +%§gg° 0 DR 0 —HEY 0 Dr 0 DR 0 T 1 9
7 T IATD
L] =
24 F 20 ves |REBHEM 7 DR 0 F 1 50cm 3 f?j:ifﬁ 1 %ﬁgg* 3 b 2 30M 1 1?;':' 4 T 1 23
2
25 Fol 1o | ves |mzmms| 7 5 1 F 1 500m 3 | Al s DR 0 mey | 2 |som| 2 |TORF] F 0 23
26 20 ves |REEHT 7 4 0 F 1 50cm kL 3 _DR 0 DR 0 BHEY 2 Dr 0 DR 0 1 14
27 M 2 | ves |mEmmEEH| 7 4 0 F 1 s50tvF| 3 ?_;2%‘;;% 0 ﬂg;* 2 EEY 2 |1o0m| o 1?@“ 4 T 1 20
T o~ IFEﬁJ A
28 M | 20| ves |mEmm®| 7 57845 1 F 1 DR 0 Eﬁfgﬁ@ 2 Eﬁtﬂﬁﬁga 2 |Eory| 2 Dr 0 1oke | 4 DR 0 19
FHEoT. A
H30MD ? A
29 M 19 | ves |mzmE®| 7 5 1 F 1 60cm 1 gﬁ‘éﬂgﬁi 2 twice 2 2 BwEY | 2 |esm | 4 1oke | 4 T 1 25
ANTS#H?
BBz
hZE%E->T BEHOD
30 M 2 | yes | 7EAHE 5 5 1 F 1 50cm 3 |gocEAD| 2 DR 0 A 2 |1o0m| o Tokg | 4 T 1 19
ALABIC
31 M 19 | ves |Z=m@m| 7 5 i F i 50om 3 FEIS 0 DR 0 BE 2 M| 4 Tokg |4 T 7 23
32 M 20 | ves |®REZgmm| 7 55 1 F i 50cm 3 DR 0 DR 0 BE> | 2 100M| 0 100ke | 3 T 1 18
L%
#>T. 1230 =1, IKIE EDOA
33 M 20 | ves |‘EmE®| 7 6 0 F 1 506m 3 |momicAn| 2 (P12 2 noch| 2 |esm| 4 Tokg | 4 F 0 25
TE1, 3KE =E>
Bz
& JL I <. ¥L
. ML, F1<
B g ~
34 M 20 yes mé;%" 7 5D 1 F 1 50cm 3 Y-T.F&H 3 %1, 3K 2 BEY 2 100 0 10kg 4 T 1 24
= =Y
@%%}f T+ _
35 F 20 | ves |REmHEM 7 51848 1 F 1 50cm 3 %‘f}%};iﬁ 1 %gé* 3 BEY 2 65M 4 10kg 4 T 1 27
=
36 F 20 yes ZEEHA 7 4FEHE 0 F 1 100cm 1 %i’;kﬁi% 1 DR 0 BEY 2 401 1 10kg 4 T 1 18
694
average 6.750 0.556 0.889 2.194 1139 1244 1500 {RER 2917 0778
st Dev 0.862 0.497 0.314 1.174 1.058 1.554 0.866 1.663 1673 0.416
total 243.000 20.000 32.000 79.000 41.000 52.000 54.000 40.000 105.000 28.000]_694.000
max total 252.000 36.000 36.000 108.000 180.000 180.000 72.000 144,000 T44.000 36.000] 1188.000
%correct 96.429 55.556 88.889 73.148 22.778 28.889 75.000 27778 72917 77778 58418
[ MSGothic al Q2 Q3 Q4 a5 Q6 Q7 a8 Q9 Q10 Qi
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Appendix 21 Japanese Data MSP- Gothic Font

MSP-Gothic Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi
How
TUCh Non— Car
Lived in Hair dryer Max When What kind bargeb combusti batteries,
*¥DR= Don't Gender | Age Japan Name of Categories recyclabl Length of How dispose waste of bottle url':a ble hazardous Individual
Remember & over 2 City? of garbage e garbage of Milk carton? paper has a arba garbage, ? Bring Totals
years? category? (cm) collected? deposit & L € max back to
€ inag weight? store?
yen?
1. k<o T
/TTE Each 2=1, 4=1, 1=1
. B N 2 .BAWVT  [instructi Wednesday 6=1, 5=1, ~071’
Correct . point for eacl _ _ 5=1,70=1,| 3.#L on=1,] $2/4 |=2 2 times] Sake(sak| 60=2, | 10O |, . _" _
ancwor ves |R=EHAT yomi,_ s 5 5=1 FALSE | False =1 50 50=3 |4 55y 7% | correct | KEEE |=1. day=1, BET) i 85 |54 2| (@ k;lcg)tgll' TRUE | True=1
FHINERARIC answer All correct digits=1 -4
ncTliEE =5 5 B
Wy,
Max Score 7 1 1 3 5 5 2 4 4 4 36
LBRRE . AR BA%2, [
1 F 18 yes =m 7 5D 1 F 1 50t F 3 U%‘C_Zilit.\ 1 4KIEE 5 BEY 2 60M 3 10kg 4 T 1 28
R 50cm L RALTEED FEI1LEIR E
2 F 19 ves |REEAT 7 6 1 F 1 T 3 Uit 1 ER 2 BEEY 2 603 3 10kg 4 T 1 25
FEPTC, B
3 F 18 ves |R=EEHET 7 DR 0 F 1 50cm 3 ;f}’fﬁ%g 3 DR 0 B/EY 2 100/ 0 10kg 4 T 1 21
El
4 F 18 ves |RESHT 7 52 1 F 1 50cm 3 DR 0 DR 0 DR 0 100H 0 DR 0 T 1 13
eSO TH o
5 M | 18| ves |m=mE®| 7 55 1 F 1 |soerr| 3 ;ﬁggfﬁ}i 3 %éﬁ?g* 5 @Y | 2 |esm| s Toke | 4 T 1 31
ToRT B
FoTRZE =1, 3.k )
6 F 18 ves |R=EEHAT 7 51848 1 F 1 50t F 3 MUSEA 5 g 4 HEY 2 60M 3 10kg 4 F 0 30
DNRIZAND
7 M 19 | ves |REBEAF| 7 40 0 F 1 DR 0 &’Eg’f;)g\'af, 3 DR 0 DR o |esm| 4 DR 0 DR 0 15
8 F 18 | ves |R=EBEAM 7 8 0 F 1 DR 0 E-ThEIFS 1 DR 0 DR 0 DR 0 DR 0 T 1 10
FEOTELT =1, Emak
9 M 18 ves |R=EEHAT 7 5 1 F 1 50cm 3 LTSI 3 H%E 2 b} 2 65M 4 10kg 4 F 0 27
ANTHT
10 M| 18| ves |mEmE®| 7 4 0 T 0o |sotrF| 3 7"—6?7&2(’5 2 DR 0 b 2 |100Mm| o Toke | 4 T 1 19
N PAN
11 M 18 ves |RESHET 7 5D 1 T 0 DR 0 q’%’?%"’ 1 DR 0 DR 0 DR 0 DR 0 F 0 9
12 F 18 ves |RESHET 7 DR 0 T 0 50cm 3 *’;fg"‘f 1 DR 0 ﬁ;g/wt 2 DR 0 10kg 4 F 0 17
KTHELT. B
BALT, EzAL Bomak )
13 M 21 | ves |R=mEM 7 8> 0 F 1 50cm 3 |Thaitivy| 3 EE 3 BEY 2 |100M| o 10kg 4 T 1 24
JseLTayn
LeX )
Ko THBH =13k
14 M 18 ves |RE=FHEM 7 4> 0 T 0 50cm 3 WT?HDRIC 3 R 3 BEY 2 65 4 10kg 4 T 1 27
AnhTHd
ESL NS
o o
15 F 18 ves |RESHET 7 5D 1 F 1 50cm 3 THEIVY 5 # ?’3* 2 DR 0 14230 1 10kg 4 T 1 25
BE M 427
HADKIZA

1t



Appendix 21 Japanese Data MS- Gothic Font

16 M 18 ves |R=mHM 7 5188 1 F 1 50t F 3 DR 0 DR 0 B 2 65M 4 10kg 4 T 1 23
17 F 18 ves |RESHM 7 DR 0 F 1 DR 0 0 DR 0 DR 0 DR 0 DR 0 DR 0 8
T C/JU T CFL
. MLTHLT 100
18 F 18 ves |RESHEM 7 5 1 F 1 50cm 3 HEDSIZA 5 DR 0 DR 0 e 0 10kg 4 F 0 21
da 7
- EOTHL %1, 35K . 100
19 M 19 ves |RESHE™ 7 5D 1 F 1 50t F 3 T/AVIERN 3 20 3 B/EY 2 m 0 10kg 4 T 1 25
T ik e "
FoT. L
20 F 18 ves |REBEHEM 7 4D 0 T 0 DR 0 T Y19 2 DR 0 HSR 0 DR 0 DR 0 F 0 9
ER)
NCTTSF
MWLT.AHE 100
21 F 18 ves |REEHAT 7 5D 1 F 1 50cm 3 TYH>THERA 3 DR 0 DR 0 M 0 10kg 4 T 1 20
DEHFIZAN
i
T T CFLITT
I PYRWLTE T
22 F 18 ves |REEHAT 7 8D 0 F 1 50cm 3 AOSI= 7o 5 DR 0 BEEY 2 DR 0 10kg 4 T 1 23
PEDOAC sros Ak
. T, KESTH 2547} [
23 F 18 ves |RESHET 7 5D 1 F 1 50cm 3 srazmT| ! R 5 BEEY 2 65M 4 10kg 4 T 1 29
A
479
average 7.000 0.565 0.783 2.348 2.348 1.478 1.217 1.478 2957 0.652
st Dev 0.000 0.496 0.412 1.237 1.605 1.862 0.976 1.791 1.756 0.476
total 161.000 13.000 18.000 54.000 54.000 34.000 28.000 34.000 68.000 15.000 | 479.000
max total 161.000 23.000 23.000 69.000 115.000 115.000 46.000 92.000 92.000 23.000 | 759.000
Y%correct 100.000 56.522 78.261 78.261 46.957 29.565 60.870 36.957 73.913 65.217 | 63.109
[MSP-Gothic Qi Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Qi1
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Appendix 22 All Font Data English and Japanese Analysis

Summary statistics:

. Observati Ob§. \.Nlth . . Std.
Variable missing Minimum Maximum  Mean L
ons data deviation
% Correct Japanese 204 0 22.222 86.111 57.081 13.623
% Correct English 57 0 33.333 96.667 62.573 14.406
Difference -5.492
z (Observed value) -2.575
|z| (Critical value) 1.960
p—value (Two—tailed) 0.010
alpha 0.05
Difference -5.492
t (Observed value) -2.657
|t| (Critical value) 1.969
DF 259
p-value (Two—tailed) 0.008
alpha 0.05
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Appendix 22 All English Data Histogram

All English Data represented in Percent

Font Presentations Combined

. Obs.
. Obs,  ObS-With  out . Std.
Variable missing . Minimum Maximum  Mean e
data missing deviation
data
Varl 204 0 204 22.222 86.111 57.081 13.623
All English Data Combines Histogram
0.25
0.2
ey
§ 0.15
o
,_‘; 0.1
g
0.05
. [
20 30 40 50 60 70 80 90
Correct Scores
Descriptive statistics for the intervals :
Lower Upper Frequenc Relative Density
bound bound QUeNCY  rrequency
20 26.71111 4 0.020 0.003
26.71111 33.42222 11 0.054 0.008
33.42222 40.13333 11 0.054 0.008
40.13333 46.84444 17 0.083 0.012
46.84444 53.55556 37 0.181 0.027
53.55556 60.26667 29 0.142 0.021
60.26667 66.97778 49 0.240 0.036
66.97778 73.68889 20 0.098 0.015
73.68889 80.4 22 0.108 0.016
80.4 87.11111 4 0.020 0.003
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Appendix 22 All Japanese Data Histogram

All Japanese Data Represented in Percent
Font Presentation All Data Combined

Summary statistics:

Obs
Obs. with o
. Obs. o without .. . Std.
Variable missing . Minimum Maximum  Mean e
missing deviation
data
data
Varl 57 0 57 33.333 96.667 62.573 14.406

All Japanese Data Combined Histogram

0.25

0.2

0.15

Relative frequency
©
o

0.05

30 40 50 60 70 80 90 100
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Relative Density

Frequency F

bound bound reguency
30 36.76667 2 0.035 0.005
36.76667 43.53333 4 0.070 0.010
43.53333 50.3 7 0.123 0.018
50.3 57.06667 12 0.211 0.031
57.06667 63.83333 8 0.140 0.021
63.83333 70.6 7 0.123 0.018
70.6 77.36667 7 0.123 0.018
77.36667 84.13333 6 0.105 0.016
84.13333 90.9 3 0.053 0.008
90.9 97.66667 1 0.018 0.003
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Appendix 23 Per Question Japanese Histogram Q1 Aqua

Summary statistics:

. Obs.
. Obs. Ob.S' \.Nlth without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q1 28 0 28 0.000 7.000 6.643 1.420
Aqua (Q1)
1

09 |

08 |
5 0.7
g
S 06
g
& 05 +
2
F 04t
€ 03 +

02 +

01 -+

0 1 + + - I y 1 - - -
0 1 2 3 4 5 6 7 8
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Frequency Relative

bound bound Frequency Density

0 0.71 1 0.036 0.050
0.71 1.42 0 0.000 0.000
1.42 213 0 0.000 0.000
213 2.84 0 0.000 0.000
2.84 3.55 0 0.000 0.000
3.55 4.26 1 0.036 0.050
4.26 497 0 0.000 0.000
497 5.68 0 0.000 0.000
5.68 6.39 0 0.000 0.000
6.39 7.1 26 0.929 1.308
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Appendix 23 Per Question Japanese Histogram Q1 Comic Sans

Summary statistics:

. Obs.
. Obs.  OPSWith  pout . Std.
Variable missing . Minimum Maximum  Mean e
missing deviation
data
data
Q1 16 0 16 2.000 6.000 5.438 1.263
Comic Sans (Q1)

0.9

0.8 +

0.7 +
g 0.6 +
?I" 0.5 +
E 04 -+
é 03

0.2 +

0.1 +

. I N I ‘ ‘ ‘
2 2.5 3 3.5 4 4.5 5 5.5 6 6.5
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound Frequency Density
2 2.41 1 0.063 0.152
2.41 2.82 0 0.000 0.000
2.82 3.23 1 0.063 0.152
3.23 3.64 0 0.000 0.000
3.64 4.05 1 0.063 0.152
4.05 4.46 0 0.000 0.000
4.46 487 0 0.000 0.000
487 5.28 0 0.000 0.000
5.28 5.69 0 0.000 0.000
5.69 6.1 13 0.813 1.982
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Appendix 23 Per Question Japanese Analysis Q1 Aqua Maru Go

Question 1 Aqua MaruGo

Comparison of two samples (Wilcoxon, Mann-Whitney, ...) — on 2015/04/27 at 3:33:51

Summary statistics:

Obs. with SES' ) st
Variable Observations  missing WINOUL Minimum Maximum  Mean .
data missing deviation
data
Aqua 28 0 28 0.000 7.000 6.643 1.420
MaruGo 48 0 48 0.000 7.000 6.854 1.010

Mann-Whitney test / Two—tailed test:

U 638.500
Expected value 672.000
Variance (U) 981.474
p—value (Two—tailed) 0.292
alpha 0.05
An approximation has been used to compute the p—
value.

Test interpretation:

HO: The difference of location between the samples is
equal to 0.

Ha: The difference of location between the samples is
different from 0.
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Appendix 23 Per Question Japanese Analysis Q1 Comic Sans Verdana

Summary statistics:

Obs. with .?:S't Seq
Variable Observations missing WIENOUL M rinimum  Maximum  Mean o
data missing deviation
data
Q1 16 0 16 2.000 6.000 5.438 1.263
Q1(2) 22 0 22 1.000 6.000 5.091 1.630
Mann-Whitney test / Two—tailed test:
U 192.500
Expected value 176.000
Variance (U) 634.651
p—value (Two—tailed) 0.525
alpha 0.05
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Appendix 23 Per Question Japanese Histogram Q1 Maru GO

Summary statistics:

. Obs.
. Obs. Ob.S' \.Nlth without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q1 48 0 48 0.000 7.000 6.854 1.010
MaruGo (Q1)
1

09 |

08 |
5 0.7
g
S 06
g
& 05 +
2
E 04 +
€ 03 +

02 +

01 +

(R —— : : : : : ‘
0 1 2 3 4 5 6 7 8
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Relative

bound bound Frequency Frequency Density

0 0.71 1 0.021 0.029
0.71 1.42 0 0.000 0.000
1.42 213 0 0.000 0.000
213 2.84 0 0.000 0.000
2.84 3.55 0 0.000 0.000
3.55 4.26 0 0.000 0.000
4.26 497 0 0.000 0.000
497 5.68 0 0.000 0.000
5.68 6.39 0 0.000 0.000
6.39 7.1 47 0.979 1.379

437



Appendix 23 Per Question Japanese Histogram Q1 Verdana

Summary statistics:

. Obs.
. Obs. Ob.S' \.Nlth without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q1 22 0 22 1.000 6.000 5.091 1.630
Verdana (Q1)

058

0.7

06
)
S 05
g
& 04
2
g 03
o

0.2

0.1

0 | [ ‘I ‘ ;
0 1 2 3 4 5 7

Correct Scores

Descriptive statistics for the intervals :

Upper Frequency Relative .
bound Frequency Density
1 1.51 1 0.045 0.089
1.51 2.02 2 0.091 0.178
2.02 2.53 0 0.000 0.000
2.53 3.04 1 0.045 0.089
3.04 3.55 0 0.000 0.000
3.55 4.06 2 0.091 0.178
4.06 457 0 0.000 0.000
457 5.08 0 0.000 0.000
5.08 5.59 0 0.000 0.000
5.59 6.1 16 0.727 1.426
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Appendix 23 Per Question Japanese Histogram Q7 Aqua

Summary statistics:

. Obs.
. Obs.  ObS with  bout . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q7 28 0 28 0.000 2.000 1.500 0.882
Aqua (Q7)
0.8
0.7
0.6
ey
£ 05
=
-g 04
2
8 g3
K
0.2
0.1
0
0 0.5 1 1.5 2 2.5
Correct Scores
Descriptive statistics for the intervals :
Lower Upper Relative .
bound bound Frequency Frequency Density
0 0.21 7 0.250 1.190
0.21 0.42 0 0.000 0.000
0.42 0.63 0 0.000 0.000
0.63 0.84 0 0.000 0.000
0.84 1.05 0 0.000 0.000
1.05 1.26 0 0.000 0.000
1.26 1.47 0 0.000 0.000
1.47 1.68 0 0.000 0.000
1.68 1.89 0 0.000 0.000
1.89 2.1 21 0.750 3.571
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Appendix 23 Per Question Japanese Histogram Q7 Verdana

Summary statistics:

. Obs.
. Obs, OPSWith  pout . Std.
Variable missing . Minimum Maximum  Mean e
data missing deviation
data
Q7 22 0 22 0.000 2.000 1.318 0.945
Verdana (Q7)
0.7
0.6
0.5
)
.% 0.3
E
0.2
0.1
0 | I
0 0.5 1 15 2 2.5
Correct Scores
Descriptive statistics for the intervals :
Lower Upper Frequency Relative .
bound bound Frequency Density
0 0.21 7 0.318 1.515
0.21 0.42 0 0.000 0.000
0.42 0.63 0 0.000 0.000
0.63 0.84 0 0.000 0.000
0.84 1.05 1 0.045 0.216
1.05 1.26 0 0.000 0.000
1.26 1.47 0 0.000 0.000
1.47 1.68 0 0.000 0.000
1.68 1.89 0 0.000 0.000
1.89 2.1 14 0.636 3.030
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Appendix 23 Per Question Japanese Histogram Q7 Comic Sans

Summary statistics:

. Obs
Obs. with oy
. Obs. oL without .. . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q7 16 0 16 0.000 2.000 1.500 0.816

Comic Sans (Q7)

©
~

o I g o
w iS [0} =)
.

Relative frequency

o
N

o
e

o

0 0.5 1 15 2 2.5
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound i Frequency Density
0 0.21 3 0.188 0.893
0.21 0.42 0 0.000 0.000
0.42 0.63 0 0.000 0.000
0.63 0.84 0 0.000 0.000
0.84 1.05 2 0.125 0.595
1.05 1.26 0 0.000 0.000
1.26 1.47 0 0.000 0.000
1.47 1.68 0 0.000 0.000
1.68 1.89 0 0.000 0.000
1.89 2.1 11 0.688 3.274
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Appendix 23 Per Question Japanese Analysis Q7 Aqua and Maru Go

Summary statistics:

Variable Observations Minimum Maximum Mean Std..
Deviation
Aqua 28 28 0.000 2.000 1.500 0.882
MaruGo 48 48 0.000 2.000 1.042 0.988
Mann-Whitney test / Two—tailed test:
U 833.000
Expected value 672.000
Variance (U) 6355.587
p—value (Two—tailed) 0.044
alpha 0.05
An approximation has been used to compute the p—
value.
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Appendix 23 Per Question Japanese Analysis Q7 Comic Sans Verdana

Summary statistics:

Obs. with ~ 9PS
Variable Observations  missing Wl.th(.)Ut Minimum Maximum  Mean S.td'.
data missing deviation
data
Comic Sans 16 0 16 0.000 2.000 1.500 0.816
Verdana 22 0 22 0.000 2.000 1.318 0.945
Mann-Whitney test / Two—tailed test:
U 190.500
Expected value 176.000
Variance (U) 797.383
p—value (Two—tailed) 0.620
alpha 0.05
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Appendix 23 Per Question Japanese Histogram Q7 Maru Go

Summary statistics:

Obs.
Variable Obs. Obs with Wl.th(.)Ut Minimum Maximum  Mean S.td'.
missing data missing deviation
data
Q7 48 0 48 0.000 2.000 1.042 0.988
MaroGo (Q7)

05

0.45

0.4
5. 035
§ 03
o
& 025
2
E 0.2
€ 015 -

0.1 -

0.05 -

0 : | ‘ l ; ‘
0 05 1 15 2 25
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Relative

bound bound Frequency Frequency Density

0 0.21 22 0.458 2.183
0.21 0.42 0 0.000 0.000
0.42 0.63 0 0.000 0.000
0.63 0.84 0 0.000 0.000
0.84 1.05 2 0.042 0.198
1.05 1.26 0 0.000 0.000
1.26 1.47 0 0.000 0.000
1.47 1.68 0 0.000 0.000
1.68 1.89 0 0.000 0.000
1.89 2.1 24 0.500 2.381
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Appendix 24 Per Question Japanese Analysis Q3 Comic Sans Verdana

Obs. with ~ OPS
Variable Observations missing W'.thC.JUt Minimum Maximum  Mean S.td'.
data missing deviation
data
ComicSans 3 16 0 16 1.000 1.000 1.000 0.000
Verdana3 22 0 22 0.000 1.000 0.364 0.492
1 0
1 1
Mann-Whitney test / Two—tailed test: 1
0
U 288.000
Expected value 176.000
Variance (U) 799.135
p—value (Two—tailed) < 0.0001
alpha 0.05
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Appendix 24 Per Question Japanese Analysis Q3 Aqua and Maru Go

Summary statistics:

Obs. with Qbs.
Variable Observations  missing Wl.thQUt Minimum Maximum  Mean S.td'.
data missing deviation
data
Q3Aqua 28 0 28 0.000 1.000 0.714 0.460
Q3MaruGo 48 0 48 0.000 1.000 0.792 0.410
Mann-Whitney test / Two—tailed test:
U 620.000
Expected value 672.000
Variance (U) 4677.120
p-value (Two—tailed) 0.451
alpha 0.05
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Appendix 24 Per Question Japanese Analysis Q10 Comic Sans Verdana

Summary statistics:

_ Obs. with 0P
. Observation o without - . Std.
Variable missing L Minimum Maximum  Mean .
data missing deviation
data
Comic#10 16 0 16 0.000 1.000 0.813 0.403
Verdana #10 22 0 22 0.000 1.000 0.864 0.351
1 1
0 0
Mann-Whitney test / Two—tailed test: 1
1
U 167.000
Expected value 176.000
Variance (U) 456.649
p-value (Two—tailed) 0.691
alpha 0.05
Appendix 24 Per Question Japanese Analysis Q10 Aqua and Maru Go
Summary statistics:
Obs. with| 9PS
Variable Observations| missing W'.thC.JUt Minimum Maximum  Mean S.tdi
data missing deviation
data
Q10 28 0 28 0.000 1.000 0.750 0.441
Q10(2) 48 0 48 0.000 1.000 0.833 0.377
Mann-Whitney test / Two—tailed test:
U 616.000
Expected value 672.000
Variance (U) 4099.200
p—value (Two—tailed) 0.386
alpha 0.05
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Summary statistics:

Appendix 25 Per Question Japanese Analysis Q4 Aqua and Maru Go

3
Obs. with ?:2 . St
Variable Observations | missing withou Minimum Maximum  Mean .
data missing deviation
data
Aqua 28 0 28 0.000 3.000 2.750 0.799
Marugo 48 0 48 0.000 3.000 2.375 1.178
Mann-Whitney test / Two—tailed test:
3
U 756.500
Expected value 672.000
Variance (U) 3922.358
p—value (Two—tailed) 0.180
alpha 0.05
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Appendix 25 Per Question Japanese Histogram Q4 Maru Go

Summary statistics:

. Obs.
. Obs. Ob.S' \.Nlth without _ : Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q4 48 0 48 0.000 3.000 2.375 1.178
MaruGo (Q4)

038

07 +

06 |
oy
S 05 +
g
& 04 +
2
g 03 +
o

02 +

01 |

0 : | : l : : : ‘
0 0.5 1 15 2 25 3 35
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Relative .
bound bound Frequency frequency Density
0 0.31 8 0.167 0.538
0.31 0.62 0 0.000 0.000
0.62 0.93 0 0.000 0.000
0.93 1.24 3 0.063 0.202
1.24 1.55 0 0.000 0.000
1.55 1.86 0 0.000 0.000
1.86 217 0 0.000 0.000
217 248 0 0.000 0.000
248 2.79 0 0.000 0.000
2.79 3.1 37 0.771 2.487
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Appendix 25 Per Question Japanese Histogram Q4 Aqua

Summary statistics:

Obs.
Variable Obs. Obs with Wl.th(.)Ut Minimum Maximum  Mean S.td'.
missing data missing deviation
data
Q4 28 0 28 0.000 3.000 2.750 0.799
Aqua (Q4)
0.9
08 +
07 +
;, 0.6
?-; 05 +
E 04 +
f:: 03 +
02 +
01 +
0 | - - - I - I - -
0 0.5 1 15 2 25 3 35
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Relative

bound bound Frequency Frequency Density

0 0.31 2 0.071 0.230
0.31 0.62 0 0.000 0.000
0.62 0.93 0 0.000 0.000
0.93 1.24 0 0.000 0.000
1.24 1.55 0 0.000 0.000
1.55 1.86 0 0.000 0.000
1.86 2.17 1 0.036 0.115
2.17 2.48 0 0.000 0.000
2.48 2.79 0 0.000 0.000
2.79 3.1 25 0.893 2.880
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Appendix 25 Per Question Japanese Analysis Q2 Aqua and Maru Go

Summary statistics:

452

Obs. with 0P
Variable Observations  missing Wl.th(.)Ut Minimum Maximum  Mean S.td'.
data missing deviation
data
Aqua 28 0 28 0.000 1.000 0.679 0.476
Marugo 48 0 48 0.000 1.000 0.583 0.498
Mann-Whitney test / Two—tailed test:
U 736.000
Expected value 672.000
Variance (U) 6106.240
p—value (Two—tailed) 0.416
alpha 0.05



Appendix 25 Per Question Japanese Histogram Q8 Aqua

Summary statistics:

. Obs.
. Obs, OPS With  pout . Std.
Variable missing . Minimum Maximum  Mean L.
missing deviation
data
data
Q8 28 0 29 0.000 4.000 1.321 1.657
Aqua (Q8)
0.5
0.45
0.4
>.0.35
§ 03
o
& 0.25
2
E 0.2
015
0.1
0.05
0 | |
0 0.5 1 1.5 2 25 3 3.5 4 4.5

Correct Scores

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound Frequency Density
0 0.41 14 0.500 1.220
0.41 0.82 0 0.000 0.000
0.82 1.23 5 0.179 0.436
1.23 1.64 0 0.000 0.000
1.64 2.05 1 0.036 0.087
2.05 2.46 0 0.000 0.000
2.46 2.87 0 0.000 0.000
2.87 3.28 2 0.071 0.174
3.28 3.69 0 0.000 0.000
3.69 4.1 6 0.214 0.523
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Appendix 25 Per Question Japanese Analysis Q8 Aqua and Maru Go

Summary statistics:

Obs. with 0P
Variable Observations | missing Wl.th(.)Ut Minimum Maximum  Mean S.tdi
data missing deviation
data
Aqua 28 0 28 0.000 4.000 1.321 1.657
MaruGo 48 0 48 0.000 4.000 1.208 1.557
Mann—-Whitney test / Two—tailed test:
0
U 690.500
Expected value 672.000
Variance (U) 7352.387
p—value (Two—tailed) 0.834
alpha 0.05
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Appendix 25 Per Question Japanese Histogram Q8 Maru go

Summary statistics:

Obs.
Variable Obs. Obs with Wi.th(.)Ut Minimum Maximum  Mean S.td'.
missing data missing deviation
data
Q8 48 0 48 0.000 4.000 1.208 1.557
MaruGo(Q8)
0.6
0.5
g 04
]
g
« 03
2
é 0.2
0.1
0 - y - y - l‘_l - -
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
Correct Scores
Descriptive statistics for the intervals :
Lower Upper Relative .
bound bound Frequency Frequency Density
0 0.41 25 0.521 1.270
0.41 0.82 0 0.000 0.000
0.82 1.23 7 0.146 0.356
1.23 1.64 0 0.000 0.000
1.64 2.05 6 0.125 0.305
2.05 2.46 0 0.000 0.000
2.46 2.87 0 0.000 0.000
2.87 3.28 1 0.021 0.051
3.28 3.69 0 0.000 0.000
3.69 4.1 9 0.188 0.457
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Appendix 25 Per Question Japanese Histogram Q9 Aqua

Summary statistics:

. Obs.
. Obs. Ob§. Y\”th without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q9 28 0 28 0.000 4.000 2.893 1.792
Aqua (Q9)

038

07 +

06 |
oy
S 05 +
g
& 04 +
2
g 03 -+
o

02

01 |

0 N — - : : : : ‘
0 05 1 15 2 25 3 35 4 45
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Relative

bound bound Frequency Frequency Density

0 0.41 7 0.250 0.610
0.41 0.82 0 0.000 0.000
0.82 1.23 1 0.036 0.087
1.23 1.64 0 0.000 0.000
1.64 2.05 0 0.000 0.000
2.05 2.46 0 0.000 0.000
2.46 2.87 0 0.000 0.000
2.87 3.28 0 0.000 0.000
3.28 3.69 0 0.000 0.000
3.69 4.1 20 0.714 1.742
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Appendix 25 Per Question Japanese Analysis Q9 Aqua and Maru Go

Summary statistics:

Obs. with %:’S' . Stq
Variable Observations| missing withou Minimum Maximum  Mean ..
data missing deviation
data
Aqua 28 0 28 0.000 4.000 2.893 1.792
MaruGo 48 0 48 0.000 4.000 2.104 2.003

Mann-Whitney test / Two—tailed test:

U 809.500
Expected value 672.000
Variance (U) 6355.587
p—-value (Two—tailed) 0.086
alpha 0.05
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Appendix 25 Per Question Japanese Histogram Q9 Maru Go

Summary statistics:

. Obs.
. Obs,  OPS With  hout . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q9 48 0 48 0.000 4.000 2.104 2.003
MaruGo (Q9)
0.6
0.5 +
T 04
o
=
‘?:J 0.3
ﬁ 0.2
0.1
0 — | ‘ ‘ ‘
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound Frequency Density
0 0.41 22 0.458 1.118
0.41 0.82 0 0.000 0.000
0.82 1.23 1 0.021 0.051
1.23 1.64 0 0.000 0.000
1.64 2.05 0 0.000 0.000
2.05 2.46 0 0.000 0.000
2.46 2.87 0 0.000 0.000
2.87 3.28 0 0.000 0.000
3.28 3.69 0 0.000 0.000
3.69 4.1 25 0.521 1.270
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Appendix 26 Comic Sans Q5 Histogram

Summary statistics:

. Obs.
. Obs. Ob.S' \.Nlth without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Vari 16 0 16 0.000 4.000 2.188 0.981
Comic Sans Q5

0.45

04

035
g 03
]
=]
& 025
E 0.2
-
& 015

0.1

0.05

0 : : : ‘ ; ‘ ; ‘
0 05 1 15 2 25 3 35 4 45
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound Frequency Density
0 0.41 1 0.063 0.152
0.41 0.82 0 0.000 0.000
0.82 1.23 2 0.125 0.305
1.23 1.64 0 0.000 0.000
1.64 2.05 7 0.438 1.067
2.05 2.46 0 0.000 0.000
2.46 2.87 0 0.000 0.000
2.87 3.28 5 0.313 0.762
3.28 3.69 0 0.000 0.000
3.69 4.1 1 0.063 0.152
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Appendix 26 Data Analysis Q5 Aqua Maru Go

Summary statistics:

Obs. with _ OPS
Variable Observations| missing WI.thC.)Ut Minimum Maximum  Mean S.td'.
data missing deviation
data
Q5Aqua 28 0 28 0.000 4.000 1.500 1.202
Q5zMaruGo 48 0 48 0.000 5.000 1.188 1.197
U 779.500
Expected value 672.000
Variance (U) 8017.667
p—value (Two—tailed) 0.232
alpha 0.05

460



Appendix 26 Data Analysis Q5 Comic Sans Verdana

Summary statistics:

. Obs.
Obs. with i out Std
Variable Observations  missing . Minimum Maximum  Mean .
missing deviation
data
data
Q5 Comic Sans 16 0 16 0.000 4.000 2.188 0.981
Q5 Verdana 22 0 22 0.000 4.000 1.500 0.802

z—test for two independent samples / Two—tailed test:

95% confidence interval on the difference between the means:

10.102, 1.273 |

Difference

z (Observed value)
|z| (Critical value)
p—value (Two—tailed)
alpha

0.688

2.300

1.960
0.021
0.05
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Appendix 26 Data Analysis Q5 Comic Sans Verdana

t—test for two independent samples / Two—tailed test:

95% confidence interval on the difference between the means:

10.100, 1.275 [

Difference 0.688
t (Observed value) 2.375
|t| (Critical value) 2.028
DF 36
p—value (Two—tailed) 0.023
alpha 0.05

Variable¥Test Student

0.021 0.023
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Appendix 26 Verdana Histogram Q5

Summary statistics:

. Obs.
. Obs. Obs-With  pout . . Std.
Variable missing . Minimum Maximum  Mean e
missing deviation
data
data
Q#5 22 0 22 0.000 4.000 1.500 0.802
Verdana Q5

0.5

0.45 +

0.4
> 0.35
§ 0.3
4
+ 025 +
2
_‘,"f 0.2
© 015 +

0.1 +

0.05 &

0 _|1 - - - - - - ,_|
0 0.5 1 1.5 2 25 3 3.5 4 4.5
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound Frequency Density
0 0.41 1 0.045 0.111
0.41 0.82 0 0.000 0.000
0.82 1.23 1 0.500 1.220
1.23 1.64 0 0.000 0.000
1.64 2.05 9 0.409 0.998
2.05 2.46 0 0.000 0.000
2.46 2.87 0 0.000 0.000
2.87 3.28 0 0.000 0.000
3.28 3.69 0 0.000 0.000
3.69 4.1 1 0.045 0.111
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Appendix 26 Q5 Aqua Histogram

Summary statistics:

. Obs.
. Obs,  OBSWith  hout . . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q5 28 0 28 0.000 4.000 1.500 1.202
Aqua Q5
0.3
0.25
;, 0.2
-3
us'—, 0.15
2
T o1
0.05
0
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
Q5

Descriptive statistics for the intervals :

E:S:g Frequency F?:;ig\rgiy Density

0 0.41 7 0.250 0.610
0.41 0.82 0 0.000 0.000
0.82 1.23 8 0.286 0.697
1.23 1.64 0 0.000 0.000
1.64 2.05 6 0.214 0.523
2.05 2.46 0 0.000 0.000
2.46 2.87 0 0.000 0.000
2.87 3.28 6 0.214 0.523
3.28 3.69 0 0.000 0.000
3.69 4.1 1 0.036 0.087
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Appendix 26 Q5 Maru Go Histogram

Summary statistics:

. Obs.
. Obs. Ob§. Y\”th without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q5 48 0 48 0.000 5.000 1.188 1.197
Maru Go Q5
0.4
035
03
)
S 025
g
& 02
2
% 0.15
o
01
0.05 -
0 ‘ ‘ ; -
0 1 2 3 4 5 6
Correct Scores
Descriptive statistics for the intervals :
Lower Upper Relative .
bound bound Frequency Frequency Density
0 0.51 17 0.354 0.694
0.51 1.02 15 0.313 0.613
1.02 1.53 0 0.000 0.000
1.53 2.04 8 0.167 0.327
2.04 2.55 0 0.000 0.000
2.55 3.06 7 0.146 0.286
3.06 3.57 0 0.000 0.000
3.57 4.08 0 0.000 0.000
4.08 459 0 0.000 0.000
4.59 5.1 1 0.021 0.041
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Appendix 26 Data Analysis Comic Sans Verdana Q6

Summary statistics:

Obs. with %‘:S' . St
Variable Observations  missing withou Minimum Maximum  Mean .
data missing deviation
data
Q6 Comic Sans 16 0 16 0.000 5.000 3.500 1.592
Q6 Verdana 22 0 22 0.000 5.000 1.591 1.436
0
3
z—test for two independent samples / Two—tailed test:
95% confidence interval on the difference between the means:
10.925,
Difference 1.909
z (Observed value) 3.802
|z| (Critical value) 1.960
p—value (Two—tailed) 0.000
alpha 0.05
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Appendix 26 Data Analysis Comic Sans Verdana Q6

t—test for two independent samples / Two—tailed test:

Difference 1.909
t (Observed value) 3.866
|t| (Critical value) 2.028
DF 36
p—value (Two—tailed) 0.000
alpha 0.05
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Appendix 26 Q6 Comic Sans Histogram

Summary statistics:

. Obs.
. Obs. Obs-With  pout . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Var1 16 0 18 0.000 5.000 3.500 1.592
Comic Sans Q6

0.35

0.3

0.25
ey
§. 0.2
5
.E 0.15
K

0.1

0.05

0 - - - -
0 1 2 3 4 5 6
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Frequency Relative

bound bound Frequency Density

0 0.51 1 0.063 0.123
0.51 1.02 2 0.125 0.245
1.02 1.53 0 0.000 0.000
1.53 2.04 0 0.000 0.000
2.04 2.55 0 0.000 0.000
2.55 3.06 3 0.188 0.368
3.06 3.57 0 0.000 0.000
3.57 4.08 5 0.313 0.613
4.08 4.59 0 0.000 0.000
4.59 5.1 5 0.313 0.613
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Appendix 26 Q6 Verdana Histogram

Summary statistics:

. Obs.
. Obs, OPSWith  pout . Std.
Variable missing . Minimum Maximum  Mean e
missing deviation
data
data
Q#6 22 0 09 0.000 5.000 1.591 1.436
Verdana Q6

0.35

0.3

0.25
ey

qé. 0.2
5

.E 0.15
K

0.1

0.05

0

0 1 2 3 4 5 6

Correct Scores

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound Frequency Density
0 0.51 5 0.227 0.446
0.51 1.02 7 0.318 0.624
1.02 1.53 0 0.000 0.000
1.53 2.04 6 0.273 0.535
2.04 2.55 0 0.000 0.000
2.55 3.06 2 0.091 0.178
3.06 3.57 0 0.000 0.000
3.57 4.08 0 0.000 0.000
4.08 4.59 0 0.000 0.000
4.59 5.1 2 0.091 0.178
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Appendix 26 Q6 Aqua Histogram

Summary statistics:

. Obs.
. Obs. Ob§. Y\”th without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q6 28 0 28 0.000 5.000 2.464 2.045
Aqua Q6

035

03 -+

0.25 -
oy
]
3 02
g
:2: 0.15 -
g

01

0.05 -

0 ‘ ‘ : ‘
0 1 2 3 4 5 6
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Relative .
bound bound Frequency Frequency Density
0 0.51 8 0.286 0.560
0.51 1.02 2 0.071 0.140
1.02 1.53 0 0.000 0.000
1.53 2.04 5 0.179 0.350
2.04 2.55 0 0.000 0.000
2.55 3.06 4 0.143 0.280
3.06 3.57 0 0.000 0.000
3.57 4.08 0 0.000 0.000
4.08 459 0 0.000 0.000
4.59 5.1 9 0.321 0.630
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Appendix 26 Q6 Data Analysis Aqua Maru Go

Summary statistics:

Obs. with Obs.
. Observation S. Wi without . . Std.
Variable missing . Minimum Maximum  Mean ..
s missing deviation
data
data
Q6 28 0 28 0.000 5.000 2.464 2.045
Q6(2) 48 1 47 0.000 5.000 1.872 1.702
Mann-Whitney test / Two—tailed test:
U 765.500
Expected value 658.000
Variance (U) 7817.040
p—value (Two—tailed) 0.226
alpha 0.05
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Appendix 26 Q6 Maru Go Histogram

Summary statistics:

. Obs.
. Obs. Ob.S' \.Nlth without . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Q6 47 0 47 0.000 5.000 1.872 1.702
Maru Go Q6

035

03 |

0.25 -
z
s
3 o2
g
.g 0.15 -
g

01

0.05 1

0 ‘ ‘ ‘ ‘
0 1 2 3 4 5 6
Correct Scores

Descriptive statistics for the intervals :

Lower Upper Frequency Relative .
bound bound Frequency Density
0 0.51 16 0.340 0.668
0.51 1.02 2 0.043 0.083
1.02 1.53 0 0.000 0.000
1.53 2.04 15 0.319 0.626
2.04 2.55 0 0.000 0.000
2.55 3.06 6 0.128 0.250
3.06 3.57 0 0.000 0.000
3.57 4.08 2 0.043 0.083
4.08 459 0 0.000 0.000
4.59 5.1 6 0.128 0.250
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Appendix 27 Q11 Subjects Comments English

Question 11

Positive Negative Neutral Opinion

Positive =1 Negative =—1
Comic Sans Score Verdana
Some of the recycling
. procedures seen in
Not exagtly, but It, Akitakataare similar
seems optimal. I don't ) ,
. to ones practiced in
think people would -1 0
) . the States.] do not
take the time in .
. . agree with the
America to do this. .
oversized garbage
policy.
Not as thorough as it No. Yes!lt would take
is but we do recycle. 0 getting used to but 0
Yes. seems efficient!
I recycle based on
plastic, aluminum, etc.
and I am reponsible
No, too much of a 1 for bringing it to the 1
hassle. dumps. | like the idea,
but should maybe
have more recycling
days?
not quite like this -1 No, Yes! 0
No, and No =1 Not exactly, yes. 0
No. -1 Yes. Yes, | like it. 1
No and no. -1 No we do not 0
No, this system No, [ would not
seems great, but also -1 . 0
remember it all.
a lot of work
No, I feelthat if my
town tried to enforce
No,yes seems 0 this way if recycling it 0

progressive

would never work.
They shouldn’t
charge $ for the

No..recycling is a pain!

Yes
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Appendix 27 Q11 Subjects Comments English

No, No

No,I don't, but it is a
very good system.

Yes, and Yex

I recycle but not in all
of these different
ways. I like to

No. It's troublesome,
but for a good cause

No, we recycle with
fewer rules. I do like
it because its
probably more
effective and better
for the environment.

No, No

Not exactly and not
really

I do recycle but
weekly

No

I recycle but don't
have to deliver to
waste center. [ like it.

yes and yes

No

No, No
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Appendix 27 Q11 Subjects Comments Aqua Font

Q11 Aqua
. . Positive,
Survey | Do you reDcycle I.Ike .thls town 7 English translation Negative,
o you like it?
Neutral
P=1 N=-
1, N=0
41 LTEHA I don't do it -1
42 R} Yes 1
43 R} Yes 1
44 R} Yes 1
45 | Y A9)LIELTLVEEL, 7= I don't recycle but I like it. 0
46 LTLMEELY I don’ do it -1
47 LTL\% [ doit 1
EHFEVIHAUIILZLTLE I don't really recycle. I really
48 | BA, LIEWTNIEZESELVER | think [ don't have to do it. I don't -1
WEFTHIIFEICHENELD T, like it.
49 Li=F A IFETHEELVTEA [1don't do it. I like but don't like it 0
WIFERBRELIZRVETS, I think we should do it.
50 L7ELY, BN I do't do it . I don't like it. -1
51 —
52 LTLVEWL, TF I don't do it but I like it. 0
53 Yes. DAEDITT Yes, it is troublesome 0
54 Ly Yes 1
55 CHDDANFEHELTLNS  [I'm aware of separating garbage., 0
Do BRYRRMLIEROHSNT= | ] throw away cans and bottles in
56 |FFICETTLNS, IFELIFEILA| the determined place. I never 0
LY, thought about if I like it.
57 LTWAMNTEEBBENELRELT| 1like and don't like, I don't feel 0
LVEELY about it
58 | VB AOIELTLNS, FETY I recycle. I like it 1
59 LTW5, HFEY I ETIEHALY I do it. I really do not like it. 0
BE, RIITETREB ST, Y| Weight and length needs to be
60 | AVILIXTTEEE A, HIZIFET |taken care of so I can't recycle. | -1
EIHYVEHA, do not like it.
61 Ly yes 1
62 FETY I like it. 1
63 L\ No -1
64 WA, I HA2)LF 5D | No Detailed recycling I think is 1
TR EFEERS, good.
65 | [EL\, LWWNCELRDTIFETT | Yesltis a good thing and 1 like it. 1
Y AIILIZLTLVS, IFE=ELVD | 1recycle. | have no feelings of
66 | BEIFIILLMNIRBICBULNMTENIL love but it is good for the 0
HATL=, environment.
67 | FLY iFENESIMIEMNYEE Yes. I like it, maybe 0
68 EZ—IILCHEEBSHESH I separatevinyl and regular 0
[+TLVS garbage.
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Appendix 27 Q11 Subjects Comments Aqua Histogram

Summary statistics:

. Obs.
. Obs. Ob.S' \.Nlth without . . Std.
Variable missing . Minimum Maximum  Mean .
data missing deviation
data
Varl 27 0 27 —1.000 1.000 0.148 0.770
Aqua Q11
0.45
04
035
g 03
s
% 025
E 02
é 0.15
01
0.05 -
0 : ‘ : ‘
1 -05 0 05 1 15
Attitude

Descriptive statistics for the intervals :

Lower Upper Frequency Relative

bound bound Frequency Density

-1 -0.79 6 0.222 1.058
-0.79 -0.58 0 0.000 0.000
-0.58 -0.37 0 0.000 0.000
-0.37 -0.16 0 0.000 0.000
-0.16 0.05 11 0.407 1.940
0.05 0.26 0 0.000 0.000
0.26 0.47 0 0.000 0.000
0.47 0.68 0 0.000 0.000
0.68 0.89 0 0.000 0.000
0.89 1.1 10 0.370 1.764
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Appendix 27 Q11 Subjects Comments Data Analysis Maru Go and Aqua

Summary statistics:

Obs. with Obs.
. Observati S-wi without - . Std.
Variable missing . Minimum Maximum  Mean .
ons missing deviation
data
data
Q11 Aqua 27 0 27 -1.000 1.000 0.148 0.770
Q11Marugo 40 0 40 -1.000 1.000 -0.150 0.949
z—test for two independent samples / Two—tailed test:
0
95% confidence interval on the difference between the means:
1-0.115,10.711 [
Difference 0.298
z (Observed value) 1.414
|z| (Critical value) 1.960
p—value (Two—tailed) 0.157
alpha 0.05
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Appendix 27 Q11 Subjects Comments Data Analysis Maru Go and Aqua

1-0.140, 0.737 [
Difference 0.298
t (Observed value) 1.358
|t| (Critical value) 1.997
DF 65
p—value (Two—tailed) 0.179
alpha 0.05
0

As the computed p—value is greater than the significance level alpha=0.05, one cannot reject the null hypothesis HO.

The risk to reject the null hypothesis HO while it is true is 17.92%.

Summary:

Variable¥Test z Student
0.157 0.179
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Appendix 27 Q11 Subjects Comments Comic Sans Histogram

Summary statistics:

. Obs.
. Obs,  OBSWith  ihout . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 13 0 13 -1.000 1.000 —0.692 0.630
Comic Sans Q11
0.8
0.7
0.6
ey
£ 05
=
-g 04
2
8 g3
K
0.2
0.1
0 | |
-1 -0.5 0 0.5 1 1.5
Attitude
Descriptive statistics for the intervals :
Lower Upper Relative .
bound bound Frequency Frequency Density
-1 -0.79 10 0.769 3.663
-0.79 -0.58 0 0.000 0.000
-0.58 -0.37 0 0.000 0.000
-0.37 -0.16 0 0.000 0.000
-0.16 0.05 2 0.154 0.733
0.05 0.26 0 0.000 0.000
0.26 0.47 0 0.000 0.000
0.47 0.68 0 0.000 0.000
0.68 0.89 0 0.000 0.000
0.89 1.1 1 0.077 0.366
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Appendix 27 Q11 Subjects Comments Data Analysis Comic Sans and Verdana

Obs. with  OPS
Variable Observations| missing Wl.th(.)Ut Minimum Maximum  Mean S.td'.
data missing deviation
data
Comic Sans 13 0 13 -1.000 1.000 -0.692 0.630
Verdana 21 0 21 -1.000 1.000 0.000 0.775
-1 -1
-1
z—test for two independent samples / Two—tailed test: -1
0
95% confidence interval on the difference between the means -1
1-1.169 ,|-0.216 [
1
Difference —0.692
z (Observed value) -2.847
|z| (Critical value) 1.960
p—value (Two-tailed) 0.004
alpha 0.05
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Appendix 27 Q11 Subjects Comments Data Analysis Comic Sans and Verdana

reject the null hypothesis HO, and accept the alternative hypothesis Ha.
The risk to reject the null hypothesis HO while it is true is lower than 0.44%.
t—test for two independent samples / Two—tailed test:

95% confidence interval on the difference between the means:

1-1.213,-0.172 [

Difference -0.692
t (Observed value) -2.710
|t| (Critical value) 2.037
DF 32
p—value (Two—tailed) 0.011
alpha 0.05

Test interpretation:
HO: The difference between the means is equal to 0.
Ha: The difference between the means is different from 0.
As the computed p—value is lower than the significance level alpha=0.05, one should
reject the null hypothesis HO, and accept the alternative hypothesis Ha.
The risk to reject the null hypothesis HO while it is true is lower than 1.07%.

Summary:

Variable¥Test z Student

0.004 0.011
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Appendix 27 Q11 Subjects Comments Maru Go

Q11 Maru Go
) . Positive,
Survey | Do you recycle I'|ke lthIS town ? English translation Negative,
Do you like it?
Neutral
P=1 N=-
1, N=0
1 — -
2 YA INEHBLZEIETH ST Recycling is necessary. I am :
HIZ, YSLWKBLTLNVS recycling
3 LMNZ No -1
4 TETWEW YUY A49)L95HE | Idont doit. | want to make it a :
BEDIF7=LY habit.
5 LTW%, 3<LTIF%ELY, I do it. [ don't like it 0
6 LMNVE L ALY No, I don't -1
J LTWS, FREIEHMEH., ZD Yes, it takes effort, but it is ]
FEROLTLESILYEBRLVER better than burning
8 = I like it 1
9 LTEI IFETY I do it and I like it 1
10 LTEEA I don't do it -1
11 LT, X5BZE(FLWNT EEE | No, T don't do it Wanting to do it 0
53] is good.
12 LTW5, 1FE I do it and I like it. 1
13 LTLV%, BL\ES, I do it. I think it is good. 1
14 LMNZ No -1
15 LTW5, 1FE I do it and I like it. 1
16 -
17 L T4 I don't do it, -1
18 70N No -1
19 LMNZ No -1
20 L T4 I don't do it, -1
21 LTEHA I don't do it. -1
22 70N No -1
23 -
24 HFEYLTEL I really don't do it —1
25 -
26 H52°7
27 DR
28 LY, ETT Yes, I like it 1
29 j‘E@"tD@—f:$#O'CL‘%o 1
DT B, M2 HDTIETY,
LE L INNESAETOBE | 0 dﬁ?otugt]eifaluho:dt:f):gﬂer
Faﬁb\ﬂ?%'éﬁb\om%%fit (iiﬁ-j- electr.'onicsl would bring it to a
30 | MO ayTTEWNESTEHLR e <h d sell it there i -1
BDI=. BEE-THOYHA recycle shop and sell Iit, there Is
HIIZETAEIZLLN, no nee_d to spen_d money to the
city recycling center.
31 ToTWS FETH S, I am doing it and I like it 1
32 Yes Yes 1
33 L’—U‘“'“E;‘ﬁ;;gi:&“tf:t I don't do it and I don't ke it. -1
HFEYLTEHWL, BAZTHTES |Ireally don't do it. What garbage,
34 | o THEHETHINETEZDHED | how to do it takes thinking and it -1
AEITIFETHLY, is troublesome. I don't like it.
35 -
36 g impossible —1
37 70N No -1
38 HFEYLTHINTY I really don’t do it -1
39 LTHLY, TFTHRLY, I don't do it and I don't like it. -1
40 A4 No -1
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Appendix 27 Q11 Subjects Comments Maru Go

41 LTEI.I=TYT I do it and I like it. 1
42 LT#4zLN I don't do it. -1
43 | RyRRRILSHULVE ST S, 8FE | 1 do it for pet bottles. I like it 1
44 HEYLTHL IFETEHLY, I really don't do it I like it. 0
45 LTHWL, mEIKSLNOTIFET | Idon't doit. It is troublesome »
[, and I don't like it.

46 JHAILELTHY. TETH I recycle. I like it. 1
47 LT3%. 27

48 | CoETHEACLTOELY, 595 I don’ t do it in detail, no felling, 0

normal.
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Appendix 27 Q11 Subjects Comments Maru Go Histogram

Summary statistics:

Obs.
Variable Observati Obs with Wl.th(?Ut Minimum Maximum Mean S.td'.
ons missing data  missing deviation
data
Varl 40 0 40 -1.000 1.000 —0.150 0.949
MaruGo Q11
06
05 -
T 04
]
g
& 03
g
§ 0.2
0.1 -
0 : ‘ ; ‘
-1 -0.5 0 05 1 15
Attitude

Descriptive statistics for the intervals :

Lower Upper Relative

bound bound Frequency Frequency Density

-1 -0.79 21 0.525 2.500
-0.79 -0.58 0 0.000 0.000
-0.58 -0.37 0 0.000 0.000
-0.37 -0.16 0 0.000 0.000
-0.16 0.05 4 0.100 0.476
0.05 0.26 0 0.000 0.000
0.26 0.47 0 0.000 0.000
0.47 0.68 0 0.000 0.000
0.68 0.89 0 0.000 0.000
0.89 1.1 15 0.375 1.786
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Appendix 27 Q11 Subjects Comments Verdana Histogram

Summary statistics:

. Obs.
. Obs, ~ OPS With  hout . . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 21 0 21 -1.000 1.000 0.000 0.775
Verdana Q11
0.45
0.4
0.35
;, 0.3
%0.25
2 02
::: 0.15
0.1
0.05
0
-1 -0.5 0 0.5 1 1.5
Attitude
Descriptive statistics for the intervals :
Lower Upper Relative .
bound bound Frequency Frequency Density
-1 -0.79 6 0.286 1.361
-0.79 -0.58 0 0.000 0.000
-0.58 -0.37 0 0.000 0.000
-0.37 -0.16 0 0.000 0.000
-0.16 0.05 9 0.429 2.041
0.05 0.26 0 0.000 0.000
0.26 0.47 0 0.000 0.000
0.47 0.68 0 0.000 0.000
0.68 0.89 0 0.000 0.000
0.89 1.1 6 0.286 1.361
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Appendix 28 All Japanese Data Analysis per Font Style

Summary statistics:

Obs.
Variable Observatio Obs with Wl.th?Ut Minimum Maximum Mean S.tdi
ns missing data missing deviation
data
Y1 204 0 204 8.000 31.000 20.549 4.904
Variable Categories Frequencies %
Q1 MS-Gothic 35 17.157
MSP-Gothic 22 10.784
Maru go 45 22.059
Merio 30 14.706
Mincho 23 11.275
aqua 26 12.745
HGITEX 23 11.275
Correlation matrix:

Variables Q(;ot,\:i Q]Go’\t/lhsif Q1 EIZIaru Q1-Merio Q1-Mincho Q1-aqua ?_;;HKG Y1
Q1-MS-Gothic 1.000 -0.158 -0.242 -0.189 -0.162 -0.174 -0.162 -0.051
Q1-MSP-Gothic -0.158 1.000 -0.185 -0.144 -0.124 -0.133 -0.124 0.061
Q1-Maru go -0.242 -0.185 1.000 -0.221 -0.190 -0.203 -0.190 -0.069
Q1-Merio -0.189 -0.144 -0.221 1.000 -0.148 -0.159 -0.148 -0.015
Q1-Mincho -0.162 -0.124 -0.190 -0.148 1.000 -0.136 -0.127 -0.046
Ql1-aqua -0.174 -0.133 -0.203 -0.159 -0.136 1.000 -0.136 0.137
QI-HGITEX -0.162 -0.124 -0.190 -0.148 -0.127 -0.136 1.000 0.011
Y1 -0.051 0.061 -0.069 -0.015 -0.046 0.137 0.011 1.000
Multicolinearity statistics:

Statistic Q(;ochfz Qlio'rhsif . gl\;laru Q1-Merio Q1-Mincho Q1-aqua ?%%HZFG
Tolerance 0.000 0.000 0.000 0.000 0.000 0.000 0.000
VIF 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Regression of variable Y1:

Goodness of fit statistics:
Observations 204.000
Sum of weights 204.000
DF 197.000
R2 0.028
Adjusted R2 -0.002
MSE 24.092
RMSE 4.908
MAPE 22.509
DW 2.023
Cp 7.000
AIC 655.982
SBC 679.209
PC 1.041
Analysis of variance:
Source DF Sum of Mean F Pr>F
squares squares
Model 6 136.346 22.724 0.943 0.465
Error 197 4746.163 24.092
Corrected Total 203 4882.510
Computed against model Y=Mean(Y)
Model parameters:
Upper
Source Value Standard t Pr> |t| Lower bound (95%)  bound
error (95%)
Intercept 20.696 1.023 20.221 < 0.0001 18.677 22.714
Q1-MS-Gothic -0.696 1.318 -0.528 0.598 -3.294 1.903
Q1-MSP-Gothic 0.713 1.464 0.487 0.627 -2.173 3.600
Q1-Maru go -0.785 1.258 -0.624 0.534 -3.266 1.697
Q1-Merio -0.329 1.360 -0.242 0.809 -3.012 2.354
Q1-Mincho -0.783 1.447 -0.541 0.589 -3.637 2.072
Ql-aqua 1.612 1.405 1.147 0.253 -1.159 4.383
QI-HG{TEA 0.000 0.000

Equation of the model:

Y1 =20.6956521739131-0.695652173913045%Q1-MS-Gothic+0.713438735177865*%Q1-MSP-Gothic—
0.784541062801933+Q1-Maru go—0.328985507246377+Q1-Merio—0.782608695652174*Q1-Mincho+1.61204013377926*Q1-

aqua
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Appendix 28 All Japanese Data Analysis per Font Style

Standardized coefficients:

Upper

Source Value Standard t Pr> |t Lower bound (95%)  bound

error (95%)
Q1-MS-Gothic —0.054 0.102 -0.528 0.598 —-0.254 0.147
Q1-MSP-Gothic 0.045 0.093 0.487 0.627 -0.138 0.228
Q1-Maru go —0.066 0.107 -0.624 0.534 -0.277 0.144
Q1-Merio -0.024 0.098 -0.242 0.809 -0.218 0.170
Q1-Mincho —-0.051 0.094 -0.541 0.589 -0.235 0.134
Q1-aqua 0.110 0.096 1.147 0.253 -0.079 0.299

QI-HGITER 0.000 0.000

Y1/ Standardized coefficients
(95% conf. interval)

Q1-MSH-Gothic
QI-HGITER

Q1-MS;Gothic

Standardized coefficients
o

Variable
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Appendix 28 All Japanese Data Analysis per Font Style

o

Y1 / Standardized residuals

Pred(Y1) / Standardized residuals

. .
2 . 2 .
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- - b= H . .
2 g . 2 v . H H .
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Means charts:
Pred(Y1) /Y1
Qi 35
225
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22
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215
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g 205 e
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19 5 bl
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185 - Pred(Y1)
Q1-Ms-Gothic Q1-MSP-Gothic Q1-Maru go Q1-Merio Q1-Mincho Ql-aqua QI-HGITEAR
a1

ic

Q1 / Tukey (HSD) / Analysis of the differences between the categories with a confidence interval of 95%:

Observations

Standardized residuals / Y1

Standardized residuals

Contrast Differencendardized diffe@eitical valuePr > Diff Significant
aqua vs Maru go 2.397 1.982 2.979 0.429 No
aqua vs Mincho 2.395 1.704 2.979 0.614 No
aqua vs MS-Gothic 2.308 1.816 2.979 0.539 No
aqua vs Merio 1.941 1.476 2.979 0.759 No
aqua vs HGITER 1.612 1.147 2.979 0.912 No
aqua vs MSP-Gothic 0.899 0.632 2.979 0.996 No
MSP-Gothic vs Maru go 1.498 1.173 2.979 0.903 No
MSP-Gothic vs Mincho 1.496 1.022 2.979 0.948 No
MSP-Gothic vs MS-Goth 1.409 1.055 2979 0.940 No
MSP-Gothic vs Merio 1.042 0.757 2.979 0.989 No
MSP-Gothic vs HGfT&A&  0.713 0.487 2979 0.999 No
HGITEX vs Maru go 0.785 0.624 2.979 0.996 No
HGITE X vs Mincho 0.783 0.541 2.979 0.998 No
HGITE A vs MS-Gothic 0.696 0.528 2.979 0.998 No
HGITER vs Merio 0.329 0.242 2979 1.000 No
Merio vs Maru go 0.456 0.394 2.979 1.000 No
Merio vs Mincho 0.454 0.333 2979 1.000 No
Merio vs MS—Gothic 0.367 0.300 2.979 1.000 No
MS-Gothic vs Maru go 0.089 0.080 2.979 1.000 No
MS-Gothic vs Mincho 0.087 0.066 2.979 1.000 No
Mincho vs Maru go 0.002 0.002 2.979 1.000 No
Tukey's d critical value: 4213

Category Mean Groups
aqua 22.308 A
MSP-Gothic 21.409 A
HGITE A 20.696 A
Merio 20.367 A
MS-Gothic 20.000 A
Mincho 19.913 A
Maru go 19.911 A
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Q1 / Fisher (LSD) / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized Critical

Contrast Difference . Pr > Diff Significant
difference value

aqua vs Maru go 2.397 1.982 1.972 0.049 Yes

aqua vs Mincho 2.395 1.704 1.972 0.090 No

aqua vs MS—Gothic 2.308 1.816 1.972 0.071 No

aqua vs Merio 1.941 1476 1.972 0.142 No

aqua vs HGITE A 1.612 1.147 1.972 0.253 No

aqua vs MSP-Gothic 0.899 0.632 1.972 0.528 No
icMSP-Gothic vs Maru go 1.498 1173 1.972 0.242 No

MSP-Gothic vs Mincho 1.496 1.022 1.972 0.308 No

MSP-Gothic vs MS-Goth 1.409 1.055 1.972 0.293 No

MSP-Gothic vs Merio 1.042 0.757 1.972 0.450 No

MSP-Gothic vs HGITEZA 0713 0.487 1.972 0.627 No

HG{TEX vs Maru go 0.785 0.624 1.972 0.534 No

HGATE A vs Mincho 0.783 0.541 1.972 0.589 No

HGATE A vs MS-Gothic 0.696 0.528 1.972 0.598 No

HGATE A vs Merio 0.329 0.242 1.972 0.809 No

Merio vs Maru go 0.456 0.394 1.972 0.694 No

Merio vs Mincho 0.454 0.333 1.972 0.739 No

Merio vs MS—-Gothic 0.367 0.300 1.972 0.764 No

MS-Gothic vs Maru go 0.089 0.080 1.972 0.936 No

MS-Gothic vs Mincho 0.087 0.066 1.972 0.947 No

Mincho vs Maru go 0.002 0.002 1.972 0.999 No

LSD-value: 2.536

Category Mean Groups

aqua 22.308 A

MSP-Gothic 21.409 A B

HGITE A 20.696 A B

Merio 20.367 A B

MS-Gothic 20.000 A B

Mincho 19.913 A B

Maru go 19.911 B

Q1 / Bonferroni / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized Critical

Contrast Difference . Pr > Diff Significant
difference value

aqua vs Maru go 2.397 1.982 3.078 0.049 No

aqua vs Mincho 2.395 1.704 3.078 0.090 No

aqua vs MS-Gothic 2.308 1.816 3.078 0.071 No

aqua vs Merio 1.941 1.476 3.078 0.142 No

aqua vs HGTE X 1.612 1.147 3.078 0.253 No

aqua vs MSP—-Gothic 0.899 0.632 3.078 0.528 No
icMSP-Gothic vs Maru go 1.498 1173 3.078 0.242 No

MSP-Gothic vs Mincho 1.496 1.022 3.078 0.308 No

MSP-Gothic vs MS-Goth 1.409 1.055 3.078 0.293 No

MSP-Gothic vs Merio 1.042 0.757 3.078 0.450 No

MSP-Gothic vs HGITEAR  0.713 0.487 3.078 0.627 No

HGfTZK vs Maru go 0.785 0.624 3.078 0.534 No

HGITE A vs Mincho 0.783 0.541 3.078 0.589 No

HG{TZX vs MS-Gothic 0.696 0.528 3.078 0.598 No

HGATEZR vs Merio 0.329 0.242 3.078 0.809 No

Merio vs Maru go 0.456 0.394 3.078 0.694 No

Merio vs Mincho 0.454 0.333 3.078 0.739 No

Merio vs MS-Gothic 0.367 0.300 3.078 0.764 No

MS-Gothic vs Maru go 0.089 0.080 3.078 0.936 No

MS-Gothic vs Mincho 0.087 0.066 3.078 0.947 No

Mincho vs Maru go 0.002 0.002 3.078 0.999 No

Modified significance level: 0.002

Category Mean Groups

aqua 22.308 A

MSP-Gothic 21.409 A

HGITEXR 20.696 A

Merio 20.367 A

MS-Gothic 20.000 A

Mincho 19.913 A

Maru go 19.911 A

Q1 / Dunn-Sidak / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized Critical

Contrast Difference ) Pr > Diff Significant
difference value
aqua vs Maru go 2.397 1.982 3.070 0.049 No
aqua vs Mincho 2.395 1.704 3.070 0.090 No
aqua vs MS-Gothic 2.308 1.816 3.070 0.071 No
aqua vs Merio 1.941 1.476 3.070 0.142 No
aqua vs HGITEA 1.612 1.147 3.070 0.253 No
aqua vs MSP-Gothic 0.899 0.632 3.070 0.528 No
icMSP-Gothic vs Maru go 1.498 1.173 3.070 0.242 No
MSP-Gothic vs Mincho 1.496 1.022 3.070 0.308 No
MSP-Gothic vs MS-Goth 1.409 1.055 3.070 0.293 No
MSP-Gothic vs Merio 1.042 0.757 3.070 0.450 No
MSP-Gothic vs HGITEZAR  0.713 0.487 3.070 0.627 No
HGfTZXK vs Maru go 0.785 0.624 3.070 0.534 No
HGITEX vs Mincho 0.783 0.541 3.070 0.589 No
HG{TEZX vs MS-Gothic 0.696 0.528 3.070 0.598 No
HGITEZR vs Merio 0.329 0.242 3.070 0.809 No
Merio vs Maru go 0.456 0.394 3.070 0.694 No
Merio vs Mincho 0.454 0.333 3.070 0.739 No
Merio vs MS—Gothic 0.367 0.300 3.070 0.764 No
MS-Gothic vs Maru go 0.089 0.080 3.070 0.936 No
MS-Gothic vs Mincho 0.087 0.066 3.070 0.947 No
Mincho vs Maru go 0.002 0.002 3.070 0.999 No
Modified significance level: 0.002
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Category Mean Groups
aqua 22.308 A
MSP-Gothic 21.409 A
HGITE A 20.696 A
Merio 20.367 A
MS-Gothic 20.000 A
Mincho 19.913 A
Maru go 19.911 A

Q1 / Newman-Keuls (SNK) / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized Critical

Contrast Difference - Pr > Diff Significant
difference value
aqua vs Maru go 2.397 1.982 2979 0.429 No
alfua vs Mincho 2.395 1.704 2.878 0.531 No
aqua vs MS—Gothic 2.308 1.816 2.753 0.367 No
aqua vs Merio 1.941 1.476 2.591 0.454 No
aqua vs HGITE A 1.612 1.147 2.362 0.486 No
aqua vs MSP-Gothic 0.899 0.632 1.972 0.528 No
MSP-Gothic vs Maru go 1.498 1173 2.878 0.849 No
MSP-Gothic vs Mincho 1.496 1.022 2.753 0.845 No
MSP-Gothic vs MS-Goth 1.409 1.055 2.591 0.717 No
MSP-Gothic vs Merio 1.042 0.757 2.362 0.730 No
MSP-Gothic vs HGfTEA  0.713 0.487 1.972 0.627 No
HGITE A vs Maru go 0.785 0.624 2.753 0.971 No
HG4TE7 vs Mincho 0.783 0.541 2.591 0.949 No
HGITE A vs MS—Gothic 0.696 0528 2.362 0.858 No
HGITEXK vs Merio 0.329 0.242 1.972 0.809 No
Merio vs Maru go 0.456 0.394 2.591 0.979 No
Merio vs Mincho 0.454 0.333 2.362 0.941 No
Merio vs MS-Gothic 0.367 0.300 1.972 0.764 No
MS-Gothic vs Maru go 0.089 0.080 2.362 0.996 No
MS-Gothic vs Mincho 0.087 0.066 1.972 0.947 No
Mincho vs Maru go 0.002 0.002 1.972 0.999 No
Category Mean Groups

aqua 22.308 A

MSP-Gothic 21.409 A

HGITEA 20.696 A

Merio 20.367 A

MS-Gothic 20.000 A

Mincho 19.913 A

Maru go 19.911 A

Q1 / Duncan / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized Critical

Contrast Difference di Pr > Diff alpha (Modified) Significant
ifference value

aqua vs Maru go 2.397 1.982 2.268 0.429 0.265 No
alfua vs Mincho 2.395 1.704 2.236 0.531 0.226 No
aqua vs MS-Gothic 2.308 1.816 2.196 0.367 0.185 No
aqua vs Merio 1.941 1.476 2.145 0.454 0.143 No
aqua vs HGITEZ X 1.612 1.147 2.076 0.486 0.098 No
aqua vs MSP-Gothic 0.899 0.632 1.972 0.528 0.050 No
MSP-Gothic vs Maru go 1.498 1.173 2.236 0.849 0.226 No
MSP-Gothic vs Mincho 1.496 1.022 2.196 0.845 0.185 No
MSP-Gothic vs MS—Goth 1.409 1.055 2.145 0.717 0.143 No
MSP-Gothic vs Merio 1.042 0.757 2076 0.730 0.098 No
MSP-Gothic vs HGITEAR 0713 0.487 1.972 0.627 0.050 No
HGITEZ vs Maru go 0.785 0.624 2.196 0.971 0.185 No
HGATZ XK vs Mincho 0.783 0.541 2.145 0.949 0.143 No
HGITEZ vs MS-Gothic 0.696 0.528 2076 0.858 0.098 No
HGTE XK vs Merio 0.329 0.242 1.972 0.809 0.050 No
Merio vs Maru go 0.456 0.394 2.145 0.979 0.143 No
Merio vs Mincho 0.454 0.333 2.076 0.941 0.098 No
Merio vs MS—Gothic 0.367 0.300 1.972 0.764 0.050 No
MS-Gothic vs Maru go 0.089 0.080 2.076 0.996 0.098 No
MS-Gothic vs Mincho 0.087 0.066 1.972 0.947 0.050 No
Mincho vs Maru go 0.002 0.002 1.972 0.999 0.050 No

Category Mean Groups
aqua 22.308 A
MSP-Gothic 21.409 A
HGITE R 20.696 A
Merio 20.367 A
MS-Gothic 20.000 A
Mincho 19.913 A
Maru go 19.911 A
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Appendix 28 All Japanese Data Analysis per Font Style

ic

Q1 / REGWQ / Analysis of the differences between the categories with a confidence interval of 95%:

Standardized Critical

Contrast Difference . Pr > Diff alpha (Modified) Significant
difference value

aqua vs Maru go 2.397 1.982 2979 0.429 0.050 No
aqua vs Mincho 2.395 1.704 2.878 0.531 0.050 No
aqua vs MS—Gothic 2.308 1.816 2.878 0.367 0.050 No
aqua vs Merio 1.941 1.476 2.878 0.454 0.050 No
aqua vs HGTE A 1.612 1.147 2.878 0.486 0.050 No
aqua vs MSP-Gothic 0.899 0.632 2.878 0.528 0.050 No
MSP-Gothic vs Maru go 1.498 1.173 2.878 0.849 0.050 No
MSP-Gothic vs Mincho 1.496 1.022 2.874 0.845 0.036 No
MSP-Gothic vs MS—-Goth 1.409 1.055 2.874 0.717 0.036 No
MSP-Gothic vs Merio 1.042 0.757 2.874 0.730 0.036 No
MSP-Gothic vs HGITEAR  0.713 0.487 2.874 0.627 0.036 No
HGfTZXK vs Maru go 0.785 0.624 2874 0.971 0.036 No
HGITE A vs Mincho 0.783 0.541 2.795 0.949 0.029 No
HG{TEXK vs MS-Gothic 0.696 0.528 2.795 0.858 0.029 No
HGATEZR vs Merio 0.329 0.242 2.795 0.809 0.029 No
Merio vs Maru go 0.456 0.394 2.795 0.979 0.029 No
Merio vs Mincho 0.454 0.333 2.679 0.941 0.022 No
Merio vs MS-Gothic 0.367 0.300 2.679 0.764 0.022 No
MS-Gothic vs Maru go 0.089 0.080 2.679 0.996 0.022 No
MS-Gothic vs Mincho 0.087 0.066 2.465 0.947 0.015 No
Mincho vs Maru go 0.002 0.002 2.465 0.999 0.015 No

Category Mean Groups
aqua 22.308 A
MSP-Gothic 21.409 A
HGITEX 20.696 A
Merio 20.367 A
MS-Gothic 20.000 A
Mincho 19.913 A
Maru go 19.911 A
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Appendix 28 Japanese Data Aqua Histogram

Summary statistics:

Obs. with wi%l:jﬁt Std
Variable Observations missing . Minimum Maximum  Mean e
missing deviation
data
data
Varl 26 0 26 13.000 28.000 22.308 3.782

Aqua Japanese Data

0.3

0.25

o
[N)

0.15

Relative frequency
©
o

0.05

10 12 14 16 18 20 22 24 26 28 30
Varl

Descriptive statistics for the intervals :

Lower Relative

bound Upper bound  Frequency Frequency Density

10 11.9 0 0.000 0.000
11.9 13.8 1 0.038 0.020
13.8 15.7 0 0.000 0.000
15.7 17.6 2 0.077 0.040
17.6 19.5 3 0.115 0.061
19.5 214 3 0.115 0.061
214 23.3 6 0.231 0.121
23.3 25.2 7 0.269 0.142
25.2 27.1 3 0.115 0.061
27.1 29 1 0.038 0.020
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Appendix 28 Japanese Data Gyo sha Hon Histogram

Summary statistics:

Obs
Obs. with o
. Obs. o without .. . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
HG?T%ZIS 23 0 23 15.000 27.000 20.696 3.509

HGfTE % Japanese Data

0.3

0.25

o
[N)

0.15

Relative frequency
o
o

0.05

10 15 20 25 30

HGTE A

Descriptive statistics for the intervals :

Lower Upper Frequency Relative

bound bound Frequency Density

10 11.8 0 0.000 0.000
11.8 13.6 0 0.000 0.000
13.6 15.4 2 0.087 0.048
15.4 17.2 2 0.087 0.048
17.2 19 2 0.087 0.048

19 20.8 5 0.217 0.121
20.8 22.6 6 0.261 0.145
22.6 244 3 0.130 0.072
244 26.2 0 0.000 0.000
26.2 28 3 0.130 0.072
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Appendix 28 Japanese Data Maru Go Histogram

Summary statistics:

Obs. with wi?ﬁcsmt Std
Variable Observations missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 45 0 45 9.000 28.000 19.911 5.401

Maru Go Japanese Data

0.25

0.2

o
[
w

o
S

Relative frequency

0.05

Varl

Descriptive statistics for the intervals :

Lower Relative

bound Upper bound Frequency frequency Density
0 2.9 0 0.000 0.000
2.9 5.8 0 0.000 0.000
58 8.7 0 0.000 0.000
8.7 11.6 4 0.089 0.031
11.6 14.5 4 0.089 0.031
14.5 174 6 0.133 0.046
174 20.3 8 0.178 0.061
20.3 23.2 10 0.222 0.077
23.2 26.1 8 0.178 0.061
26.1 29 5 0.111 0.038
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Appendix 28 Japanese Data Meiryo Histogram

Summary statistics:

Obs. with wi%l:jﬁt Std
Variable Observations missing . Minimum Maximum  Mean e
data missing deviation
data
Varl 30 0 30 10.000 31.000 20.367 4.867
Meiryo Japanese Data
0.4
0.35
0.3
)
£ 025
=
-?'-, 0.2
2
® 015
K
0.1
0.05
0 | |

10

15

20

Varl

Descriptive statistics for the intervals :

25

30

tg::v:g Upper bound Frequency F?:;ig\rgiy Density

10 12.2 2 0.067 0.030
12.2 144 2 0.067 0.030
144 16.6 3 0.100 0.045
16.6 18.8 2 0.067 0.030
18.8 21 4 0.133 0.061

21 23.2 11 0.367 0.167
23.2 254 2 0.067 0.030
254 27.6 2 0.067 0.030
27.6 29.8 1 0.033 0.015
29.8 32 1 0.033 0.015
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Appendix 28 Japanese Data Min Cho Histogram

Summary statistics:

Obs
Obs. with o
. Obs. o without .. . Std.
Variable missing . Minimum Maximum  Mean .
missing deviation
data
data
Mincho 23 0 23 10.000 28.000 19.913 4.481

Mincho Japanese Data

0.35

o
w

I
N
a

I
[N}

o
iy
(%]

Relative frequency

o
o

0.05

10 15 20 25 30
Mincho

Descriptive statistics for the intervals :

Lower Upper Frequency Relative

bound bound Frequency Density

10 11.9 1 0.043 0.023
11.9 13.8 1 0.043 0.023
13.8 15.7 2 0.087 0.046
15.7 17.6 1 0.043 0.023
17.6 19.5 4 0.174 0.092
19.5 214 7 0.304 0.160
214 23.3 3 0.130 0.069
23.3 25.2 1 0.043 0.023
25.2 27.1 2 0.087 0.046
27.1 29 1 0.043 0.023
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Appendix 28 Japanese Data MS-Gothic Histogram

Summary statistics:

Obs.
Variable Observations ObS with Wl.thc.)Ut Minimum Maximum  Mean S.td'.
missing data  missing deviation
data
Varl 35 0 35 9.000 28.000 20.000 4.851
MS-Gothic Japanese Data
0.3
0.25
g 0.2
-3
-g 0.15
g
T o1
0.05
0 |
0 5 10 15 20 25 30
Varl
Descriptive statistics for the intervals :
Lower Relative ,
bound Upper bound Frequency Frequency Density
0 2.9 0 0.000 0.000
2.9 5.8 0 0.000 0.000
5.8 8.7 0 0.000 0.000
8.7 11.6 1 0.029 0.010
11.6 14.5 5 0.143 0.049
14.5 174 3 0.086 0.030
174 20.3 9 0.257 0.089
20.3 23.2 8 0.229 0.079
23.2 26.1 6 0.171 0.059
26.1 29 3 0.086 0.030
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Appendix 28 Japanese Data MSP-Gothic Histogram

Summary statistics:

Obs. with wi?ﬁcsmt Std
Variable Observations  missing . Minimum Maximum  Mean .
missing deviation
data
data
Varl 22 0 22 8.000 31.000 21.409 6.566

MSP-Gothic Japanese Data

0.25

0.2

o
[
w

o
S

Relative frequency

0.05

Varl

Descriptive statistics for the intervals :

Lower Relative

bound Upper bound Frequency Frequency Density

0 3.2 0 0.000 0.000
3.2 6.4 0 0.000 0.000
6.4 9.6 1 0.045 0.014
9.6 12.8 2 0.091 0.028
12.8 16 2 0.091 0.028
16 19.2 1 0.045 0.014
19.2 224 5 0.227 0.071
22.4 25.6 5 0.227 0.071
25.6 28.8 3 0.136 0.043
28.8 32 3 0.136 0.043
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Appendix 29 Text Density English / Japanese Presentation Comparison

Slide # Basic Presentation |
English Japanese
#Words
(Characters) 8-3 11 14-6 20
1 Per line
#Lll’l.eS per 5 5
slide
#Words
(Characters) | 2-1-1-1 5 10-4-2-2 18
2 Per line
#Llngs per 4 4
slide
#Words
(Characters) | 2-9-8-9-9 37 7-16-22-16-| o
) 14
3 Per line
#Lln.es per 5 5
slide
(Cﬁﬂ?;s) 2-8-10-8- 48 4-18-15-18-1 g5
) 11-8 13-15
4 Per line
#Llngs per 5 5
slide
#Words
2-9-6-6-8- 2-14-19-18-
(Chara(.:ters) 9 40 99-21-12 108
5 Per line
#Llnfas per 6 7
slide
#Words
(Characters) 3-10-10-7- 45 6-25-21-151 4
) 7-8 19-23
6 Per line
#Llngs per 5 5
slide
(Cﬁ\;\r/;)(fesrs) 3-6-3-6-3- 37 9-14-8-10- 1,
) 3-7-6 4-8-13-11
7 Per line
#Lln?s per 8 3
slide
#Words
(Characters) | 2-5-3-6-6 22 5-11-16-9-9 50
8 Per line
#Llngs per 5 5
slide
33 67
1 #=1 Character Characters =Kanji, Katakana, Hiragana
US=2, 20, 1979, 2004, 2017..=1, ~~=1
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Appendix 29  Text Density English / Japanese Presentation Comparison

Slide # Whole Script |
English Japanese
#Words
(Characters)| 8-3 11 14-6 20
1 Per line
#Llnfes per 5 5
slide
#Words
2-14-13- 10-26-
(Charac_:ters) 14 43 96-25-22 109
2 Per line
#LIH?S per 4 5
slide
2-15-13- 7-28-28-
words |1y 2025
. (ng:alci::;rs) 15-18- 179 98-07- 404
13-16- 29-29-
_ 12-11-15 27-26-
#LIH?S per 14 16
slide
#Words |[2-14-11- 4-26-26-
(Characters)| 11-11- 75 26-26- 175
4 P_er line | 11-11-4 24-25-18
#Llngs per 7 8
slide
#Words | 2-15-14- 6-26-23-
(Characters)| 12-12- 80 24-26- 194
5 Pgar line 20-5 26-26-
#LIH?S per 7 9
slide
o e I
. (Csz:eiti::\zrs) 10-10- 91 26-26- 218
_ 10-10 26-24-7
#Llnfas per 9 10
slide
#Words | 3-15-12- 9-26-26-
(Characters)| 12-18- 95 26-25- 193
7 Per line | 13-15-7 26-26-
#Llngs per 3 9
slide
#Words |2-12-17- 5-25-26-
(Characters)| 11-18- 95 26-25- 177
8 P_er line |11-14-10 26-26-18
#Lln_es per 3 3
slide
94 186

1 #=1 Character

Characters =Kanji, Katakana, Hiragana
uUs=2, 20, 1979, 2004, 2017..=1, ~~=1
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Appendix 29

Text Density English / Japanese Presentation Comparison

Slide #

Simple Presentation

Eng

lish

Japanese

#Words
(Characters)
Per line

8-3

11

14-6

20

#Lines per
slide

#Words
(Characters)
Per line

2-5-3-3

13

10-11-5-

32

#Lines per
slide

#Words
(Characters)
Per line

2-4-1-1-1

7-5-3-6-2

23

#Lines per
slide

#Words
(Characters)
Per line

2-2-2-2-
7-3

18

4-10-10-
5-11-9

49

#Lines per
slide

#Words
(Characters)
Per line

2-5-1-2-
1-1

12

6-5-1-5-
6-3-2

28

#Lines per
slide

#Words
(Characters)
Per line

3-1-1-1-
1-1-2-1

11

5-2-3-2-
2-2-6-3

25

#Lines per
slide

#Words
(Characters)
Per line

3-2-1-2-
1-2-5

16

9-4-5-5-
2-6-2-8

41

#Lines per
slide

#Words
(Characters)
Per line

2-3-1-4

10

5-7-10-9

31

#Lines per
slide

4

Average

12

20

1 #=1 Character Characters =Kanji, Katakana, Hiragana
uUs=2, 20, 1979, 2004, 2017..=1, ~~=1
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Appendix 30  English Presentation Script

1. Barack H. Obama is the 44th President of the United States.

2. Obama’s story is the typical American story. Born in a middle-class family that
believed in hard work and education as a way to move up in
life. In addition, to believing that a happy life is a life helping others.

3. President Obama was born in Hawaii on August 4, 1961. He is

the first US president born in Hawaii. His parents were Ann Durham, an
American from Kansas and Barack Obama Sr. a Luo from Kenya. A

Luo is a group of people from Western Kenya, eastern Uganda and Northern
Tanzania. His parents met while going to the University of Hawaii. His parents
were only together for a short time, 3 years. His father went on to Harvard
University and moved back to Kenya in 1964. In 1965 his mother married again
to a man from Indonesia and the family moved in 1967. Young Barrack went to
school there until 1971. While in Indonesia, his sister was born. His nickname
was “Barry" among his family and friends. In 1971 he moved back to Hawaii to
be with his grandparents. He won an academic scholarship to attend school and
stayed there until he graduated from high school, in 1979.

4. After high school, Obama moved to Los Angeles in 1979 to attend college for
2 years. After that he transferred to Columbia University in New York. He studied
political science while working his way through college with the help of
scholarships and student loans. Obama moved to Chicago after graduation
where he worked with a group of churches to help rebuild communities and set
up programs to help the poor.

5. In 1988, President Obama was accepted to enter Harvard Law School. While
he was at Harvard, he was selected as the first African-American president of the
Harvard Law Review Academic Journal. This made him famous in America.
Because he was famous with this position at Harvard, a company asked him to
write a book about his life and he published it in 1995 with the title “Dreams from
My Father”

6. President Obama graduated in 1991 and returned to Chicago. Michelle and
Barrack were married in October 1992. While in Chicago, he got a job teaching
constitutional law at the University of Chicago until 2004. At the same time, he
worked as a civil rights lawyer, and was active in his community. Because of his
active service helping African Americans in Chicago, a famous magazine saw his
talent and placed him on the powerful people in America under 40 list.
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Appendix 30  English Presentation Script

7. Obama was elected as a State Senator in 1997 and served in that position
until 2004. He campaigned as a member of the democratic political party. He was
re-elected 3 times. He tried to be elected as a congressman in 2000, but lost. In
2004, Obama tried and won the election as a US Senator representing lllinois.
He was very active as a senator for 3 years and stepped down in 2008 to
become President of the United States.

8. Barrack Obama was elected as the 44th President of the United States on
November 4, 2008 with a 52.9% of the vote. He became the first African
American to be elected president and sworn in on January 20, 2009. In April
2011 he announced his re-election campaign and was elected again as president

He will end his job as president in January 2017 .
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Appendix 30 Japanese Presentation Script

1. RT7 « FNR=F, TAUVDEREORE 4 4 KHETY,

2. ANRYDA M=V —[FHBP T AV B A R =T —TF, I~ KHFEHEIT, G
EHENPNETHIT D HIEL LB CLHERROFECEENE L, ST, EEhk
NEEFIANZPTDNETZLE N ZEBELTVELE,

3. AN REMEIZ, 196 1E8HABICNTATEENE L, HIZWOTONTA
HEOKFETT, Mix, Do AIMEEFOT AV DANORET v« X F L r=THHED
IWHETRDRINT 7« R~ e =T ObL EICAEEFNRE L, VAKREF, FY=THEE, ¥
AU FHEE &2 o =TT TRET 5 —RIE T, HOMBUL AR ANT A K
(2l S TWERRIZHEWE Lz, ORIV EBIRITE LS, 7o/ 3FM T L, #
DRNFIN—=R— R RS, 196 4FEIFr=TICEY ELE, 196 54FEIHDORE
A KR THEOBYELHEEE L, FRIZ1 9 6 THEIZA Y Ry TICso#LE L,
PNANZITEZTL 97T 1T FEETHFRITENE LT, £ RRUTIZWDIT, BR0SFHE
ALFE LTz, ITFHERSKENS [N —] EHEENTWE LR, 197 1A <T
NIASNRY  EOHRREEES LE Lz, £ LT, HITEEA~E D 72D DR 515 T,
197 9FICZOEKREREET DETNATYAIHEATHE LT,

4. AR, AT L 97 9FICRFEA~TEREY oY L AL oL
FLz, FLTCEOER =2 —a—270aa BT RKFACKEY L, HI3Ees s $ga
—VOBTEMED RN BT E L TBUR T2 7 ONE Lic, RPEEARERIL, A<D
INELE L, YHITIE, BHEDOAL LWL, 3\::T4~%JTEL\ ZLWn
A& ZEZT DD T 0T T Kb T E L,

5. 19884, AV KMHEITN— "= FRAEFRFBEICEH LE LIz, ~—/3—F
[ZIE S TV, #iF Ih—""—F-m—- Lta—] OT7 7 VART AU I A O
FBICEIINE L, TNEZoNTFIEIET AV B THAILZRY £ Lz, T H—1n"—F
THWER DG THHZETAL ThoT2lod, &2 HBFEDMEIZ B 73 D NI DWT D
KOPEZYEL, 19 9 5FITA /I~ K#tiEIL [Dreams from My Father] GEE [~ 1 -
FU—2al) 2L ELE,

6. ANVRMEILL 99 VFICN— A= FEFELV ARV ELE, ZLTIv=
NEITT992F10AICHIELE L, YA TICWB., ity b I RETEEFZOH
WMOMFEEHST2004FEETTHMEZ LV £ L, TRERFEC, MITARMEEMORH#
T LTHE, oaIa=7 0 THEBIUIEBLE L, I TT 7V ART AV
NZNT 272 DICFEMBNCEBR L T elod, AARMEEPEOFRRICHE DT, T4 0%
KDL ENDHDHN% | OV A MR AT E L,

504



Appendix 30 Japanese Presentation Script

7. AAIE1 99 THICHO EREERIS®RIT, 2 0 0 44 F TEOHAL TR 2170
FL, WMIRFEROA L N—L L TREFEHZITVIEFRINELL, 200 0FIC
ITHEHESFERICMEM L ETS, RLCLENELRE, £L T, 200442, A4
<AV S ANEHO EREm BT LS U E L, I 34 L THREIMIC BB
HEZTD, 200 8FIIT AU IDKMHBEIIRDT2OZ DM AFHEL £ LT,

8. NT 7 « ANR<FX20084FE11H4HIZ, 52. 9%BDEERTT AU DAERED
B4 ARKFHEICERITINE Lic, BIZT 7V BRT AV B APIORFHEEIZRD, 2009
FIH20HICBMELELE, 201 14710, &2 B Lo@EEDHZITO 2L %
F¥EL, 51. 1%OH/ERTHOT A Y HEREORFHEISEITNE Lz, &L THIX
201 741 AICKHEEL LTOMB LKL ET,
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Appendix 31

Japanese Basic Presentation

T AU NARRESE 4 4 HKEE

INT ) - ANT

FAUAY RAb—1—

o RBER
BB
- 5By

ANEDIFLFY

«19614E8A4EN7A4TEEN
CTY - BFL(TAYAHE), NS - ANT(HTZTHE)
« 196 7HERBIESA Y FXITHE
c 197 1 ENTA R SR

FHEEE

AV UT IR FFRITURILKEAZRE
«2FFIAVETKRE (NYC) 8BA
c PHEATFERPHSETILNA TR
c 193 FBUARENM EER
e U HITHIE O Y DHEFEIZHC

REFBTEFED

*1988/\—/N— R RZIZEH
c1989FE XY .- OEYY Y EHAW
eN—N—R.O—LE1—RFEREHDD
cTITUARTAVANGOO— L Ea1—REE
cN—N—RRENEEEKTELLBTFELT D
e 19 9 b4 “Dreams of My Father” % tH

S H DK

¢ 199 1 HFIZN—N— FRERERICTEEFBLER
» L H IDEREHBHHIREP D19925F [ HE1E
s VHIRZOHETEEERZD
cAIA-TAHBMTHEBNICAREEXE
MM A ORKFORENDSH DAL IR ERALE
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Appendix 31  Japanese Basic Presentation

NS A
BUBRANEDIRE Y KiEANE
e 1997 N LEEiR B (T 9) 458 . "
e RERRMHIED o BEanfRT A1) HRIEE
* 2004, F FETH L= cBRHAIDT TVART A A AKHE
o BiE3E e 2012F11 A HE
o Thisk 2 ER o 20175 {EHARR T
* 2004 F KE LRE S 2E
* 2008 F K SEZ B
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Appendix 31 Japanese Simple Presentation

FAUAY Rh—1)—

o 7Ok S iR BE SR O YRR

o BRI
7 X HBRES 4 4RAGHE PARITIEST
O — W~
INT D - AT
IS [—] h
«196 14 O VYT IR 2ER
e NI A OO VETKE2EM
AU RRLT o BRERR
i OB BA
e I THIE O Y
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Appendix 31 Japanese Simple Presentation

KERBEEEH ¥ H T
- 10884 'Ffj
-} L%
_ o o HEIE
cHREZER L
eO—LEa— . ZE
RPN :/‘E\}f_
o HAR e X274
32 5]
BUERANEDOHFE Y KiFsBANAE
- LEREA
- RERIER
« 20044 * Bua KRR
.3@ CTIUARTAUBAN
s Thish 878 « 2017 FEHE T
-3
« 20084F A #4E
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Appendix 31 Japanese Script Presentation

T AU NARRESE 4 4 HKEE

INT D - FINT

TAVHYy Ab—1)—

CANIDA L= —[FRMYGETAY AR = =TT,

FNTKRBEEE, PR EHXELAETHIIT S HEREEE
CORERMOREICEFNE L, E5I0, FHLALL
FAEBTFBAERLENSIZEBELTOE LA,

ANEDFLFY

CANARKIMEIZ. 19614884812 TATChEFEFNELE, B
D TONTAHIOKMETT, B, AT RMHEEDT A
JANDBETF Y - FFLETZTFHEDQLAEORINT S - AR

R-SZTFOHEIEFAFELE, LAKEE, 7ZFHEE. A
VEEREL U FIBIATCEEST A —ERETY., BROWER
EZAMRNTARBFICESTOERIZHAVE L, HoA—H#IC
WEEREEC, o E3ERMTLE, BORIEN—N— RRFA
HEH 1 9B64EITHZTFICRYELE, 1 96 5FITHDREA
VREFAISTHEORMEHFEL, FRIX196 7THEICAV FRL 7
IZBloLELE, VA ARATIEFITI 97 1 EXTERITEL
Tl AV RFRITIZVBMIT, BHIEELFE LIz, BIEREKEP
REMS INY—] EMEhTOE LR, 197 1FHITANRTEN
TA~NREY, BHOBRXBEESLELE, FLT, BIEER~ARS
fHDEYEFER/T, 197 9FICIOSREEETDIETNTA
[SEATONE Lz

FEAR

CEREEEK ANTE19 T IEIIKEAZERES =HO

HUTTLRIZE| B LELE, 2LTEOR=-1—3—2
OIO0VETRZIZBYELE, RIEERESEPEOI—20
BT EBY LALEREE LTEARERVE L, REEE
ERBIE, ANRTE Y ATABLELE, PHITH, &20
AREBAL, 332 =_T4—%UTEL, BLLOALER
F2HOTOTSLEIULL EITFELE,
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Appendix 31

Japanese Script Presentation

KRB EFH

< 19884, ANTABBEN—N— RAZFEZASERCS
BLELEZ, N—NR—=RCBoTWEE, & Th——
R-O—-LEa—] OFITUNRTAUHANDOREERIS
BENEL, ThEZoNTFIZRETAUDTHRBIZRY
FlLk, BEIN—N—FTHERDULETHHIETHET
Holfh, HHIHRUENRICBEDOAEIZDVTORDOH
FELRBEL. 199 BECAHNTABMEIL [Dreams from My
Father] (BB <4 - FU—A] ) ZHKRLELE,

S H DK

cANTAREEIZT 99 1 FEICN—N—REZEELSHIIZR

UELE, 2L TV TLEET1992F81 0FI#IBLE
Lz, PHATIZVEM, HIESHITRETELIFZOHBOML
FEBT2004FFTHEELYFELE, T LARBIZ,
WERAEEEMOFELT L LTHE, O 2T THE
MAgI—EELE LT, 9?3:?'677'Jj3%7%')73)\€fﬁ1]l7“
ZEHICBBICER L T b, BRGHENROTEE

CEEDH\F4Oﬁ$ﬁ®wﬂb®%5AQJ®UZ#L
HEHEELE,

BUBRANEDIRFY

cANRIZT 99T HIZMO LIRZEITEEN, 2004 4%
TEZ O THBETOE LR, BREEEOAYNA—EL
fLéEEﬂEﬁL\SﬁFﬁkéhi Lz, 200 04 (zIHESR
EREBCYBEHLEILS BELTLEVELE, ZLT
20044&F 2, ANRIES ) /A HEBHO LBEEE -3 BEH
LERLFE L, BRIESEBMETEREINICLREZEEZHED,

379 OBHEILTAYNDOKREAEIZ LB =HEOHEFHELE

KEEAE

cNTH - FNATE20084F11 A48T, 52. 9%05E
ERTCTAYNAREOE 4 4R ABMBITBENET L, &
7 7UARTAUNANDORMKEIZZY, 2009418
20BIZRMELE LT, 2011&4%@ HEERELE
BEBHEFTSICELERKRL, 51, 1%OBERTHUY
AYAEBEOKRKBIGBEEINE Lz, FLTHIZ2017
1 Bl KiEfE S L'C@H%ﬁ%%’é‘f&zi’s”o
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Appendix 31

English Basic Presentation

44 President of the United States

Barack H. Obama

American Story

» Middle- Class
* Education
* Helping

Early Life

» Born on August 4, 1961 Hawaii
« Ann Durham (USA), Barack Obama (Kenya)
* Mother Re-married, Moved to Indonesia 1967
= 1971 Returned Hawaii, Graduated High School

Undergraduate Life

« Went to Occidental College in Los Angeles California

* Transferred to Columbia University (NYC) After 2 Years

« Supported himself with Scholarships and Part Time Jobs
« Graduated in 1983 with a Political Science Degree

* Moved to Chicago to Work at Community Building

Law School

* 1988 was Accepted to Harvard University

« Editor of Harvard Law Review Journal

« First African-American President of Law Review
« Famous in USA because of Harvard

« Wrote 1995 “Dreams from My Father”

Working in Chicago

* Graduated Law Degree From Harvard in 1991
» Worked Chicago Law Firm, Married in 1992
« Lecturer University of Chicago Taught Constitutional Law
« Active in Community Organizations Helping Civil Rights
+ Magazine Saw Talent: “Powerful People Under 40"
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Appendix 31 English Basic Presentation

Early Political Life Presidential Life

= State Senator 1997

» Democratic Party Candidate
» Worked Until 2004
* Re-elected 3 Times

* 44" American President
* First African-American President
* Re-Elected November 2012
« Lost Congressman Election « Term Ends 2017
= 2004 US Senator

* Elected President 2008

ThankYou For Listening
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Appendix 31 English Simple Presentation

44 President of the United States

Barack H. Obama

American Story

» American Story of Middle- Class Life
« Hard Work Education
* Happy Helping Others

Early Life

Undergraduate Life

¢ 1961
. Hawaii. » QOccidental College
* Indonesia « Columbia University
* Returned * Supported Himself
« 1983 Graduated Political Science
* Moved to Chicago
Law School Working in Chicago

« 1988 Harvard
« Editor
« First African-American
« Famous
« Wrote

*» Graduated
+ Chicago
« Married
* Lecturer
+ Community
+ Civil Rights
» Powerful
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Appendix 31 English Simple Presentation

Early Political Life

* State Senator
= Democrat
* 3Times
* Lost
= US Senator
« President 2008

Presidential Life

* 44 President
* Re-Elected

* 2017

ThankYou For Listening
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Appendix 31

English Script Presentation

44 President of the United States

Barack H. Obama

American Story

Obama’s story is the typical American story. Born in a middle-class family that
believed in hard work and education as a way to move upin
life. In addition, to believing that a happy life is a life helping others.

Early Life

President Obama was born in Hawaii on August 4, 1961. He is
the first US president born in Hawaii. His parents were Ann Durham, an
American from Kansas and Barack Obama Sr. a Luo from Kenya. A
Luo is a group of people from Western Kenya, eastern Uganda and
Northern Tanzania. His parents met while going to the University of Hi.
His parents were only together for a short time, 3 years. His father
went on to Harvard University and moved back to Kenya in 1964.
In 1965 his mother married again to a man from Indonesia and
the family moved in 1967. Young Barrack went to school there until 1971.
While in Indonesia, his sister was born. His nickname was “Barry" among
his family and friends. In 1971 he moved back to Hawaii to
be with his grandparents. He won an academic scholarship to attend
school and stayed there until he graduated from high school in 1979.

Undergraduate Life

After high school, Obama moved to Los Angeles in 1979 to
attend college for 2 years. After that he transferred to Columbia
University in New York. He studied political science while working his
way through college with the help of scholarships and student loans.
Obama moved to Chicago after graduation where he worked with a
group of churches to help rebuild communities and set up programs
to help the poor.

Law School

In 1988, President Obama was accepted to enter Harvard Law School. While
he was at Harvard, he was selected as the first African-American president of
the Harvard Law Review Academic Journal. This made him very famous in
America. Because he was famous with this position at Harvard, a company
asked him to write a book about his life and he published it in 1995 with the
title “"Dreams From My Father”

Working in Chicago

President Obama graduated in 1991 and returned to Chicago. Michelle

and Barrack were married in October 1992. While in Chicago,

he got a job teaching constitutional law at the University
of Chicago until 2004. At the same time, he worked
as a civil rights lawyer, and was active in his

community. Because of his active service helping African Americansin

Chicago, a famous magazine saw his talent and placed him

on the powerful people in America under 4o list.
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Appendix 31 English Script Presentation

Early Political Life

Obama was elected as a State Senator in 1997 and served in
that position until 2004. He campaigned as a member of the democratic
political party. He was re-elected 3 times. He tried to be elected
as a congressman in 2000, but lost. In 2004, Obama tried and
won the election as a US Senator representing lllinois. He was very
active as a senator for 3 years and stepped down in 2008
to become President of the United States.

Presidential Life

Barrack Obama was elected as the 44th President of the United
States on November 4, 2008 with a 52.9% of the vote.
He became the first African American to be elected president and
sworn in on January 20, 2009. In April 2011 he announced
his re-election campaign and was elected again as president of the
United States with a 51.1% of the vote. He will end
his job as presidentin January 2017.

ThankYou for Listening

517




Appendix 32 English Survey Script/Simple/Basic

Barack H. Obama Presentation

lease help us determine how much you remember and answer the questions below.
If you do not remember anything, please write DA for “Don’t Remember”. Please be honest. This

is for scientific research and your answers are very important. Thank you. S. Meiki

Gender Male / Female
Age

Have you ever lived in another country for over 4 weeks consecutively? Yes / No

If you answered yes, where?

1. Barack Obama’s came from a very rich family. True (O) False(X) DR

2. Barack Obama parents met in Hawaii True (O) False(X) DR

3. Barack Obama moved to Indonesia when he was in High School. True (O) False(X) DR

4. Barack Obama graduated High School in 1979. True (O) False(X) DR
5. Barack Obama graduated from the University of Chicago. True (O) False(X) DR
6. Barack Obama was the first African-American at Harvard University. True (O) False(X) DR

7. Barack Obama became famous in the USA because he was president
P True (O) False(X) DR

of the Harvard Law Review.

8. Barack Obama was a civil rights lawyer in Chicago 1991. True (O) False(X) DR
9. Barack become a State senator in 1997. True (O) False(X) DR
10. Barack Obama won the election to be a congressman. True (O) False(X) DR

11. Barack Obama became president of the United States in November 2009. True (O) False(X) DR
12. As president, Barack Obama will end his term in 2018. True (O) False(X) DR

13. Barack Obama is the 44th president of the United States. True(O) False(X) DR
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Appendix 32 Japanese Survey SerintBasic/Simol
cript/Basic/Simple

Barack H. Obama Presentation

HREVENLS BVWEZTWAED, LTOEMICEZE 2L TEEN,
HLBHRENEZDO—HERLZTCONIE, ThEaENTLEZE Y, F2. b LHEARTMIT LR TV AR WEATT.
DR CBATL S, HONEHI TSN ET,

e BYE 1 Ltk

E%—

be;t IFAETIC 2 HMU EARIEATHNZZ EDHD T 002 EUANAANAY-4

bigllx, 2O VLB T—va Y EURIRILZZEND Y £ EVAWRAAY-4

1. NRNT7 - IR RE THOHRERFEICAEENT, True (O) False(X) DR
2. T T « FNNTOMBUINT A THE -T2, True (O) False(X) DR
3. NTT cFARFEREDOL XA AT T - LT, True (O) False(X) DR
4, NT 7 « FR=IT1 97 VFEIEREHEE LT, True (O) False(X) DR
5. NI U « ATV IRFEHLE LT, True (O) False(X) DR

6. NT T « FNRLIN—N— RNRKZOMHDT 7V HZRT A I NDODFAETE ST,
True (O) False(X) DR

7. XTI e FNR=T ==K —-Lbta—]] OREETHSTZ7-0, 7AU D THLIZ
272, True (O) False(X) DR

8. NTJ «+ ANR2E1 99 1FILV I I TARMEMORHELZED T,
True (O) False(X) DR

9. NT U « 3<% 1 99 7THEIZND EEEEIZ o T, True (O) False(X) DR
10 NT 7 « IR ITEAHESHERBITYE LT, True (O) False(X) DR

10377 « A= X200 941 1 AT AU BOKKEIC -7, True (O) False(X) DR

1177 « F2=F, 20 1 SFEICKHMEE L TOEHEK XS, True(O) False(X) DR
12357 7 « FARIT AV B EREOFH 4 4 RKFEEHTH 5, True (O) False(X) DR
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Appendix 33 English Data Collected Basic Text Density

Script Presentation False =0 True =1
N=78
Correct Answer — FALSE TRUE FALSE TRUE FALSE  FALSE TRUE TRUE TRUE FALSE FALSE  FALSE TRUE
Ived In
Number Sex Ase foreign Question | Question | Question | Question | Question | Question [ Question | Question | Question | Question | Question | Question | Question # 4C ¢l s %
of Survey & country #1 #2 #3 #4 #5 #6 #9 #10 #11 #12 #13  |Answered|” ~OTEC| Seore
over 4 yrs
1 F 25 London 0 1 0 0 0 0 1 0 0 0 1 13 12 92.31
2 F 23 N o I o 1 0 0 X X o I o 7 70.00
Israel,
3 F 23 Galapagos 0 1 0 X 0 0 1 0 1 12 10 83.33
Islands
4 F 23 N 0 1 X X 0 1 0 1 11 11 100.00
5 F 24 N 0 1 0 0 1 0 1 13 10 76.92
6 F 22 N 0 1 0 0 X 0 0 1 11 8 72.73
7 F 22 N 0 1 0 0 0 0 1 13 12 92.31
8 F 23 N 0 1 0 0 0 0 1 10 10 100.00
9 F 23 N 0 1 0 0 0 0 1 13 9 69.23
10 F 23 N 0 1 0 0 X 0 1 9 7 77.78
11 M 54 N 0 X 0 0 0 0 1 11 9 81.82
12 F 22 N 0 1 X 0 1 0 0 1 12 8 66.67
13 F 24 N 0 1 0 X X X 0 0 1 7 7 100.00
14 F 22 N 0 1 1 0 0 0 1 13 7 53.85
15 F 23 N 0 1 1 0 0 1 13 10 76.92
16 F 23 N 0 1 1 X 0 0 1 10 10 100.00
17 F 23 N 0 1 1 0 0 1 13 9 69.23
18 F 23 Denmark 0 1 1 0 0 1 13 10 76.92
19 F 22 N 0 1 X 0 0 1 12 9 75.00
20 F 23 N 0 1 1 0 0 1 12 10 83.33
21 F 23 N 0 1 X 0 0 0 1 11 11 100.00
11.52381
1.631534
242
% Correct % Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|Overall average
95% 70% 23% 89% [T 05| 75% 44% 86% 83% 75% 79% 81.83
20 20 2442857143 % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not
Surveys | Female ’ Answered|Answered|Answered|Answered|Answered|Answered|Answered|Answered|Answered|Answered| Answered| Answered|Answered
0.00 476 476 |NSEH0N 952 9.52 476 | 2381 |ING888  14.29 476 0.00 0.00
# NA 0 1 1 8 2 2 1 5 7 3 1 0 0
# Answered 21 20 20 13 19 19 20 16 14 18 20 21 21
# Wrong | 0 1 6 10 2 1 5 9 2 3 5 1 1
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Appendix 33

English Data Collected Script Text Density

Script Presentation

False =0 True =1

N=78
Correct Answer FALSE TRUE FALSE TRUE FALSE  FALSE TRUE TRUE TRUE FALSE FALSE  FALSE TRUE
Lived in
Number Sex Age Igg:tg':/ Question | Question | Question | Question | Question | Question | Question [ Question [ Question | Question | Question | Question | Question # # Correct| Score %
of Survey over 4 #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #13  |Answered
weeks?
1 F 44 Japan 10 o N ¢ 1 1 1 13 10 76.92
2 F 23 N 0 1 1 1 1 1 13 11 84.62
3 F 23 N 0 1 1 X 1 1 10 70.00
4 F 22 Italy 0 X X X 0 1 1 10 7 70.00
5 F 22 Italy 0 1 1 0 X 1 12 11 91.67
6 F 23 India 0 1 1 0 1 11 6 54.55
7 F 22 N 0 1 1 0 0 1 12 9 75.00
8 F 23 N 0 1 0 1 0 1 13 10 76.92
9 F 24 N X 1 0 X 1 0 1 11 7 63.64
10 F 22 N 0 1 1 0 1 13 8 61.54
11 F 22 N 0 1 1 0 1 11 9 81.82
12 F 22 N 0 1 0 1 X 0 1 9 8 88.89
13 F 22 N 0 1 0 1 X 0 1 11 9 81.82
14 F 22 Israel 0 1 0 1 X 0 1 12 10 83.33
15 F 23 Greece 0 1 0 1 1 0 1 12 12 100.00
16 F 23 N 0 1 0 1 1 0 1 13 12 92.31
17 F 23 Italy 0 1 0 1 1 0 1 13 11 84.62
18 F 23 Cyprus 0 1 0 1 1 0 1 13 10 76.92
19 F 23 N 0 1 X 0 1 X 0 1 9 9 100.00
20 F 22 Italy 0 1 0 0 1 1 0 1 13 12 92.31
11.7
234
1.380313
% Correct[% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct[% Correct|% Correct[% Correct|% Correct|% Correct]Overall average
89% 50% 79% 79% 78% 80% 88% 69% 47% 85% 80% 80.34
20 20 2365 % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not
Surveys | Female ’ Answered|Answered|Answered|Answered|Answered|Answered| Answered|Answered|Answered|Answered|Answered| Answered|Answered
5.00 5.00 10.00 5.00 0.00 10.00 20.00 20.00 5.00 0.00 0.00
# NA 1 1 2 6 1 0 2 5 4 4 1 0 0
# Answered 19 19 18 14 19 20 18 15 16 16 19 20 20
# Wrong | 2 1 9 3 4 0 4 3 2 5 10 3 0
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Appendix 33 English Data Collected Simple Text Density

Simple Presentation

False =0 True =1

N=78
Correct Answer FALSE TRUE FALSE TRUE FALSE  FALSE TRUE TRUE TRUE FALSE FALSE  FALSE TRUE
Lived in
Number Sex Age i?):itgrr; Question | Question | Question | Question | Question | Question [ Question | Question | Question | Question | Question | Question | Question # # Correct| Score %
of Survey over 4 #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 Answered
weeks?
1 M 19 Spain 0 1 0 1 0 1 1 1 0 0 0 1 13 10 76.92
2 F 18 N 0 1 0 0 0 1 0 0 1 13 11 84.62
3 F 22 Korea 0 1 X 0 1 1 1 0 0 1 12 7 58.33
4 M 20 Belarus 0 X 0 1 0 0 X 1 X X 0 1 9 7 77.78
5 M 19 N 0 X 0 0 1 0 0 1 12 11 91.67
6 M 20 Shanghai 0 0 0 0 0 0 1 0 1 0 1 0 1 13 6 46.15
7 M 21 N 0 1 0 1 0 0 1 1 0 0 1 13 9 69.23
8 F 18 N 0 1 0 1 0 0 1 1 X 0 0 0 1 12 10 83.33
9 M 18 N 0 1 0 1 0 0 H 1 X 0 0 0 1 12 7 58.33
10 F 19 China 0 1 0 X 0 0 1 1 0 0 0 0 0 12 8 66.67
11 F 18 N 0 1 X 1 0 0 1 1 1 0 0 0 1 12 9 75.00
12 M 21 UK,China 0 1 0 X 0 0 X X 0 0 0 1 10 8 80.00
13 M 54 N 0 1 0 1 0 0 1 1 1 0 o 1 13 9 69.23
Avg 12
Total 156
1.176697
% Correct|% Correct |% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct|% Correct]Overall average
100% 91% 92% [I0m| 85% 92% 75% 83% 56% 83% 77% 85% 92%| 83% 72.10
20 20 2207692308 % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not
Surveys | Female ) Answered|Answered|Answered|Answered|Answered| Answered|[Answered|Answered|[Answered|Answered|Answered|Answered| Answered
0.00 10.00 5.00 0.00 0.00 5.00 5.00 5.00 0.00 0.00 0.00
# NA 0 2 1 3 0 0 1 1 4 1 0 0 0
# Answered 13 11 12 10 13 13 12 12 9 12 13 13 13
# Wrong_ | 0 1 1 3 2 1 3 2 4 2 3 2 1
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Appendix 34  Japanese Data Collected Basic Test Density
I Part 2 Number of words on a slide Basic Presentation False =0 |True = 1
N=101
Correct Answer FALSE TRUE FALSE TRUE FALSE | FALSE TRUE TRUE TRUE FALSE [ FALSE | FALSE TRUE
. . | Have you
Lived in thi
Number s A Japan seen tlst Question | Question [ Question [ Question | Question | Question [ Question [ Question | Question | Question | Question | Question | Question # 4C s %
of Survey| &e over 2 |Presemat] gy #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13  |Answered|” “OTeCt| Seore
weeks? ton
before?
1-11_ |BLANK
12 Male 19 Y N 0 1 0 1 0 0 0 1 13 12 92.31
13 Male 19 Y N 0 1 0 1 0 0 0 1 13 13 100.00
14 Male 19 Y N 0 1 0 1 0 0 0 1 13 12 92.31
15 Male 20 Y N 0 1 0 1 0 0 0 1 13 12 92.31
16 Male 19 Y N 0 1 0 1 0 0 0 1 13 13 100.00
17 Female 19 Y N 0 1 0 X 0 0 0 1 9 8 88.89
18 Female 19 Y N 0 1 0 1 0 0 0 1 12 11 91.67
19 Female 19 |y N 0 1 0 0 1 9 6 66.67
20 Female 20 Y N 0 1 0 1 0 0 1 10 7 70.00
21 Male 20 Y N 0 1 0 1 0 0 0 1 12 12 100.00
22 Male 20 Y N 0 1 0 0 0 0 1 13 12 100.00
23 Female 20 Y N 0 1 0 0 0 0 0 1 12 11 92.31
24 Female 19 Y N 0 1 0 1 0 0 0 1 13 13 100.00
25 Female 19 Y N 0 1 0 1 0 0 0 1 13 13 100.00
26 Female 19 |v x 0 1 0 H 0 0 0 1 12 9 75.00
27 Male 19 Y N 0 1 0 1 0 0 0 1 13 12 92.31
28 Male 20 Y N 0 1 0 1 0 0 1 13 9 69.23
29 Female 20 Y N 0 1 0 0 1 12 9 75.00
30 Female 19 Y N 0 1 0 1 0 0 0 1 13 13 100.00
31 Female 19 Y N 0 1 0 1 0 0 0 1 13 13 100.00
32 Male 19 Y N 0 1 0 1 0 0 1 13 9 69.23
33 Male 19 Y N 0 1 1 0 0 0 1 13 12 92.31
34 Female 20 Y N 0 1 0 1 0 0 0 1 12 10 83.33
35 Female 19 Y N 0 1 0 1 0 0 0 1 13 13 100.00
36 Female 19 Y N 0 1 0 1 0 0 0 1 13 13 100.00
37 Male 20 Y N 0 1 0 0 0 0 1 13 11 84.62
38 Male 19 Y N 0 1 0 0 0 0 1 13 12 92.31
39 Male 19 Y N 0 1 0 0 0 1 13 11 84.62
40 Male 19 Y N 0 1 0 0 0 0 1 13 13 100.00
41 Male 20 Y N 0 1 0 0 0 0 1 13 13 100.00
42 Female 19 X X 0 1 0 0 0 0 1 13 12 92.31
43 Female 19 Y N 0 1 0 0 1 12 10 83.33
44 Female 20 Y N 0 1 0 0 0 0 1 13 13 100.00
45 Female 20 Y N 0 1 0 0 0 0 1 13 12 92.31
46 Female 20 Y N 0 1 0 1 0 0 0 1 13 13 100.00
47 Female 19 Y N 0 1 0 1 0 0 0 1 13 13 100.00
48 Male 20 Y N 0 1 1 0 0 0 1 13 11 84.62
49 Male 19 Y N 0 1 0 1 0 0 0 1 13 9 69.23
50 Male 19 Y N 0 1 0 1 0 0 0 1 13 12 92.31
51 Male 18 Y N 0 1 0 1 0 0 1 13 11 84.62
52 Male 19 Y N 0 1 X X 0 0 0 1 11 9 81.82
53 Male 19 Y N 0 X X X 0 0 1 9 8 88.89
54 Male 18 Y N 0 1 X 1 0 0 1 12 10 83.33
55 Male 18 Y N 0 1 0 X X 0 1 12 10 83.33
56 Male 20 Y N 0 1 0 1 0 0 1 12 12 100.00
57 Male 18 Y N 0 1 X 0 0 1 12 9 75.00
58 Male 19 Y N 0 1 X 0 1 12 9 75.00
59 Male 19 Y N 0 1 0 1 13 10 76.92




Appendix 34  Japanese Data Collected Basic Test Density
60 Male 19 |v N o N o 1 0 1 12 9 75.00
61 Male 18 Y N 0 1 0 X 0 1 9 9 100.00
62 Male 19 Y N 0 1 0 1 0 1 13 12 92.31
63 Male 19 Y N 0 1 0 1 0 1 13 11 84.62
64 Male 18 Y N 0 1 0 1 13 10 76.92
65 Male 18 Y N 0 1 0 1 13 9 69.23
66 Male 19 Y N 0 1 0 0 1 13 9 69.23
67 Female 18 Y N 0 1 0 0 1 9 8 88.89
68 Male 21 Y N 0 X 0 0 1 11 10 90.91
69 Male 18 Y N 0 1 0 0 1 11 9 81.82
70 Male 18[Y N 0 0 0 1 13 9 69.23
71 Male 18 |y N 0 1 - 0 1 12 9 75.00
72 Male 19 Y N 0 1 0 0 1 12 11 91.67
73 Male 19 Y N 0 0 0 1 13 9 69.23
74 Male 18 Y N 0 0 0 1 10 9 90.00
75 Male 18 Y N 0 0 0 1 13 10 76.92
76 Male 20 Y N 0 1 13 10 76.92
77 Male 18 Y N 0 1 0 1 13 10 76.92
78 Male 19 Y N 0 1 0 1 9 8 88.89
79 Male 19 Y N 0 1 0 1 13 10 76.92
80 Female 20 Y N 0 1 0 0 1 12 8 66.67
81 Male 19 Y N 0 1 0 0 1 13 10 76.92
82 Male 21 Y N 0 X 0 0 1 10 8 80.00
83 Female 20 Y N 0 1 0 0 X 10 7 70.00
84 Female 19 Y N 0 1 0 0 1 12 11 91.67
85 Female 19 Y N 0 1 0 0 1 12 11 91.67
86 Female 19 Y N 0 X 0 0 1 12 8 66.67
87 Female 21 Y N 0 1 0 0 1 10 9 90.00
88 Female 19 Y N 0 1 0 1 12 9 75.00
89 Male 19 Y N 0 1 0 0 1 12 9 75.00
90 Male 21 Y N 0 1 X X 0 0 1 8 7 87.50
91 Male 21 Y N 0 1 1 1 0 0 1 13 13 100.00
92 Male 21 Y N 0 q X X X 0 1 8 7 87.50
93 Female 19 Y N 0 1 0 X 0 X 10 6 60.00
94 Male 19 Y N 0 1 0 1 0 0 0 1 13 12 92.31
95 Male 19 Y N 0 1 0 X 0 0 0 1 12 11 91.67
96 Male 20 Y N 0 1 0 X 0 X 0 1 10 8 80.00
97 Female 19 Y N 0 1 0 X 0 0 1 10 8 80.00
98 Male 20 |Y N o I o | 1 0 0 1 13 9 69.23
99 Male 19 Y N 0 1 0 X 0 0 0 1 12 12 100.00
100| Male 19 Y N 0 1 X 1 0 0 0 1 12 9 75.00
101 Male 20 Y N 0 1 0 1 0 0 0 1 13 11 84.62
102 Male 19 |y N 0 [l B 0 0 0 1 12 10 83.33
12.02198 85.31
% Correct |% Correct |% Correct |% Correct |% Correct |% Correct |% Correct |% Correct |% Correct |% Correct |% Correct |% Correct |% Correct 1094(Total
100% 92% 82.60% 84.50% 81.60% 93.30% 87.60% 71.30% 78.90% 79.50% 56.80% 95.60% 100 1.366081[Stdev 85.31%
91 30 F/ 19.20879 % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not
Surveys 61 M ) Answered [Answered [Answered [Answered [Answered [Answered [Answered [Answered [Answered [Answered [Answered [Answered [Answered
0 4.30% 5.40% 24.20% 4.40% 2.20% 2.20% 12.10% 16.50% 14.30% 3.30% 0.00% 2.20% 7.50%
# NA 0 4 8 22 4 2 2 11 15 13 3 0 2
# Answered 91 87 83 69 87 89 89 80 76 78 88 91 89
# Wrong | 0 7 15 11 16 6 11 23 16 16 38 4 0

524




Appendix 34 Japanese Data Collected Script Presentation

Part 2 Number of words on a slide

Script Presentation
N=78

False =0 True =1

Correct Answer FALSE TRUE FALSE TRUE FALSE FALSE TRUE TRUE TRUE FALSE FALSE FALSE TRUE
: 5 Hawe you
Lived in seen this = > g 2 i x = 2 . . . . 3
Number Sex Age Japan presentat Question | Question | Question | Question | Question | Question | Question | Question | Question | Question | Question | Question | Question # # Correct| Score %
of Survey over 2 B #1 #2 #3 #6 #8 #9 #13 Answered
weeks? b i
efore?

1 m 20 b M a 1 0 13 5 38.46
2 M 19 hd N 1] 1 4] [1] 12 8 66.67
3 F 20 B i N a 1 0 ] 13 11 84.62
4 M 23 hd M a 1 1] 0 13 12 92.31
5 F 20 hd N o 1 0 0 13 11 84.62
6 = 19 Y M o 1 o 0 13 12 92.31
] F 20 Y N 1] X X X 9 5 55.56
8 M 19 i N o 1 0 0 13 12 92.31
9 M 20 i N 0 T < | 0 10 8 50.00
10 M 19 hd M a 1 o X 9 [i] 66.67
11 M 21 i M '] X X a (i] [i] 100.00
12 M 18 h N 0 1 0 a 12 g 75.00
13 F 19 hd M 1 1 0 1] 11 9 81.82
14 F 20 B i M 0 0 1] 12 10 83.33
15 M 21 ¥ N ] 1] 13 g 69.23
16 F 20 hd N 0 X 1 12 g 75.00
17 M 20 S M 0 1] 1 13 7 53.85
18 M 21 Y M 0 X 0 1 9 8 88.89
19 M 19 i M 0 1 X 10 8 80.00
20 M 21 i N 1] 0 [i] 1 13 11 84.62
21 F 20 Y N ] 0 0 1 10 9 90.00
22 F 19 N N 1] V] 1] 1 12 9 90.00
23 F 19 hd M Q 0 a 1 13 10 75.00
24 E 18 hd M '] 1] X 9 [i] 66.67
25 M 20 B i N 0 0 1] 1 12 12 100.00
26 F 19 b i M ] 0 1] 1 12 12 100.00
27 M 20 b M 0 0 1] 1 13 13 100.00
28 M 20 S N 0 1 1] 1 12 10 83.33
29 F 21 Y N 0 X o 1 8 L] 75.00
30 F 20 bl M 1] 1 13 8 61.54
31 M 19 b i M 0 X 1 10 9 90.00
32 M 19 Y M 0 0 1 13 i1 84.62
33 M 20 i N 0 1 11 7 63.64
34 M 20 il N 0 1 13 9 69.23
39 M 20 hd M Q0 ] X 10 g 90.00
36 M 19 b M 0 X 1 11 9 81.82
37 M 20 hd M 0 a 1 11 10 90.91
38 M 19 X N 0 1] 1 11 7 63.64
39 F 18 3 f M ] 1] 1 12 8 66.67
40 M 19 b M 0 1] 1 13 12 92.31
41 F 19 b i M 0 a 1 13 g 69.23
42 F 18 b M X a 1 8 8 100.00
43 E 19 Y M 1 1] 1 12 10 83.33
44 F 18 b i M 0 1] 1 9 8 88.89
45 F 18 b N 0 X 1 11 7 63.64
46 F 19 Y ] 0 1] 1 12 10 83.33
47 F 18 N N 0 1] X 10 8 80.00
49 M 19 hd M Q0 ] 1 13 10 76.92
a0 M 18 X M '] a 1 13 11 84.62
51 F 19 X M ] 1] 1 13 11 84.62
52 F 18 hd M 0 0 1 13 12 92.31
53 M 18 b M 0 1] 1 11 ] 81.82
54 F 19 hi N 0 1] 1 10 8 80.00
55 M 18 Y M 0 a 1 12 9 75.00
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Appendix 34 Japanese Data Collected Script Presentation

56 F 20 Y N 0 13 13 100.00
57 M 18 Y N 0 13 12 92.31
58 F 20 Y N 0 9 4 44.44
59 F 19 Y N 0 X 12 8 66.67
60 F 19 Y N 0 0 13 6 46.15
61 F 21 N N 0 0 13 8 61.54
62 F 19 Y N 0 1 0 0 12 9 75.00
63 M 20 Y N 0 1 0 0 0 9 9 100.00
64 M 19 Y N 0 1 0 0 0 11 10 90.91
65 F 20 Y N 0 1 0 7 5 71.43
66 M 19 Y N 0 1 | 0 | 0 13 10 76.92
68 M 19 Y N 0 1 0 0 0 1 13 13 100.00
69 M 19 Y N 0 1 1 13 6 46.15
70 F 20 Y N 0 1 0 0 0 0 1 13 11 84.62
71 F 20 0 1 0 0 0 0 1 13 12 92.31
72 F 20 Y N 0 1 1 0 0 X 9 6 66.67
73 F 20 Y N 0 1 0 1 [ 0 | 0 1 13 11 84.62
74 F 20 Y N 0 1 0 1 X X 0 1 9 8 88.89
75 M 22 Y N 0 X 0 1 0 0 1 11 9 81.82
76 M 20 Y N 0 1 0 1 0 1 23 9 39.13
77 M 20 Y N 0 1 0 1 0 1 13 10 76.92
78 F 21 Y N X 1 0 1 X 1 8 6 75.00
11.55844
890
2.22
% Correct [% Correct |% Correct|% Correct [% Correct |% Correct|% Correct [% Correct |% Correct |% Correct [% Correct |% Correct |% Correct|Overall average
84.93% 71.21% 79.55% 52.78% 84.00% 69.23% 88.89% 68.12% 50.00% 92.86% 79% 78.45
91 37F/ 19.50649351 % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not
Surveys 1 M ) Answered|Answered [Answered [Answered |Answered |Answered [Answered |Answered |Answered |Answered [Answered |Answered |Answered
2.56 6.41 15.38 7.69 6.41 3.85 16.67 11.54 2.56 10.26 10.26
# NA 2 5 12 6 5 3 13 15 9 2 8 8
# Answered 76 73 66 44 72 73 75 65 63 69 76 70 70
# Wrong_| 1 11 19 9 3 12 20 7 22| s 5 3
48 M 18 Y N 0 1 0 1 0 X 0 1 1 Delete Not answered majjority opf questions #DIV/0!
. . |Have you
Lived in thi
Number s A Japan seen tli Question | Question | Question | Question | Question | Question | Question | Question | Question | Question | Question | Question | Question # 4G s %
of Survey| %% ge over 2 |Presema #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13  |Answered|” “OeCt| weore
weeks? ton
before?
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Appendix 34

Japanese Data Collected Simple Text Density

N=78
Correct Answer FALSE TRUE FALSE TRUE FALSE FALSE TRUE _ TRUE TRUE  FALSE FALSE FALSE  TRUE
. . | Hawve you
Eivain seen this
Mumber Sex Age Japan presontat Question | Question | Question | Question | Question | Question | Question | Question | Question | Question | Question | Question | Question # % Corract| Scora %
of Survey over 2 s #1 #2 #3 #4 #10 #11 #12 #13 Answered
weeks? bafora?
eTore !
1 Female 8 ¥ N 0 X 0 0 9 7 7178
2 Female 18 G N 0 X 0 9 8 66.67
3 Male 18 ¥ N 0 [ 0 0 13 11 84,62
4 Male 18 ¥ N i 1 0 11 10 90.91
5 Female 18 S N 0 1 0 11 9 B1.82
[ Female 8 *r N 0 1 0 11 9 B1.82
7 Female 9 W N i i 0 11 g 7273
8 Female 19 Y N 0 1 0 0 12 8 66.67
9 Male 18 X N 0 1 0 0 0 13 11 84,62
10 Female 18 ¥ N ] 1 0 0 1 0 12 10 83.23
11 |Male 18 s N 0 1 0 0 1 0 13 13[ 100.00
12 Female 13 ¥ N 0 i 0 0 i 0 12 10 83.33
13 Female 18 Y N 0 1 0 0 0 0 12 11 91.67
14 Femals 18 ¥ N 0 1 0 0 1 0 0 12 11 91.67
15 Male 19 ¥ N 0 X X X X X 0 6 5 83.33
16 Female 18 ¥ N 0 1 0 X 1 0 0 10 8 £0.00
17 Female 13 *r N 0 1 0 0 1 i 0 0 13 i1 B4.62
18 Female 19 ‘r N 0 1 0 0 1 1 X 0 0 1 11 100.00
19 Male 21 Y N 0 1 0 0 1 1 1 0 13 11 84,62
20 Female 18 ¥ N 0 1 0 0 1 X X 0 11 10 90.91
21 Female 18 ¥ N 0 1 0 X 1 1 X 0 10 10 100.00
27 Female 18 s N 0 1 0 0 1 1 1 0 13 11 100.00
23 Male 18 Y N 0 X X T—I 0 9 7 84.62
29 Male 18 ¥ N 0 1 0 0 1 1 1 0 12 11 91.67
25 Male 20 ¥ N 0 = 1 1 1 0 12 7 58.33
26 Female 20 ¥ N 0 1 1 0 1 5 0 10 8 £0.00
27 Female 19 3 N 0 1 X X 1 0 10 7 70.00
28 Male 19 iz N 0 1 i | 0 | 0 i3 8 §1.54
29 Female 20 ¥ N 0 1 1 A 0 13 10 76.92
a0 Female 20 Y N 0 1 X [ ] 0 11 7 63.64
31 Female 19 ¥ N 0 1 0 10 [3 60.00
32 Female 20 X N 0 1 T 0 13 8 61.54
33 Male 20 s N 0 1 [ e 0 10 9 90.00
34 Male 19 ¥ N 0 i 0 13 10 76.92
35 Male 20 ¥ N 0 1 0 13 10 76.92
36 Femals 19 X N 0 X X 9 4 44.44
37 [Female 19 ¥ N 0 X 0 9 [3 66.67
38 Female 19 L N 0 1 0 13 11 B4.62
39 Female 19 s N 0 1 0 12 10 83.33
40 Male 19 L N 0 1 0 12 8 66.67
41 Male 19 Y N 0 1 0 12 10 83.33
42 Male 19 ¥ N 0 X 0 10 [3 60.00
43 Male 19 ¥ N 0 1 0 13 8 61.54
44 Female 19 s N 0 1 0 12 5 4167
45 Male 19 ¥ N 0 i 10 5 50.00
46 Male 19 X 1 0 13 9 69.23
47 Femals 19 ¥ N 0 0 13 8 61.54
48 Female 20 ¥ N 0 0 13 11 B4.62
49 Male 18 s N 0 0 12 12 100.00
50 Male 20 s N 0 0 13 4 3077
51 Male 20 b N 0 0 10 [3 60.00
52 Femals 18 X N 0 0 9 8 88.89
53 Male 19 " N 0 0 13 9 §9.23
54 Male 18 ¥ N 0 11 9 B1.82




Appendix 34

Japanese Data Collected Simple Text Density

55 Female 19 Y N X 1 X 0 1 1 0 0 1 11 7 63.64
56 Male 19 Y N 0 1 0 1 0 0 1 1 0 1 13 10 76.92
57 Male 19 Y N 0 X X 0 0 1 X X 0 X X 1 7 6 85.71
58 Male 18 Y N 0 0 0 1 13 4 30.77
59 Male 19 Y N 0 1 0 1 0 1 1 1 X 0 1 12 10 83.33
60 Female 18 Y N 0 1 0 1 0 0 1 1 0 0 0 1 13 12 92.31
61 Male 19 Y N 0 1 0 1 0 X 1 1 X 1 11 8 72.73
62 Male 18 Y N 0 X 0 0 1 X X 1 10 5 50.00
63 Female 18 Y N 0 1 X X 1 X 1 X 0 1 9 6 66.67
64 Male 24 Y N 0 1 0 1 0 1 1 0 1 13 9 69.23
65 Male 18 Y N 0 1 0 1 0 0 1 1 0 0 1 13 11 84.62
66 Male 18 Y N 0 X 0 1 0 1 1 0 1 13 9 69.23
67 Female 18 Y N X 1 X 0 0 X 1 X 0 X 8 5 62.50
68 Female 19 Y N X 1 0 1 0 1 1 X 0 1 11 9 81.82
69 Male 18 Y N 0 0 0 1 1 0 0 0 1 13 9 69.23
70 Male 18 Y N 0 1 0 X 0 0 1 1 X X 0 1 10 9 90.00
Al Female 18 Y N 0 1 0 X 0 0 1 1 0 0 1 12 10 83.33
72 Male 18 Y N 0 1 0 X X X 0 1 10 5 50.00
73 Male 19 Y N 0 1 0 X 0 0 1 X X 0 0 0 1 10 10 100.00
74 Male 18 Y N 0 1 0 X 0 1 1 X 0 0 0 1 11 10 90.91
75 Male 18 Y N 0 1 0 0 1 1 0 1 13 8 61.54
76 Male 18 Y N 0 1 0 0 1 1 13 6 46.15
77 Male 19 Y N 0 X 0 X X 0 0 X X 0 0 1 8 7 87.50
78 Female 18 Y N 0 0 0 1 0 0 1 13 7 53.85
11.35897
886
1.674673
% Correct |% Correct|% Correct |% Correct |% Correct [% Correct [% Correct [% Correct [% Correct [% Correct [% Correct [% Correct [% Correct] Answered
97.33% 82.09% 69.01% 74.00% 51.35% 89.71% 76.39% 47.62% 73.77% 56.45% 44.44% 94.59% 98.70%) 22.49 74.92
91 37F/ 18.74358974 % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not % Not 87%
Surveys 1 M ) Answered|Answered [Answered [Answered|Answered |Answered [Answered |Answered |Answered |Answered [Answered |[Answered |Answered
3.85 14.10 8.97 35.90 513 12.82 7.69 19.23 21.79 20.51 7.69 513 1.28
# NA 3 11 7 28 4 10 6 15 17 16 6 4 1
# Answered 75 67 71 50 74 68 72 63 61 62 72 74 77
# Wrong | 2 12 22 13 36 7 17 33 16 27 40 4 1
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Appendix 35 Text Density All English Data Combined

Obs.
Variable = Observations Obs with Wl.thc.)Ut Minimum Maximum  Mean S.td'.
missing data missing deviation
data
Score 54 0 54 46.154 100.000 78.935 13.148
All English Data Text Density
0.25
0.2
z
§ 0.15
I
E 0.1
g
0.05
o L [
40 50 60 70 80 90 100 110
Score
Descriptive statistics for the intervals :
Lower Relative ,
bound Upper bound Frequency Frequency Density
40 46.1 0 0.000 0.000
46.1 52.2 1 0.019 0.003
52.2 58.3 2 0.037 0.006
58.3 64.4 4 0.074 0.012
64.4 70.5 9 0.167 0.027
70.5 76.6 4 0.074 0.012
76.6 82.7 13 0.241 0.039
82.7 88.8 7 0.130 0.021
88.8 94.9 7 0.130 0.021
94.9 101 7 0.130 0.021
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Appendix 36 Text Density

All Japanese Data — 3 Presentation Types Combined

Summary statistics:

Obs.
Variable Obs. Obs with Wi.thc.)Ut Minimum Maximum Mean S.tdl
missing data  missing deviation
data
Score 246 0 246 30.769 100.000 79.864 14.672
All Japanese Data
0.25
0.2
g
§ 0.15
g
2
£ o1
&
0.05
0 |
30 40 50 60 70 80 %0 100 110
Correct Score
Descriptive statistics for the intervals :
Lower Upper Relative .
bound bound Frequency Frequency Density
30 37.1 2 0.008 0.001
371 442 3 0.012 0.002
442 51.3 8 0.033 0.005
51.3 58.4 5 0.020 0.003
58.4 65.5 17 0.069 0.010
65.5 72.6 34 0.138 0.019
72.6 79.7 33 0.134 0.019
79.7 86.8 58 0.236 0.033
86.8 939 53 0.215 0.030
93.9 101 33 0.134 0.019
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Appendix 37 Grubbs Test for Outliers Basic Japanese Data Set

Alternative hypothesis: Two—sided
Significance level (%): 5

Iterations: Maximum: 1 _
Summary statistics il

Summary statistics:

Obs. with wgﬁsﬁt Std
Variable Observations missing . Minimum Maximum  Mean .
data missing deviation
data
Var1l 91 0 91 60.000 100.000 85.305 10.968
Grubbs test for outliers / Two—tailed test:
G (Observed value) 2.307
G (Critical value) 3.352
p—-value (Two—tailed) 0.227
alpha 0.05
99% confidence interval on the p—value:
10.226, 0.228 [
Z-scores
2.5
2 fecccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccoeeee—-
1.5
0.5 A
g 0 .||.I|llll-l.lll.llnlllll-lllll"lllll"ll.
N‘P 1 4 7 013 2528313434
-1 4
-1.5
.) Feeeeeccccccccccccccccccccccccccccc e ccccccc e e ccccccccccccccedecccaaaa
-2.5
Observations

531



Appendix 37  Grubbs Test for Outliers Script Japanese Data Set

Summary statistics:

. Obs.
. Obs, OB With  out . . Std.
Variable missing o Minimum Maximum  Mean .
d missing deviation
ata data
Vari 77 0 11 38.462 100.000  78.446  15.037
Grubbs test for outliers / Two—tailed test:
G (Observed value) 2.659
G (Critical value) 3.292
p—-value (Two—tailed) 0.509
alpha 0.05
99% confidence interval on the p—value:
10.508, 0.510 [
Z-scores
2.5
2 Femccc e cccccccccccccccccccccccccc—c— e
1.5 +
1 4
05 +
S o
N"n 1 4 3192 52134364952 !!!:A-
-0.5 ‘
-1 -
-1.5
AN L e L LI L L L LI L] £ St TILL L
-2.5

Observations
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Appendix 37  Grubbs Test for Outliers Simple Japanese Data Set

Summary statistics:

. Obs.
Obs. with thout Std
Variable Observations  missing WIEROUE  Minimum  Maximum  Mean .
missing deviation
data
data
Varl 78 0 78 30.769  100.000 74.917 16.106

Grubbs test for outliers / Two—tailed test:

G (Observed value) 2.741
G (Critical value) 3.297
p—value (Two—tailed 0.395
alpha 0.05

99% confidence interval on the p—value:
10.393, 0.396 [

Z-scores

Z-score
o

il 4 7§1013161922

Observations
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Appendix 38 All English Data, All Three Presentation Types ANOVA

Summary statistics:

Obs.
Variable Observations Obs with WI.thC.)Ut Minimum Maximum  Mean S.td'.
missing data  missing deviation
data
Score 54 0 54 46.154  100.000 78.935 13.148
Variable Categories Frequencies %
Presentation Type Basic — English 21 38.889
Script — English 20 37.037
Simple — English 13 24.074
Correlation matrix:
Presentation Presentation ::;rnefrenteaf
Variables Type—Basic = Type—Script SimpBI/eF:) ~ Score
English - English English
Presentation Type-Basic 1.000 0612 -0449 0177
- English
Presentation Type- ~0.612 1000 -0432 0083
Script — English
Presentation Type- -0.449 0432 1000  -0.296
Simple — English
Score 0.177 0.083 —0.296 1.000

Presentation Type / Dunnett (right sided) / Analysis of the differences between the control
category Basic — English and the other categories with a confidence interval of 95%:

. Standardized Critical  Critical e Significan
Category Difference difference value difference Pr> Diff t
Basic ~ English vs Simple 9.729 2.156 1.968 8.882 0.030 Yes
- English
Basic - English vs Script 1.483 0.371 1.968 7.864 0521  No
- Engllsh
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Appendix 38 All English Data, All Three Presentation Types ANOVA

Multicolinearity statistics:

Presentation Presentation E)t;}eﬁ_ent:i:
Statistic Type—Basic = Type—Script Simp\Ils B
English — English English

Tolerance 0.000 0.000 0.000
VIF 0.000 0.000 0.000
Regression of variable Score:
Goodness of fit statistics:
Observations 54.000
Sum of weights 54.000
DF 51.000
R2 0.090
Adjusted R2 0.054
MSE 163.523
RMSE 12.788
MAPE 13.825
DW 2.243
Cp 3.000
AIC 278.149
SBC 284.116
PC 1.017
Analysis of variance:

Source DF Sum of Mean F Pr>F

squares squares

Model 2 822987 411.494 2516 0.091
Error 51 8339.659 163.523

Corrected Total 53 9162.646
Computed against model Y=Mean(Y)
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Appendix 38

Model parameters:

All English Data, All Three Presentation Types ANOVA

Lower Upper
Source Value St::rcci)arrd t Pr> |t bound bound
(95%) (95%)
Intercept 72.097 3.547 20.328 < 0.0001 64.977 79.217
Presentation Type-Basic 9.729 4513 2156 0036 0669  18.789
— English
Presentation Type~ 8.246 4556 1810 0076 -0.900  17.392
Script — English
Presentation Type—
Simple — English 0.000 0.000
Equation of the model:
Score = 72.0973044049967+9.72883242114012*Presentation Type—Basic —
English+8.24574143804913*Presentation Type—Script — English
Standardized coefficients:
Lower Upper
Source Value St:?rc;?rd t Pr > |t bound bound
(95%) (95%)
Presentation Type-Basic 0.364 0169 2156 0036 0025  0.703
— English
Presentation Type~ 0.306 0160 1810 0076 -0033  0.645
Script — English
Presentation Type— 0.000 0.000

Simple — English

0.8

Score / Standardized coefficients
(95% conf. interval)

06 +
04 +
0.2 +

-0.2

Presentation Type-Basic

Presentation Type-
Script -|English

Presentation Type-
Simple - English

Standardized coefficients

Variable
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Appendix 38

All English Data, All Three Presentation Types ANOVA

Standardized residuals

15 +

05 +

05

-1.5 +
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Score / Standardized residuals
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Means charts:

Appendix 38

All English Data, All Three Presentation Types ANOVA

84

Presentation Type

82 +

80 +

78 +

76 +

Score

74 +

72 +

70 +

68 +

66

Presentation Type-Basic - English

Presentation Type-Script - English

Presentation Type

Presentation Type-Simple - English

Pred(Score) / Score

Presentation Type / Tukey (HSD) / Analysis of the differences between the categories
with a confidence interval of 95%:

Contrast Difference Ste.mdardized Critical Pr > Diff Significan
difference value t

Basic ~ English vs Simple 9.729 2156 2414 0089 No
— English
Basic ~ English vs Script 1.483 0371 2414 0927 No
— English
Script -~ English vs 8.246 1810 2414 0177 No
Simple — English
Tukey's d critical value: 3.414

Category LS means Groups
Basic — English 81.826 A
Script — English 80.343 A
Simple — English 72.097 A
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Appendix 38 All English Data, All Three Presentation Types ANOVA

Presentation Type / Fisher (LSD) / Analysis of the differences between the categories
with a confidence interval of 95%:

Contrast Difference Sta.mdardlzed Critical Pr > Diff Significan
difference value t

Basic ~ English vs Simple 9.729 2156 2008 0036 Yes
— English
Basic ~ English vs Seript 1.483 0.371 2008 0712 No
— English
Script ~ English vs 8.246 1810 2008 0076 No
Simple — English
LSD-value: 8.557

Category LS means Groups
Basic — English 81.826 A
Script — English 80.343 A B
Simple — English 72.097 B

Presentation Type / Bonferroni / Analysis of the differences between the categories
with a confidence interval of 95%:

Contrast Difference Ste.mdardlzed Critical Pr > Diff Significan
difference value t

Basic ~ English vs Simple 9.729 2156 2476  0.036 No
- English
Basic ~ English vs Script 1.483 0.371 2476 0712 No
- English
Script ~ English vs 8.246 1810 2476 0076 No
Simple — English
Modified significance 0.017

Category LS means Groups
Basic — English 81.826 A
Script — English 80.343 A
Simple — English 72.097 A

Presentation Type / Dunn—Sidak / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast

Standardized Critical
difference value

Difference

Significan

Pr > Diff +
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Appendix 38 All English Data, All Three Presentation Types ANOVA

Basic — English vs Simple

. 9.729 2.156 2.469 0.036 No
— English
Basic ~ English vs Seript 1.483 0.371 2469 0712 No
— English
Script ~ English vs 8.246 1810 2469 0076 No
Simple — English
Modified significance level: 0.017

Category LS means Groups

Basic — English 81.826 A
Script — English 80.343 A
Simple — English 72.097 A

Presentation Type / Newman—Keuls (SNK) / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference Sta.mdardlzed Critical Pr > Diff Significan
difference value t

Basic ~ English vs Simple 9.729 2156 2414  0.089 No
— English
Basic - English vs Script 1.483 0371 No
— English
Script ~ English vs 8.246 1810 2008 0076 No
Simple — English

Category LS means Groups
Basic — English 81.826 A
Script — English 80.343 A
Simple — English 72.097 A
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Appendix 38

All English Data, All Three Presentation Types ANOVA

Presentation Type / Duncan / Analysis of the differences between the categories with a confidence interval of 95%:

. Standardized Critical . alpha  Significan

Contrast Difference difference value Pr > Diff (Modified) t
Basic ~ English vs Simple 9.729 2156 2112 0089  0.098 Yes
- English
Basic ~ English vs Script 1.483 0.371 2008 0712  0.050 No
- English
Script - English vs 8.246 1810 2008 0076  0.050 No
Simple — English

Category LS means Groups
Basic — English 81.826 A
Script — English 80.343 A B
Simple — English 72.097 B

Presentation Type / REGWQ / Analysis of the differences between the categories with a confidence interval of 95%:

. Standardized Critical . alpha  Significan

Contrast Difference difference value Pr > Diff (Modified) t
Basic - English vs Simple 9.729 2156 2414 0089  0.050 No
— English
Basic - English vs Script 1.483 0371 No
— English
Script -~ English vs 8.246 1810 2008 0076  0.050 No
Simple — English

Category LS means Groups
Basic — English 81.826 A
Script — English 80.343 A
Simple — English 72.097 A
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Appendix 38 All English Data, All Three Presentation Types ANOVA

Presentation Type / Benjamini—Hochberg / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference Str—:mdardlzed Critical Pr > Diff Significan
difference value t

Basic ~ English vs Simple 9.729 2156 2008  0.108 No
- English
Basic ~ English vs Script 1.483 0.371 2008 0712 No
- English
Script -~ English vs 8.246 1810 2008  0.114 No
Simple — English

Category LS means Groups
Basic — English 81.826 A
Script — English 80.343 A
Simple — English 72.097 A

Presentation Type / Dunnett (two sided) / Analysis of the differences between the control
category Basic — English and the other categories with a confidence interval of 95%:

. Standardized Critical  Critical ... Significan
Category Difference difference value difference P> i t
Basic - English vs Simple 9.729 2156 2283 10301 0059  No
— English
Basic - English vs Script 1.483 0371 2283 9120 0904 No
— English

Presentation Type / Dunnett (left sided) / Analysis of the differences between the control
category Basic — English and the other categories with a confidence interval of 95%:

. Standardized Critical  Critical ... Significan
Category Difference difference value difference Pr > Diff t
Basic ~ English vs Simple 9.729 2156 -1968 -8882 0998  No
— English
Basic ~ English vs Seript 1483 0371 -1968 -7.864 0817 No
— English
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Appendix 39 Japanese Data ANOVA Analysis Text Density Presentations

Summary statistics:

Obs. with wict):cfﬁt Std
Variable Observations missing . Minimum Maximum  Mean o
data missing deviation
data
Score 246 0 246 30.769  100.000 79.864 14.672
Variable Categories Frequencies %
Text .
Presentation Basic — Japanese 91 36.992
Script — Japanese 77 31.301
Simple — Japanese 78 31.707
Correlation matrix:
Text
. Text . Presentat
. Text Presentation— Presentatio .
Variables . . ion— Score
Basic — Japanese n—Script — .
Simple -
Japanese
Japanese
Text
E;e;:”_tat"’”_ 1.000 -0517 -0522  0.285
Japanese
Text
g;erfpet”fat"’”_ 0517 1000 -0460  -0.065
Japanese
Text
;::Z‘I’:t_atm”_ -0.522 -0460 1000  -0.230
Japanese
Score 0.285 —-0.065 —0.230 1.000
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Appendix 39 Japanese Data ANOVA Analysis Text Density Presentations

Multicolinearity statistics:

Text
Text
. . Presentat . . . .
Statistic Text Presentation— Presentatio ion— Text Presentation / Dunnett (left sided) / Analysis of the differences between the control
Basic — Japanese n-Script - Simple - category Basic — Japanese and the other categories with a confidence interval of 95%:
Japanese
Japanese
Tolerance 0.000 0.000 0.000 . Standardize Critical Critical o Significan
VIF 0.000 0.000 0,000 Category Difference 4 gifference _ value _ difference '~ D ¢
Basic -
Japanese vs
Regression of variable Score: Simple — 10.388 4791 1922 4.167 1.000 No
Japanese
Goodness of fit statistics: Basic -
Japanese vs
Observations 46,000 Script - 6.859 3.152 1.922 4.182 1.000 No
Sum of weight: 246.000 Japanese
DF 243.000
R2 0.090
Adjusted R2 0.083 Text Presentation / Dunnett (right sided) / Analysis of the differences between the
MSE 197.470 control category Basic — Japanese and the other categories with a confidence interval of
RMSE 14.052
MAPE 16.479 . Standardize Critical  Critical .. Significan
Dw 1.823 Category Difference d difference  value difference Pr > Diff t
Cp 3.000 Basic -
QECC } g?g%gg ‘Jaspfr‘:slze_"s 10.388 4.791 1922 4167  0.000 Yes
PC 0.932 Japanese
Basic -
Japanese vs
Analysis of variance: Script - 6.859 3.152 1.922 4.182 0.002 Yes
Japanese
Source DF Sum of Mean F Pr>F
squares squares
Model 2 4758.110 2379.055 12.048 < 0.0001
Error 243 47985.195 197.470
Corrected Tot 245 52743.305
Computed against model Y=Mean(Y)
Model parameters:
Lower Upper
Source Value St::riird t Pr> |t bound bound
(95%) (95%)
Intercept 74.917 1.591 47.084 < 0.0001 71.783 78.051
Text Presenta 10.388 2.168 4.791 < 0.0001 6.117 14.660
Text Presenta 3.529 2.257 1.563 0.119 -0.918 7.976
Text Presenta 0.000 0.000
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Appendix 39 Japanese Data ANOVA Analysis Text Density Presentations

Equation of the model:

Score = 74.917013186244+10.3884078884079*Text Presentation—Basic —
Japanese+3.52903007346391*xText Presentation—Script — Japanese

Standardized coefficients:

Lower Upper
Source Value Stea:r((i)ird t Pr> |t bound bound
(95%) (95%)

Text
Presentation—
Basic —
Japanese
Text
Presentation—
Script —
Japanese
Text
Presentation—
Simple -
Japanese

0.343 0.071 4791 <0.0001 0.202 0.483

0.112 0.071 1.563 0.119 -0.029 0.253

0.000 0.000

Score / Standardized coefficients
(95% conf. interval)

06 7 ‘ext Presentation-Basic

04 | - Japanese

Text Presentation-

Text Presentation-
Simple - Japanese

-0.2

Variable

standardized coefficients
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Appendix 39

Means charts:

Text Presentation

100

90 +
80 ‘\o\‘
70 +
60

50

Score

40

30

20 +

Text Presentation-Basic - Japanese Text Presentation-Script - Japanese Text Presentation-Simple - Japanese

Text Presentation

Text Presentation / Tukey (HSD) / Analysis of the differences between the
categories with a confidence interval of 95%:

Standardize Critical

.. Significant
difference value Pir > DB

Contrast Difference

Basic -
Japanese vs
Simple -
Japanese
Basic -
Japanese vs
Script —
Japanese
Script —

10.388 4.791 2.358 < 0.0001 Yes

6.859 3.152 2.358 0.005 Yes

Japanese vs
Simple -
Japanese

3.529

1.563

2.358

0.264

No

Tukey's d critical value:

3.335
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Appendix 39 Japanese Data ANOVA Analysis Text Density Presentations

Category LS means Groups
Basic ~ 85305 A
Japanese

Script - 78.446 B
Japanese

Simple - 74917 B
Japanese

Text Presentation / Fisher (LSD) / Analysis of the differences between the categories with a confidence interval of 95%:

Gontrast Difference Stgndardlze Critical Pr > Diff Significan
d difference _ value

Basic —
Japanese vs
Simple -
Japanese
Basic —
Japanese vs
Script -
Japanese
Script —
Japanese vs
Simple -
Japanese
LSD-value: 4.323

10.388 4.791 1970 < 0.0001 Yes

6.859 3.152 1.970 0.002 Yes

3.529 1.563 1.970 0.119 No

Category LS means Groups
Basic - 85.305 A

Japanese
Script -
Japanese
Simple -
Japanese

78.446 B

74917 B

Text Presentation / Bonferroni / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference Stalndardize Critical Pr > Diff Significan
d difference  value t
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Appendix 39 Japanese Data ANOVA Analysis Text Density Presentations

Basic —

Japanese vs 10.388 4.791 2411 <00001  Yes
Simple -
Japanese
Basic —

Japanese vs 6.859 3.152 2411 0.002 Yes
Script -
Japanese
Script -

Japanese vs 3.529 1.563 2411 0.119 No
Simple -

Japanese
Modified significance level: 0.017

Category LS means Groups
Basic — Japan: 85.305 A
Script — Japan 78.446 B
Simple — Japat 74917 B

Text Presentation / Dunn-Sidak / Analysis of the differences between the categories with a confidence interval of 95%:

Contrast Difference lardized diffe ritical valu Pr > Diff Significant
Basic — Japan: 10.388 4.791 2404 < 0.0001 Yes
Basic — Japan: 6.859 3.152 2.404 0.002 Yes
Script — Japan 3.529 1.563 2.404 0.119 No
Modified significance level: 0.017

Category LS means Groups
Basic — Japan: 85.305 A
Script — Japan 78.446 B
Simple — Japat 74917 B

Text Presentation / Newman—Keuls (SNK) / Analysis of the differences between the categories with a confidence interval of 95%:

Standardize Critical

.. Significan
d difference _ value Pl > D035 t

Contrast Difference

Basic —

Japanese vs 10.388 4.791 2344  <00001  Yes
Simple -
Japanese
Basic —

Japanese vs 6.859 3.152 1.960 0.002 Yes
Script —
Japanese
Script —

Japanese vs 3.529 1.563 1.960 0.118 No
Simple -
Japanese
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Appendix 39 Japanese Data ANOVA Analysis Text Density Presentations

Category LS means Groups
Basic — Japan: 85.305 A
Script — Japan 78.446 B
Simple — Japat 74917 B

Text Presentation / Duncan / Analysis of the differences between the categories with a confidence interval of 95%:

. Standardize Critical , alpha  Significan
Contrast Difference 4 itference _ value > P (Modified)  t

Basic —
Japanese vs 10.388 4.791 2064 <00001 0.098 Yes
Simple -
Japanese
Basic —
Japanese vs 6.859 3.152 1.960 0.002 0.050 Yes
Script —
Japanese
Script —
Japanese vs 3.529 1.563 1.960 0.118 0.050 No
Simple -

Japanese

Category LS means Groups
Basic — Japan: 85.305 A
Script — Japan 78.446 B
Simple — Japat 74917 B

Text Presentation / REGWQ / Analysis of the differences between the categories with a confidence interval of 95%:

. Standardize Critical . alpha  Significan
Contrast Difference § gifference _ value > P (Modified)  t

Basic —
Japanese vs 10.388 4.791 2344  <00001  0.050 Yes
Simple -
Japanese
Basic —
Japanese vs 6.859 3.152 1.960 0.002 0.050 Yes
Script —
Japanese
Script —
Japanese vs 3.529 1.563 1.960 0.118 0.050 No
Simple -

Japanese
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Appendix 39 Japanese Data ANOVA Analysis Text Density Presentations

Category LS means Groups
Basic ~ 85305 A
Japanese
Script - 78.446 B
Japanese
Simple - 74917 B
Japanese

Text Presentation / Benjamini—Hochberg / Analysis of the differences between the categories with a confidence interval of 95%:

Gontrast Difference Stgndardlze Critical Pr > Diff Significan
d difference _ value t

Basic —
Japanese vs 10.388 4.791 1970 < 00001  Yes
Simple -
Japanese
Basic —
Japanese vs 6.859 3.152 1.970 0.003 Yes
Script -
Japanese
Script —
Japanese vs 3.529 1.563 1.970 0.119 No
Simple -

Japanese

Category LS means Groups
Basic — Japan: 85.305 A
Script — Japan 78.446 B
Simple — Japat 74917 B

Text Presentation / Dunnett (two sided) / Analysis of the differences between the control category Basic —
Japanese and the other categories with a confidence interval of 95%:

. Standardize Critical  Critical .. Significan
Category Difference d difference  value  difference Pr > Diff t

Basic —
Japanese vs 10.388 4.791 2216 4.806 0.000 Yes
Simple -
Japanese
Basic —
Japanese vs 6.859 3.152 2216 4823 0.003 Yes
Script —

Japanese
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Appendix 39 Basic Japanese Presentation Data Analysis

Summary statistics:

. Obs.
Obs. with without Std
Variable Observations missing . Minimum Maximum Mean .
missing deviation
data
data
Score 91 0 91 60.000 100.000 85.305 10.968
One-sample z—test / Two—tailed test:
95% confidence interval on the mean:
183.052, 87.559 [
Difference 85.305
z (Observed value) 74.194
|z| (Critical value) 1.960
p-value (Two—tailed) < 0.0001
alpha 0.05
One-sample t—test / Two—tailed test:
95% confidence interval on the mean:
183.021, 87.590 [
Difference 85.305
t (Observed value) 74.194
|t| (Critical value) 1.987
DF 90
p-value (Two—tailed) < 0.0001
alpha 0.05
Summary:
Variable¥Test z Student

< 0.0001 < 0.0001
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Summary statistics:

Script Japanese Presentation Data Analysis

Obs. with wic*z:cfﬁt Std
Variable Observations missing . Minimum Maximum  Mean .
data missing deviation
data
Varl 77 0 77 38.462 100.000 78.446 15.037
One-sample z—test / Two—tailed test:
95% confidence interval on the mean:
]175.087, 81.805 [
Difference 78.446
z (Observed value) 45.778
|z| (Critical value) 1.960
p—-value (Two—tailed) < 0.0001
alpha 0.05
One-sample t—test / Two—tailed test:
95% confidence interval on the mean:
175.033, 81.859 [
Difference 78.446
t (Observed value) 45778
|t| (Critical value) 1.992
DF 76
p—value (Two—tailed) < 0.0001
alpha 0.05
Summary:
Variable¥Test z Student

< 0.0001 < 0.0001
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Appendix 39 Simple Japanese Presentation Data Analysis

Summary statistics:

Obs.
Variable Observations Obs with W'.thC.)Ut Minimum Maximum  Mean S.td'.
missing data missing deviation
data
Varil 78 0 78 30.769  100.000 74917 16.106

One-sample z—test / Two—tailed test:

95% confidence interval on the mean:
171.343, 78.491 [

Difference 74917
z (Observed value) 41.081
|z| (Critical value) 1.960
p—-value (Two—tailed. < 0.0001
alpha 0.05

One-sample t—test / Two—tailed test:

95% confidence interval on the mean:

171.286, 78.548 [

Difference 74.917
t (Observed value) 41.081
|t| (Critical value) 1.991
DF 717
p-value (Two—tailed) < 0.0001
alpha 0.05
Summary:
Variable¥Test z Student

< 0.0001 < 0.0001
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Appendix 40 Japanese Analysis Question #1

Summary statistics:

Variable  Categories  Frequencies %
Y1 0 208 94118
1 13 5.882

Variable  Categories  Frequencies %
Q1 Basic 91 41176
Script 62 28.054
Simple 68 30.769

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1
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Appendix 40

Goodness of fit statistics (Variable Y1):

Japanese Analysis Question #1

Statistic Independent Full
Observatic 221 221
Sum of we 221.000 221.000
DF 220 218
-2 Log(Lik 98.883 96.833
R2(McFad 0.000 0.021
R2(Cox an 0.000 0.009
R2(Nagelk: 0.000 0.026
AIC 100.883 102.833
SBC 104.282 113.028
Iterations 0 6

Test of the null hypothesis HO: Y=0.059 (Variable Y1):

Statistic DF Chi—square Pr > Chi2
-2 Log(Lik 2 2.050 0.359
Score 2 2.242 0.326
Wald 2 2.135 0.344

Type 11 analysis (Variable Y1):

Chi—square Chi-
Source DF Pr > Wald square Pr> LR
Q1 2 2.135 0.344 2.050 0.359

Hosmer-Lemeshow test (Variable Y1):

Statistic  Chi—square DF Pr > Chi2

Hosmer—L 0.109 2 0.947

Model parameters (Variable Y1):
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Appendix 40 Japanese Analysis Question #1
Wald Wald Odds Odds
S Standard  Wald Chi- . Lower Upper PL Lower PL Upper Odds ratio ratio
ource Value Pr > Chi2 bound bound .
error Square bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) bound bound
Intercept -3.080 0.511 36.269 < 0.0001 -4.082 -2.077 -4.265 —-2.206
Q1-Basic 0.000 0.000
Q1-Script 0.846 0.668 1.605 0.205 -0.463 2.155 2.330 0.629 8.628
Q1-Simple 0.004 0.781 0.000 0.996 -1.527 1.535 1.004 0.217 4.641
Covariance matrix:
Intercept Q1-Basic S?::ipt Sic;:ple
Intercept 0.261 0.000 -0.261 -0.261
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script —-0.261 0.000 0.446 0.261
Q1-Simple —-0.261 0.000 0.261 0.610

Equation of the model (Variable Y1):

Pred(Y1) =1/ (1 + exp(—(-3.07961375753468+0.846021536307318*Q1-Script+3.83877630716276E—-03*Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Wald
. PL Lower PL Upper
Source Value Standard  Wald Chi- Pr > Chi2 Lower Upper bound bound
error Square bound bound (95%) (95%)
(95%) (95%)
Q1-Basic 0.000 0.000
Q1-Script 0.210 0.165 1.605 0.205 -0.115 0.534
Q1-Simple 0.001 0.199 0.000 0.996 —-0.389 0.391
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Appendix 40 Japanese Analysis Question #1

Y1 / Standardized coefficients
(95% conf. interval)

06
04 +
‘E Q1-Seript
é 02 Classification table for the estimation sample (Variable Y1):
‘g Q1-Basic Q1-Simple
5 0 from ¥ to 0 1 Total | % correct
% 0 208 0 208 100.00%
£ 5.1 1 13 0 13| 0.00%
g Total 221 0 221 94.12%
04 +
ROC Curve (Variable Y1):
e Variable
ROC Curve (AUC=0.636)
1
Area under the curve: 0.636 09 +
0.8 +
Comparison of the categories of the qualitative variables (Variable Y1): o7 T I
> 0.6 | oiad
Contrast DF Chi—square Pr > Chi2 é 05 | /"/
Qi-Basic v i 1605 0205 5.0
Q1-Basic v 1 0.000 0.996 '
Q1-Script 1 1.330 0.249 03 1

0.2 +

0.1 +

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
1 - Specificity
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Appendix 40 Japanese Data Question #2 Analysis

Summary statistics:

Variable Categories Frequencies %
Y1 0 29 13.679
1 183 86.321

Variable Categories Frequencies %
Q1 Basic 85 40.094
Script 68 32.075
Simple 59 27.830

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1
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Appendix 40 Japanese Data Question #2 Analysis

Goodness of fit statistics (Variable Y1):

Statistic Independent Full
Observatic 212 212
Sum of we 212.000 212.000
DF 211 209
-2 Log(Lik 169.217 165.437
R2(McFad 0.000 0.022
R2(Cox an 0.000 0.018
R2(Nagelk: 0.000 0.032
AIC 171.217 171.437
SBC 174574 181.506
Iterations 0 6

Test of the null hypothesis HO: Y=0.863 (Variable Y1):

Statistic DF Chi-square  Pr > Chi2
-2 Log(Lik 2 3.781 0.151
Score 2 3.574 0.167
Wald 2 3.425 0.180

Type 11 analysis (Variable Y1):

Chi—square Chi-
Source DF Pr> Wald square Pr> LR
Q1 2 3.425 0.180 3.781 0.151

Hosmer-Lemeshow test (Variable Y1):

Statistic Chi—square DF Pr > Chi2

Hosmer—L 0.091 2 0.956

Model parameters (Variable Y1):

559



Appendix 40

Japanese Data Question #2 Analysis

Wald Wald Odds Odds
Wald Chi- Lower Upper PL Lower PL Upper Odds ratio ratio
Source Value Standard error Pr > Chi2 bound bound )
Square bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) bound bound
Intercept 2411 0.395 37.333 < 0.0001 1.637 3.184 1.710 3.280
Q1-Basic 0.000 0.000
Q1-Script -0.870 0.507 2.949 0.086 -1.864 0.123 -1.913 0.103 0.419 0.155 1.131
Q1-Simple -0.822 0.525 2.445 0.118 -1.851 0.208 -1.893 0.199 0.440 0.157 1.232
Covariance matrix:
Intercept Q1-Basic S((Z:ipt S?r:ple
Intercept 0.156 0.000 -0.156 —-0.156
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script -0.156 0.000 0.257 0.156
Q1-Simple —0.156 0.000 0.156 0.276

Equation of the model (Variable Y1):

Pred(Y1) =1/ (1 + exp(—(2.41079867762594-0.870353636678793*Q1-Script—0.821563472509361*Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Chi- ngjvljr lﬁzlgr PL Lower PL Upper
Source Value Standard error Pr > Chi2 bound bound
Square bound bound (95%) (95%)
(95%) (95%)
Q1-Basic 0.000 0.000
Q1-Script -0.224 0.130 2.949 0.086 -0.480 0.032 -0.893 0.048
Q1-Simple -0.203 0.130 2.445 0.118 -0.457 0.051 —0.848 0.089
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Y1 / Standardized coefficients

Japanese Data Question #2 Analysis

Classification table for the estimation sample (Variable Y1):

(95% conf. interval) from ¥ to 0 1 Total | % correct
o1 0 0 29 29 0.00%
. 1 0 183 183| 100.00%
o arBastc Total 0 212 212]  86.32%
"
£ 011
S ROC Curve (Variable Y1):
§ 02 +
o
b o ROC Curve (AUC=0.551)
S o3|
_f.': 1
£ 04 ¢ 09 4 ”
05 08 | /,x"
0.7 + - -7
_0'6 ""r
Variable Z 06T prid
3 .
E o5t o
g -
A o4 t gl
03 + e
02 + el
011 =
0 t t t + + t t t t
0 0.1 02 03 0.4 05 06 0.7 0.8 0.9 1
1 - Specificity
Area under the curve: 0.551

Comparison of the categories of the qualitative variables (Variable Y1):

Contrast DF Chi-square  Pr > Chi2
Q1-Basic v 1 2.949 0.086
Q1-Basic v 1 2.445 0.118
Q1-Script 1 0.011 0.917
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Appendix 40 Japanese Question #4 Analysis

Summary statistics:

Variable Categories Frequencies %
Y1 0 35 22.152
1 123 77.848

Variable Categories Frequencies %
Q1 Basic 65 41.139
Script 44 27.848
Simple 49 31.013

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1

Goodness of fit statistics (Variable Y1):

Classification table for the estimation sample (Variable Y1):

from ¥ to 0 1 Total | % correct
0 0 35 35 0.00%

1 0 123 123| 100.00%
Total 0 158 158 77.85%
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Appendix 40 Japanese Question #4 Analysis

Statistic Independent Full
Observations 158 158
Sum of weights 158.000 158.000
DF 157 155
-2 Log(Likelihood) 167.108 166.769
R2(McFadden) 0.000 0.002
R2(Cox and Snell) 0.000 0.002
R2(Nagelkerke) 0.000 0.003
AIC 169.108 172.769
SBC 172171 181.957
Iterations 0 6

Test of the null hypothesis HO: Y=0.778 (Variable Y1):

Statistic DF Chi—square Pr > Chi2
-2 Log(Likelihood) 2 0.339 0.844
Score 2 0.338 0.844
Wald 2 0.337 0.845
Type Il analysis (Variable Y1):
Chi-
Source DF Chi-square (Wald) Pr > Wald square Pr > LR
(LR)
Q1 2 0.337 0.845 0.339 0.844
Hosmer-Lemeshow test (Variable Y1):
Statistic Chi—square DF Pr > Chi2
Hosmer—Lemeshov 0.254 2 0.881

Model parameters (Variable Y1):
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Appendix 40 Japanese Question #4 Analysis

Wald Wald Odds Odds
Wald Chi— Lower Upper PL Lower PL Upper Odds ratio ratio
Source Value Standard error S Pr > Chi2 bound bound .
quare bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) ’ ’ bound _ bound
Intercept 1.386 0.310 19.987 < 0.0001 0.779 1.994 0.811 2.037
Q1-Basic 0.000 0.000
Q1-Script -0.163 0.475 0.117 0.732 -1.093 0.768 -1.091 0.787 0.850 0.335 2.156
Q1-Simple -0.260 0.454 0.328 0.567 -1.151 0.630 -1.156 0.640 0.771 0.316 1.878

Covariance matrix:

Intercept Q1-Basic Si:ipt Sier?pIe
Intercept 0.096 0.000 -0.096 -0.096
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script -0.096 0.000 0.226 0.096
Q1-Simple -0.096 0.000 0.096 0.207

Equation of the model (Variable Y1):

Pred(Y1) =1 / (1 + exp(—(1.38629436111989-0.162518929497775%Q1-Script—0.26028309826366 7+Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Wald
. PL Lower PL Upper
Source Value Standard error Wald Chi- Pr > Chi2 Lower Upper bound bound
Square bound bound (95%) (95%)
(95%) (95%)
Q1-Basic 0.000 0.000
Q1-Script -0.040 0.117 0.117 0.732 -0.270 0.190 -0.489 0.353
Q1-Simple —0.066 0.116 0.328 0.567 -0.294 0.161 -0.535 0.296
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Summary statistics:

Appendix 40

Japanese Data Analysis Question #5

Variable Categories  Frequencies %
Y1 0 35 22.152
1 123 77.848

Variable Categories  Freguencies %
Q1 Basic 65 41139
Script 44 27.848
Simple 49 31.013

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories

Probabilities

0
1

0
1

Classification table for the estimation sample (Variable Y1):

from ¥ to 0 1 Total |% correct
0 0 35 35 0.00%

1 0 123 123] 100.00%
Total 0 158 158 77.85%
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Appendix 40 Japanese Data Analysis Question #5

Goodness of fit statistics (Variable Y1):

Statistic Independent Full
Observations 158 158
Sum of weights 158.000 158.000
DF 157 155
-2 Log(Likelihood) 167.108 166.769
R2(McFadden) 0.000 0.002
R2(Cox and Snell) 0.000 0.002
R2(Nagelkerke) 0.000 0.003
AIC 169.108 172.769
SBC 172171 181.957
Iterations 0 6

Test of the null hypothesis HO: Y=0.778 (Variable Y1):

Statistic DF Chi-square Pr > Chi2
-2 Log(Likelihood) 2 0.339 0.844
Score 2 0.338 0.844
Wald 2 0.337 0.845
Type II analysis (Variable Y1):

Chi-square Chi-

Source DF Pr> Wald square Pr> LR
Q1 2 0.337 0.845 0.339 0.844
Hosmer-Lemeshow test (Variable Y1):

Statistic Chi—square DF Pr > Chi2
Hosmer—Lemeshow Statistic 0.254 2 0.881

Model parameters (Variable Y1):
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Appendix 40 Japanese Data Analysis Question #5

. Wald Wald PL Lower PL Upper Od(.js Od(.js
Source Value Standard error Wald Chi~ Pr > Chi2 Lower Upper bound bound Od(.js ratio ratio
Square bound bound (95%) (95% ratio Lower Upper
(95%) (95%) ’ ’ bound  bound
Intercept 1.386 0.310 19.987 < 0.0001 0.779 1.994 0.811 2.037
Q1-Basic 0.000 0.000
Q1-Script -0.163 0.475 0.117 0.732 -1.093 0.768 -1.091 0.787 0.850 0.335 2.156
Q1-Simple —0.260 0.454 0.328 0.567 -1.151 0.630 -1.156 0.640 0.771 0.316 1.878

Covariance matrix:

Intercept Q1-Basic S?::ipt Sicr’r:ple
Intercept 0.096 0.000 —0.096 —0.096
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script —0.096 0.000 0.226 0.096
Q1-Simple —0.096 0.000 0.096 0.207

Equation of the model (Variable Y1):

Pred(Y1) =1/ (1 + exp(=(1.38629436111989-0.162518929497775*%Q1-Script—0.26028309826366 7+Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Wald
. PL Lower PL Upper
Source Value Standard error Wald Chi- Pr > Chi2 Lower Upper bound bound
Square bound bound (95%) (95%)
(95%) (95%)
Q1-Basic 0.000 0.000
Q1-Script —-0.040 0.117 0.117 0.732 -0.270 0.190 -0.489 0.353
Q1-Simple —0.066 0.116 0.328 0.567 -0.294 0.161 -0.535 0.296
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Japanese Data Analysis Question #5

Y1 / Standardized coefficients
(95% conf. interval)
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Appendix 40 Japanese Data Question #6 Analysis

Area under the curve: 0.522

Comparison of the categories of the qualitative variables (Variable Y1):

Contrast DF Chi—square Pr > Chi2
Q1-Basic vs Q1-Script 1 0.117 0.732
Q1-Basic vs Q1-Simple 1 0.328 0.567
Q1-Script vs Q1-Simple 1 0.040 0.842

570

Summary statistics:

Variable Categories Frequencies %
Y1 0 209 92.070
1 18 7.930

Variable Categories Frequencies %
Q1 Basic 87 38.326
Script 72 31.718
Simple 68 29.956

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1
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Appendix 40 Japanese Data Question #6 Analysis

Goodness of fit statistics (Variable Y1):

Statistic Independent Full
Observations 227 227
Sum of weights 227.000 227.000
DF 226 224
-2 Log(Likelihood) 125.778 125.067
R2(McFadden) 0.000 0.006
R2(Cox and Snell) 0.000 0.003
R2(Nagelkerke) 0.000 0.007
AIC 127.778 131.067
SBC 131.203 141.341
Iterations 0 6
Test of the null hypothesis HO: Y=0.079 (Variable Y1):

Statistic DF Chi-square  Pr > Chi2
-2 Log(Likelihood) 2 0.712 0.701
Score 2 0.744 0.689
Wald 2 0.734 0.693
Type Il analysis (Variable Y1):

Chi—square Chi-

Source DF - sad Pr > Wald square Pr> LR
Q1 2 0.734 0.693 0.712 0.701
Hosmer—-Lemeshow test (Variable Y1):

Statistic Chi—square DF Pr > Chi2
Hosmer—Lemeshow Statistic 0.116 2 0.943

Model parameters (Variable Y1):
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Japanese Data Question #6 Analysis

Odds Odds
Wald Chi- ch\)ljvljr l.\JA;l)ilgr PL Lower PL Upper Odds ratio ratio
Source Value Standard error S Pr > Chi2 bound bound bound bound . Lower Upper
quare oun oun (95%) (95%) ratio bound bound
(95%) (95%)
(95%) (95%)
Intercept -2.603 0.423 37.841 < 0.0001 -3.432 -1.773 -3.547 -1.859
Q1-Basic 0.000 0.000
Q1-Script 0.007 0.628 0.000 0.991 -1.223 1.238 1.007 0.294 3.447
Q1-Simple 0.438 0.582 0.566 0.452 -0.702 1.578 1.549 0.495 4.844
Covariance matrix:
Intercept Q1-Basic Q1-Script Q1-Simple
Intercept 0.179 0.000 -0.179 -0.179
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script -0.179 0.000 0.394 0.179
Q1-Simple -0.179 0.000 0.179 0.338

Equation of the model (Variable Y1):

Pred(Y1) =1 / (1 + exp(—(-2.60268968544438+7.43497848751708E-03*Q1-Script+0.43772597032639*Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Chi- LVc\::vlgr L\J/\:)a;gr PL Lower PL Upper
Source Value Standard error Pr > Chi2 bound bound
Square bound bound (95%) (95%)
(95%) (95%) ’ ’
Q1-Basic 0.000 0.000
Q1-Script 0.002 0.161 0.000 0.991 -0.314 0.318
Q1-Simple 0.111 0.147 0.566 0.452 -0.177 0.398
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Japanese Data Question #6 Analysis

Standardized coefficients

0.5

04 +

03 +

0.2 +

0.1 +

-0.1 +

-0.2 +

-0.3 +

-0.4

Y1 / Standardized coefficients
(95% conf. interval)

Q1-Basic

Q1-eript

Q1-Simple

Variable

573



Appendix 40 Japanese Data Question #6 Analysis

Area under the curve: 0.565

Comparison of the categories of the qualitative variables (Variable Y1):

Contrast DF Chi-square  Pr > Chi2
Q1-Basic vs Q1-Script 1 0.000 0.991
Q1-Basic vs Q1-Simple 1 0.566 0.452
Q1-Script vs Q1-Simple 1 0.495 0.482

Classification table for the estimation sample (Variable Y1):

from ¥ to 0 1 Total |% correct
0 209 0 209 100.00%
1 18 0 18 0.00%
Total 227 0 227 92.07%
ROC Curve (Variable Y1):
ROC Curve (AUC=0.565)
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Appendix 40 Japanese Data Analysis Question #7

Summary statistics:

Variable Categories Frequencies %
Y1 0 36 15.721
1 193 84.279

Variable Categories Frequencies %
Q1 Basic 89 38.865
Script 69 30.131
Simple 71 31.004

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1

Classification table for the estimation sample (Variable Y1):

from ¥ to 0 1 Total | % correct
0 0 36 36 0.00%

1 0 193 193] 100.00%
Total 0 229 229 84.28%
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Appendix 40 Japanese Data Analysis Question #7

Goodness of fit statistics (Variable Y1): _
ROC Curve (Variable Y1):

Statistic  Independent Full
Observatic 229 229 ROC Curve (AUC=0.508)
Sum of we 229.000 229.000
DF 228 226 !
-2 Log(Lik 199.233 197.048 0.9 L
R2(McFad 0.000 0.011 0.8 —
R2(Cox an 0.000 0.009 o ,/"
R2(Nagelki 0.000 0.016 ' e
AIC 201.233 203.048 z 06
SBC 204.667 213.350 :§ 0.5 25
Iterations 0 6 S Lo

v 04 -
03 //’/

Test of the null hypothesis HO: Y=0.843 (Variable Y1): 0.2 - -

Statistic DF Chi-square _Pr > Chi2 R
;2 Log(Lik g g;?g 823? ° 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

core ) ) .
Wald 2 2240  0.326 1+ Specificity
Type Il analysis (Variable Y1): Area under the curve: 0.508

. Chi- . . oL . .
Chi—square Comparison of the categories of the qualitative variables (Variable Y1):
Source DF (Wald) Pr > Wald S((}II_J;;G Pr> LR
Contrast DF Chi-square Pr > Chi2
Q1 2 2.240 0.326 2.184 0.335 Qi-Basic v ] 0.007 0.936
Q1-Basic v 1 1.622 0.203
1-Scri 1 1.584 0.20

Hosmer-Lemeshow test (Variable Y1): Qi-Seript 8 8

Statistic Chi—square DF Pr > Chi2
Hosmer—L. 0.152 2 0.927

Model parameters (Variable Y1):
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Japanese Data Analysis Question #7

Wald Wald PL Lower PL Upper Odds Odds
S Val Standard  Wald Chi- Pr > Chi2 Lower Upper bound bound Odds ratio ratio
ource alue r i oun oun )
error Square bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) bound bound
Intercept 1.859 0.310 35.875 < 0.0001 1.251 2.467 1.291 2518
Q1-Basic 0.000 0.000
Q1-Script 0.038 0.473 0.007 0.936 -0.890 0.966 —0.885 0.993 1.039 0.411 2.628
Q1-Simple —0.542 0.425 1.622 0.203 -1.375 0.292 -1.392 0.289 0.582 0.253 1.339
Covariance matrix:
Intercept Q1-Basic S(i:ipt S?r:ple
Intercept 0.096 0.000 —-0.096 —-0.096
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script —0.096 0.000 0.224 0.096
Q1-Simple —0.096 0.000 0.096 0.181

Equation of the model (Variable Y1):

Pred(Y1) =1 / (1 + exp(—(1.85889877206568+0.038221212820198*Q1-Script—0.541597282432745%Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Wald
. PL Lower PL Upper
Source Value Standard  Wald Chi- Pr > Chi2 Lower Upper bound bound
error Square bound bound (95%) (95%)
(95%) (95%)
Q1-Basic 0.000 0.000
Q1-Script 0.010 0.120 0.007 0.936 -0.225 0.244 —-0.406 0.456
Q1-Simple —0.138 0.108 1.622 0.203 -0.351 0.074 -0.644 0.134
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Japanese Data Analysis Question #7

Standardized coefficients
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Summary statistics:

Appendix 40

Variable  Categories Frequencies %
Y1 0 69 36.898
1 118 63.102

Variable = Categories Frequencies %
Q1 Basic 70 37.433
Script 58 31.016
Simple 59 31.551

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities

0
1

0
1

Japanese Data Question # 8 Data Analysis

Classification table for the estimation sample (Variable Y1):

from ¥ to 0 1 Total | % correct
0 32 37 69 46.38%

1 27 91 118 77.12%
Total 59 128 187 65.78%
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Appendix 40 Japanese Data Question # 8 Data Analysis

Goodness of fit statistics (Variable Y1):

Statistic Independent Full
Observatic 187 187
Sum of we 187.000 187.000
DF 186 184
-2 Log(Lik 246.246 235.212
R2(McFad 0.000 0.045
R2(Cox an 0.000 0.057
R2(Nagelk: 0.000 0.078
AIC 248.246 241.212
SBC 251.477 250.906
Iterations 0 6

Test of the null hypothesis HO: Y=0.631 (Variable Y1):

Statistic DF Chi—square Pr > Chi2
-2 Log(Lik 2 11.034 0.004
Score 2 11.209 0.004
Wald 2 10.839 0.004

Type 1l analysis (Variable Y1):

Chi—square Chi-
Source DF Pr> Wald square Pr> LR
Q1 2 10.839 0.004 11.034 0.004

Hosmer-Lemeshow test (Variable Y1):

Statistic  Chi—square DF Pr > Chi2

Hosmer—L 2.671 2 0.263

Model parameters (Variable Y1):
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Japanese Data Question # 8 Data Analysis

Wald Wald PL Lower PL Upper Odds Odds
S Val Standard  Wald Chi- Pr> Chi2 Lower Upper bound bound Odds ratio ratio
ource alue r i oun oun )
error Square bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) bound bound
Intercept 0.847 0.261 10.553 0.001 0.336 1.358 0.351 1.379
Q1-Basic 0.000 0.000
Q1-Script 0.118 0.393 0.090 0.764 —0.652 0.888 —-0.650 0.898 1.125 0.521 2.430
Q1-Simple -1.017 0.369 7.590 0.006 -1.741 —-0.294 -1.754 -0.302 0.362 0.175 0.746
Covariance matrix:
Intercept Q1-Basic  Q1-Script Q1-Simple
Intercept 0.068 0.000 —-0.068 —-0.068
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script —-0.068 0.000 0.154 0.068
Q1-Simple -0.068 0.000 0.068 0.136

Equation of the model (Variable Y1):

Pred(Y1) =1 / (1 + exp(—(0.847297860074097+0.117783029357852*Q1-Script—1.01719689667169*Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Wald
. PL Lower PL Upper
Source Value Standard  Wald Chi- Pr > Chi2 Lower Upper bound bound
error Square bound bound (95%) (95%)
(95%) (95%)
Q1-Basic 0.000 0.000
Q1-Script 0.030 0.100 0.090 0.764 -0.166 0.226 —-0.301 0.415
Q1-Simple —0.261 0.095 7.590 0.006 —0.446 —0.075 -0.815 —0.140

581



Appendix 40 Japanese Data Question # 8 Data Analysis

ROC Curve (AUC=0.616)
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Appendix 40  Japanese Data Analysis Question #9

Summary statistics:

Variable Categories Frequencies %
Y1 0 29 17.059
1 141 82.941

Variable Categories Frequencies %
Q1 Basic 57 33.529
Script 61 35.882
Simple 52 30.588

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1
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Appendix 40  Japanese Data Analysis Question #9
Goodness of fit statistics (Variable Y1):

Statistic Independent Full
Observatic 170 170
Sum of we 170.000 170.000
DF 169 167
-2 Log(Lik 155.318 148.416
R2(McFad 0.000 0.044
R2(Cox an 0.000 0.040
R2(Nagelk: 0.000 0.066
AIC 157.318 154.416
SBC 160.454 163.824
Iterations 0 6

Test of the null hypothesis HO: Y=0.829 (Variable Y1):

Statistic DF Chi—square Pr > Chi2
-2 Log(Lik 2 6.902 0.032
Score 2 7.370 0.025
Wald 2 6.966 0.031

Type 11 analysis (Variable Y1):

Chi~squar Chi~
Source DF square Pr> Wald square Pr> LR
Q1 2 6.966 0.031 6.902 0.032

Hosmer-Lemeshow test (Variable Y1):

Statistic  Chi—square DF Pr > Chi2

Hosmer—L 0.132 2 0.936

Model parameters (Variable Y1):

584



Appendix 40

Japanese Data Analysis Question #9

Wald Wald Odds Odds
Wald Chi- Lower Upper PL Lower PL Upper Odds ratio ratio
Source Value Standard error Pr > Chi2 bound bound )
Square bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) bound bound
Intercept 1.966 0.404 23.736 < 0.0001 1.175 2.757 1.243 2.849
Q1-Basic 0.000 0.000
Q1-Script 0.077 0.569 0.018 0.892 -1.039 1.193 -1.059 1.213 1.080 0.354 3.297
Q1-Simple -1.063 0.507 4.406 0.036 -2.056 —-0.071 -2.110 -0.100 0.345 0.128 0.932
Covariance matrix:
Intercept Q1-Basic S(ilipt S?r)r:ple
Intercept 0.163 0.000 -0.163 -0.163
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script -0.163 0.000 0.324 0.163
Q1-Simple -0.163 0.000 0.163 0.257

Equation of the model (Variable Y1):

Pred(Y1) =1/ (1 + exp(—(1.96611285637283+7.69610411360215E-02*Q1-Script—1.06324514483173*%Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Chi- Clg\?vlgr lmlsr PL Lower PL Upper
Source Value Standard error Pr > Chi2 bound bound
Square bound bound (95%) (95%)
(95%) (95%)
Q1-Basic 0.000 0.000
Q1-Script 0.020 0.151 0.018 0.892 -0.275 0.315 -0.508 0.582
Q1-Simple -0.270 0.129 4.406 0.036 -0.522 —0.018 —-0.972 —0.046
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Japanese Data Analysis Question #9

Standardized coefficients
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Classification table for the estimation sample (Variable Y1):

from ¥ to 0 1 Total | % correct
0 0 29 29 0.00%

1 0 141 141] 100.00%
Total 0 170 170 82.94%

ROG Curve (Variable Y1):

ROC Curve (AUC=0.558)
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Area under the curve:

Comparison of the categories of the qualitative variables (Variable Y1):

0.558

Contrast DF Chi—-square Pr > Chi2
Q1-Basic v 1 0.018 0.892
Q1-Basic v 1 4.406 0.036
Q1-Script 1 5.097 0.024




Appendix 40 Japanese Data Analysis Question #10

Summary statistics:

Variable Categories Frequencies %

Y1 0 127 67.196
1 62 32.804

Variable  Categories Frequencies %

Q1 Basic 66 34.921
Script 67 35.450
Simple 56 29.630

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1

Classification table for the estimation sample (Variable Y1):

from ¥ to 0 1 Total | % correct
0 127 0 127| 100.00%

1 62 0 62 0.00%
Total 189 0 189 67.20%
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Appendix 40 Japanese Data Analysis Question #10
Goodness of fit statistics (Variable Y1):

Statistic Independent Full
Observatic 189 189
Sum of we 189.000 189.000
DF 188 186
-2 Log(Lik 239.192 231.387
R2(McFad 0.000 0.033
R2(Cox an 0.000 0.040
R2(Nagelk: 0.000 0.056
AIC 241.192 237.387
SBC 244 434 247112
Iterations 0 6

Test of the null hypothesis HO: Y=0.328 (Variable Y1):

Statistic DF Chi—-square Pr > Chi2
-2 Log(Lik 2 7.805 0.020
Score 2 7.655 0.022
Wald 2 7.414 0.025

Type 1l analysis (Variable Y1):

Chi—square Chi~
Source DF Pr> Wald square Pr> LR
Q1 2 7.414 0.025 7.805 0.020

Hosmer-Lemeshow test (Variable Y1):

Statistic  Chi—square DF Pr > Chi2

Hosmer—L 1.263 2 0.532

Model parameters (Variable Y1):
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Appendix 40 Japanese Data Analysis Question #10
Wald Chi- . I_Vc\)ljvlgr L\J,\;l)ilgr PL Lower PL Upper 4 ?a(i?j (r)a(i?:
Source Value Standard error S Pr > Chi2 bound bound )
quare bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) bound bound
Intercept -1.312 0.301 18.992 < 0.0001 -1.902 -0.722 -1.941 -0.751
Q1-Basic 0.000 0.000
Q1-Script 0.663 0.396 2.806 0.094 -0.113 1.440 -0.103 1.458 1.942 0.893 4.220
Q1-Simple 1.097 0.404 7.388 0.007 0.306 1.888 0.319 1.909 2.995 1.358 6.607
Covariance matrix:
Intercept Q1-Basic Q1-Script Q1-Simple
Intercept 0.091 0.000 -0.091 -0.091
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script —0.091 0.000 0.157 0.091
Q1-Simple —0.091 0.000 0.091 0.163

Equation of the model (Variable Y1):

Pred(Y1) =1/ (1 + exp(—(-1.3121863889661+0.663490970976984*Q1-Script+1.09707500934915%Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Chi- ch\)l\?vl:r L\J/Zi)lgr PL Lower PL Upper
Source Value Standard error Pr > Chi2 bound bound
Square bound bound (95%) (95%)
(95%) (95%)
Q1-Basic 0.000 0.000
Q1-Script 0.175 0.104 2.806 0.094 —-0.030 0.380 —-0.049 0.697
Q1-Simple 0.276 0.102 7.388 0.007 0.077 0.475 0.146 0.872
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Appendix 40  Japanese Data Analysis Question #10 ROC Curve (AUC=0.632)
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Appendix 40 Japanese Data Question #11 Analysis

Summary statistics:

Variable  Categories Frequencies %

Y1 0 117 52.000
1 108 48.000

Variable  Categories Frequencies %

Q1 Basic 84 37.333
Script 75 33.333
Simple 66 29.333

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1
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Goodness of fit statistics (Variable Y1):

Statistic Independent Full
Observatic 225 225
Sum of we 225.000 225.000
DF 224 222
-2 Log(Lik 311.556 309.391
R2(McFad 0.000 0.007
R2(Cox an 0.000 0.010
R2(Nagelk: 0.000 0.013
AIC 313.556 315.391
SBC 316.972 325.640
Iterations 0 6

Test of the null hypothesis HO: Y=0.480 (Variable Y1):

Japanese Data Question #11 Analysis

Statistic DF Chi—square  Pr > Chi2
-2 Log(Lik 2 2.165 0.339
Score 2 2.157 0.340
Wald 2 2.148 0.342
Type II analysis (Variable Y1):
Chi-square Chi-
Source DF Pr > Wald square Pr> LR
(Wald) (LR)
Q1 2 2.148 0.342 2.165 0.339
Hosmer-Lemeshow test (Variable Y1):
Statistic  Chi—square DF Pr > Chi2
Hosmer—L 0.936 2 0.626
Model parameters (Variable Y1):
Wald Wald Odds Odds
. PL Lower PL Upper . .
Source Value Standard error Wald Chi Pr > Chi2 Lower Upper bound bound Odc.is ratio ratio
Square bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) " ° bound __ bound
Intercept -0.336 0.221 2.311 0.128 -0.770 0.097 -0.777 0.094
Q1-Basic 0.000 0.000
Q1-Script 0.417 0.320 1.694 0.193 -0.211 1.044 -0.209 1.048 1517 0.810 2.840
Q1-Simple 0.397 0.331 1.438 0.230 -0.252 1.046 -0.250 1.051 1.487 0.777 2.846

Covariance matrix:
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Appendix 40 Japanese Data Question #11 Analysis

Intercept Q1-Basic S?::ipt Sﬁn1ple
Intercept 0.049 0.000 -0.049 -0.049
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script —0.049 0.000 0.102 0.049
Q1-Simple —0.049 0.000 0.049 0.110

Equation of the model (Variable Y1):

Pred(Y1) =1 / (1 + exp(—(—0.336472236621183+0.416514944294719%Q1-Script+0.397096858437617+Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Wald
. PL Lower PL Upper
Source Value Standard error Wald Chi Pr > Chi2 Lower Upper bound bound
Square bound bound (95%) (95%)
(95%) (95%) ’
Q1-Basic 0.000 0.000 i a
Q1-Seript 0.108 0083 1694 0193 0055 0271 0098  0.494 T e oo
Q1-Simple 0.100 0.083 1.438 0.230  -0.063 0.263  -0.114 0.478

0.3
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Q1-Yeript
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Appendix 40 Japanese Data Question #11 Analysis

Classification table for the estimation sample (Variable Y1):

from ¥ to 0 1 Total | % correct
0 49 68 117 41.88%

1 35 73 108 67.59%
Total 84 141 225 54.22%

ROC Curve (Variable Y1):

ROC Curve (AUC=0.572)
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Area under the curve: 0.572

Comparison of the categories of the qualitative variables (Variable Y1):

Contrast DF Chi—square  Pr > Chi2
Q1-Basic 1 1.694 0.193
Q1-Basic 1 1.438 0.230
Q1-Script 1 0.003 0.954
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Appendix 40 Japanese Data Question #12 Analysis

Summary statistics:

Variable Categories Frequencies %
Y1 0 208 94.118
1 13 5.882

Variable Categories Frequencies %
Q1 Basic 91 41.176
Script 62 28.054
Simple 68 30.769

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1
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Appendix 40 Japanese Data Question #12 Analysis

Goodness of fit statistics (Variable Y1):

Statistic Independent Full
Observatic 221 221
Sum of we 221.000 221.000
DF 220 218
-2 Log(Lik 98.883 96.833
R2(McFad: 0.000 0.021
R2(Cox an 0.000 0.009
R2(Nagelk: 0.000 0.026
AIC 100.883 102.833
SBC 104.282 113.028
Iterations 0 6

Test of the null hypothesis HO: Y=0.059 (Variable Y1):

Statistic DF Chi—square _ Pr > Chi2
-2 Log(Lik 2 2.050 0.359
Score 2 2.242 0.326
Wald 2 2.135 0.344

Type Il analysis (Variable Y1):

Chi—square Chi-
Source DF a Pr > Wald square Pr> LR
Q1 2 2.135 0.344 2.050 0.359
Hosmer—-Lemeshow test (Variable Y1):
Statistic  Chi—square DF Pr > Chi2
Hosmer—L. 0.109 2 0.947
Model parameters (Variable Y1):
Wald Wald Odds Odds
. PL Lower PL Upper ) .
Source Value  Standard error "2 CNi™ p s gpip  Lower Upper = 4" boundg ~ Odds  ratio  ratio
Square bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) ’ ’ bound __ bound
Intercept -3.080 0.511 36.269 < 0.0001 -4.082 -2.077 -4.265 -2.206
Q1-Basic 0.000 0.000
Q1-Script 0.846 0.668 1.605 0.205 -0.463 2.155 2.330 0.629 8.628
Q1-Simple 0.004 0.781 0.000 0.996 -1.527 1.535 1.004 0.217 4.641
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Appendix 40  Japanese Data Question #12 Analysis

Covariance matrix:

Intercept Q1-Basic Sggipt Sﬁn1ple
Intercept 0.261 0.000 -0.261 -0.261
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script -0.261 0.000 0.446 0.261
Q1-Simple -0.261 0.000 0.261 0.610

Equation of the model (Variable Y1):

Pred(Y1) =1 / (1 + exp(-(-3.07961375753468+0.846021536307318*Q1-Script+3.83877630716276E-03*Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Chi- ch\)l\?\lI:r l\JA;I)?)I:r PL Lower PL Upper
Source Value Standard error S Pr > Chi2 bound bound
quare bound bound (95%) (95%)
(95%) (95%) ’ ’
Q1-Basic 0.000 0.000
Q1-Script 0.210 0.165 1.605 0.205 -0.115 0.534
Q1-Simple 0.001 0.199 0.000 0.996 -0.389 0.391

Y1 / Standardized coefficients
(95% conf. interval)

0.6

0.4 +

Q1-Seript

02 +

Q1-Basic Q1-Smple

0.2 +

Standardized coefficients
o

0.4 +

-0.6

Variable
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Appendix 40  Japanese Data Question #12 Analysis

Classification table for the estimation sample (Variable Y1):

from ¥ to 0 1 Total | % correct
0 208 0 208| 100.00%

1 13 0 13 0.00%
Total 221 0 221 94.12%

ROC Curve (Variable Y1):

ROC Curve (AUC=0.636)

09 +

0.8 +

Sensitivity

0.5 0.6 0.7 0.8
1 - Specificity

Area under the curve: 0.636

Comparison of the categories of the qualitative variables (Variable Y1):

Contrast DF Chi—square _ Pr > Chi2
Q1-Basic v 1 1.605 0.205
Q1-Basic v 1 0.000 0.996
Q1-Script 1 1.330 0.249
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Appendix 40  Japanese Data Analysis Question #13

Summary statistics:

Variable Categories Frequencies %
Y1 0 4 1.754
1 224 98.246

Variable Categories Frequencies %
Qi Basic 89 39.035
Script 61 26.754
Simple 78 34.211

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1
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Appendix 40  Japanese Data Analysis Question #13

Goodness of fit statistics (Variable Y1):

Statistic  Independent Full
Observatic 228 228
Sum of we 228.000 228.000
DF 227 225
-2 Log(Lik 40.274 39.271
R2(McFad 0.000 0.025
R2(Cox an 0.000 0.004
R2(Nagelk: 0.000 0.027
AIC 42274 45.271
SBC 45.703 55.559
Iterations 0 6

Test of the null hypothesis HO: Y=0.982 (Variable Y1):

Statistic DF Chi-square  Pr > Chi2
-2 Log(Lik 2 1.003 0.606
Score 2 1.129 0.569
Wald 2 1.038 0.595

Type Il analysis (Variable Y1):

Chi—square Chi~
Source DF q Pr > Wald square Pr> LR
(Wald)
(LR)
Q1 2 1.038 0.595 1.003 0.606
Hosmer—-Lemeshow test (Variable Y1):
Statistic Chi-square DF Pr > Chi2
Hosmer—L 0.011 2 0.994
Model parameters (Variable Y1):
Wald Wald Odds Odds
. PL Lower PL Upper . .
Source Value Standard error Wald Chi Pr > Chi2 Lower Upper bound bound Od(_is ratio ratio
Square bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) ’ ’ bound bound
Intercept 4477 1.006 19.821 < 0.0001 2.506 6.448 2976 7.346
Q1-Basic 0.000 0.000
Q1-Script -1.093 1.236 0.782 0.377 -3.516 1.330 0.335 0.030 3.781
Q1-=Simple -0.134 1.423 0.009 0.925 -2.922 2.655 0.875 0.054 14.226
Covariance matrix:
- Qil- Q1-
Intercept Q1-Basic Seript Simple
Intercept 1.011 0.000 -1.011 -1.011
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script -1.011 0.000 1.528 1.011
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Q1-Simple

Appendix 40

—1.011 0.000 1.011

2.024

Equation of the model (Variable Y1):

Japanese Data Analysis Question #13

Pred(Y1) =1 / (1 + exp(-(4.47733681446494-1.09294658235621*Q1-Script-0.133531392611321*%Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Wald
. PL Lower PL Upper
Source Value Standard error Wald Chi Pr > Chi2 Lower Upper bound bound
Square bound bound (95%) (95%)
(95%)  (95%) ’ ’
Q1-Basic 0.000 0.000
Q1-Script -0.267 0.302 0.782 0.377 -0.858 0.325
Q1-Simple -0.035 0.372 0.009 0.925 —0.764 0.694
Y1 / Standardized coefficients
(95% conf. interval)
08
06 +
L, 04
& Q1-Basic
g o
;E -0.2 +
-'-: 04 Q1-Seript
a 0.6
08
1
Variable
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Appendix 40  Japanese Data Analysis Question #13

Classification table for the estimation sample (Variable Y1):

from ¥ to 0 1 Total [ % correct
0 0 4 4 0.00%

1 0 224 224| 100.00%
Total 0 228 228 98.25%

ROC Curve (Variable Y1):

ROC Curve (AUC=0.647)

0.9 -
0.8 -~
0.7 1

0.6 -~

0.5 '

Sensitivity

0.4 -

03 '

0.2 -

0.1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1 - Specificity

Area under the curve: 0.647

Comparison of the categories of the qualitative variables (Variable Y1):

Contrast DF Chi-square _ Pr > Chi2
Q1-Basic 1 0.782 0.377
Q1-Basic 1 0.009 0.925
Q1-Script 1 0.602 0.438
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Appendix 40 Japanese Data Text Density

Question 3 Question 4 Question 5

Question 2

Question 1

Script
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Script
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Simile

0
0

% Correct

% Not
Answered
0.00

Question 1

Basic

[« eNoNoNloloNoNeNo

OO O0OO0OO0OO0OO0O O

Appendix 40

Japanese Data Text Density

Script
X

% Correct

% Not
Answered

0.00

Question 2 Question 3 Question 4 Question 5
Script Simple Basic Script Simple Basic Script Simple Basic Script Simple Basic
0 X iﬁ o i T 11 1 [i T o
0 1 1 0 0 0 1 1 1 0 0
X 1 1 0 0 X 1 X X 0
1 0
1 X X 0
1 1 1 0
% Correct % Correct X % Correct X % Correct X
% Correct 1 % Correct % Correct 0 % Correct X
% Not 1 % Not 0 % Not : % Not 0
Answered Answered Answered Answered
% Not % Not % Not % Not
0.00 Answered 1 0.00 Answered 0 0.00 Answered A Answered 0
0.00 1 0.00 0 0.00 X 0
0 0 1
1 0 X 0
1 X 1 0
1 0 1 0
1 I X 0
% Correct % Correct % Correct % Correct
92% 82.60% 84.50% 81.60%
% Not % Not % Not % Not
Answered Answered Answered Answered
4.30% 5.40% 24.20% 4.40%
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Question 7 Question 8 Question 9 Question 10
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Question 7 Question 8 Question 9 Question 10
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0
0

% Correct

% Not
Answered
0.00

Appendix 40

Japanese Data Text Density

Question 6 Question 7 Question 8 Question 9 Question 10
Basic Script Simple Basic Script Simple Basic Script Simple Basic Script Simple Basic Script
0 0 0 1 1 X 1 1 1 X
0 0 0 1 X X X 1 1 X 0 X
0 0 1 X 1 0 0
0 1 X X
0 1 1 1 0
0 % Correct 1 % Correct 1 % Correct X % Correct X % Correct
% Correct % Correct X % Correct 1 % Correct 0
0 % Not 1 % Not 1 % Not 1 % Not 0 % Not
Answered Answered Answered Answered Answered
% Not % Not % Not % Not
0 0.00 Answered 1 0.00 Answered 1 0.00 Answered Answered| 0.00
X 0.00 X 0.00 0.00 0.00 0
0 1 X 0
0 1 1 ]
0 1 1 1 0
0 0 1 - ]
0 1 1 0
0 1 0 i 0
% Correct % Correct % Correct % Correct % Correct
93.30% 87.60% 71.30% 78.90% 79.50%
% Not % Not % Not % Not % Not
Answered Answered Answered Answered Answered
2.20% 2.20% 12.10% 16.50% 14.30%
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Question 12

Question 13
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Question 11 Question 12 Question 13

Simple Basic Script Simple Basic Script Simple Basic Script

0 0 1 1 1
0 0 1 1 1
0 X 1 1 1
0 0 1 1
| 0 0 1
0 0 1
0 0 1
X 0 1
0 0 1
0 0 1
0 0 1
F 0 1
0 0 1
% Correct % Correct % Correct
56.80% 95.60% 100
% Not % Not % Not
Answered Answered Answered
3.30% 0.00% 2.20%
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Appendix 40 Question #3 Analysis

Summary statistics:

Variable Categories  Frequencies %
Y1 0 157 72.350
1 60 27.650

Variable Categories  Frequencies %
Q1 Basic 81 37.327
Script 65 29.954
Simple 71 32.719

Regression of variable Y1:

Correspondence between the categories of the response variable and the probabilities (Variable Y1):

Categories Probabilities
0 0
1 1
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Goodness of fit statistics (Variable Y1):

Statistic Independent Full
Observations 217 217
Sum of weights 217.000 217.000
DF 216 214
-2 Log(Likelihood) 255.893 248.085
R2(McFadden) 0.000 0.031
R2(Cox and Snell) 0.000 0.035
R2(Nagelkerke) 0.000 0.051
AIC 257.893 254.085
SBC 261.273 264.225
Iterations 0 6

Test of the null hypothesis HO: Y=0.276 (Variable Y1):

Question #3 Analysis

Statistic DF Chi—square Pr > Chi2
-2 Log(Likelihood) 2 7.807 0.020
Score 2 7.540 0.023
Wald 2 7.280 0.026
Type Il analysis (Variable Y1):

Chi-s Chi~

Source DF Quare p. s wald square Pr> LR
Q1 2 7.280 0.026 7.807 0.020
Hosmer-Lemeshow test (Variable Y1):

Statistic Chi—square DF Pr > Chi2
Hosmer—Lemeshow Statistic 0.595 2 0.743

Model parameters (Variable Y1):
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Appendix 40 Question #3 Analysis

Wald Wald PL Lower PL Upper Odds Odds
S Val Standard Wald Chi— Pr > Chi2 Lower Upper bound bound Odds ratio ratio
ource alue r i oun oun .
error Square bound bound (95%) (95%) ratio Lower Upper
(95%) (95%) ' ' bound _ bound
Intercept -1.566 0.294 28.386 < 0.0001 -2.142 -0.990 -2.183 -1.022
Q1-Basic 0.000 0.000
Q1-Script 1.030 0.390 6.962 0.008 0.265 1.795 0.277 1.815 2.801 1.303 6.021
Q1-Simple 0.765 0.390 3.843 0.050 0.000 1.530 0.009 1.548 2.149 1.000 4616

Covariance matrix:

Intercept Q1-Basic Q1-Script Q1-Simple

Intercept 0.086 0.000 -0.086 -0.086
Q1-Basic 0.000 0.000 0.000 0.000
Q1-Script -0.086 0.000 0.152 0.086
Q1-Simple —0.086 0.000 0.086 0.152

Equation of the model (Variable Y1):

Pred(Y1) =1 / (1 + exp(-(-1.56563528977535+1.03011705341898*Q1-Script+0.764857445023035*%Q1-Simple)))

Standardized coefficients (Variable Y1):

Wald Wald
. PL Lower PL Upper
Source Value Standard  Wald Chi= Pr > Chi2 Lower Upper bound bound
error Square bound bound (95%) (95%)
(95%) (95%) ’ "
Q1-Basic 0.000 0.000
Q1-Script 0.260 0.099 6.962 0.008 0.067 0.453 0.127 0.832
Q1-Simple 0.198 0.101 3.843 0.050 0.000 0.396 0.004 0.726
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Appendix 40 Question #3 Analysis

Classification table for the estimation sample (Variable

Y1): Y1/ Standardized coefficients
from ¥ 0 1 Tota % (95% conf. interval)
to O 157 0] 1 157 coke0 05
1 60 0 60| % 0.00 0as
Tota 217 0 217 7%.35 ’
[ % 04 +
8
€ 035 +
ROC Curve (Variable 2 os |
Y1 ): § ’ Q1-Yeript
T 025
ROC Curve N
©
(AUC=0.658) 5 027
1 — T
Ptae & 015 +
oo+ ]
,,,,, 0.1 +
s
,,,,, 0.05 +
o7+ A4 T Q1-Basic
,,,,, 0
zos Variable
=
o5+ =
c Pt
] -
n 04 -
0.3 ———————
02 ——
o[
o T . ; ; . . ‘ ‘ ‘
0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1
1-
Specificity
Area under the 0.65
curve: 8

Comparison of the categories of the qualitative variables (Variable

Y1):
Contras DF Chi-square Pr >
Q1-Basic'vs Q1-Script 1 > 6.96 0.00
Q1-Basic vs Q1- 1 3.84 8.05
Simple Q1-Script vs 1 0.53 0.46
Q1-Simple 3 5
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