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Abstract 

In the field of high-speed silicon devices , silicon bipolar junction transistors 

(BJTs) had played a major role from the 1970s to the end of the 1980s. However, 

in the 1990s complementary metal-oxide-semiconductor (CMOS) .field effect 

transistors (FETs) have been replacing their position. This dissertation explains 

the reasons why BJTs were suitable for high-speed operation. This is concluded 

from the development of technologies for BJTs and the analyses of devices 

fabricated with these technologies. At the same time it clarifies why they were 

replaced by CMOS transistors. The BJT's high driving capability and large power 

dissipation were the both sides of a sword. 

In the case of high-speed CMOS devices, the driving current of MOSFET 

should be large enough, and device design must be based on precise 

comprehension of carrier transport in MOSFETs. Therefore, we need accurate 

device model as well as rigid device-structure information obtained by 

experiments. This dissertation describes the device design methodology not only 

based on inverse modeling to extract device structures consistent with all kinds of 

experimental results but also based on simulations by generalized hydrodynamic 

model and full-band Monte Carlo model. The background and concept of the 

methodology is also discussed, and its necessity in future development is clarified. 

Moreover, hot carrier modeling is discussed by employing full-band Monte Carlo 

device simulation. Also, this dissertation clarifies the fact there is no 

experimental evidence for the difference between the surface and bulk impact 

ionization mechanism in silicon. The reported difference in the literature was only 

caused by an unsound application of the local field model and was just an artifact. 

Finally, by using these sophisticated models, the saturation drain current as well as 

hot carrier effects of subquarter micron MOSFETs are analyzed. MOSFET design strategy 

for the 0.1 J.L m regime is discussed and the importance of shallow junction for 

source/drain extension is also clarified. 
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Chapter 1 Introduction 

1.1 Motivation 

In the field of high-speed silicon devices, silicon bipolar junction 

transistors (BJTs) had played a major role from the 1970s to the end of the 

1980s. However, in the 1990s complementary metal-oxide-semiconductor 

(CMOS) field effect transistors (FETs) have been replacing their position. 

This dissertation tries to clarify the reason why BJTs were suitable for high­

speed operation through the development of silicon bipolar device 

technologies and physics-based device analyses. This dissertation also reveals 

the reason why they were replaced by CMOS transistors. Then, to achieve 

high-speed CMOS transistors, this dissertation makes clear the needs for the 

device design methodology based on accurate physical device modeling as 

well as the importance of inverse modeling to determine device structure 

consistent with all experimental results. Also is made distinct the necessity 

for both particle-based full-band Monte Carlo and fluid-based generalized 

hydrodynamic models for accurate device simulation. Finally, the MOSFET 

design strategy for deep submicron regime will be discussed. 

1.2 Scope and Organization 

Chapter 2 describes the development of high-speed silicon bipolar 

technology and physics-based BJT design. In the case of BJTs, it was easy to 

reduce base width by employing a successive p-type and n-type diffusion 

technique that can result in the base thickness of 50nm or so. By introducing 

various kinds of self-alignment techniques such as deep trench isolation and 

double polysilicon self-aligned structures, BJTs enjoyed the benefit of short 

transit time i.e. high cutoff frequency caused by the thin base without needing 

sophisticated lithography tools. As a result, they achieved more competitive 

position to compound semiconductor devices and conquered the major 

position in the field of high-speed large scale integrations (LSis). 

Chapter 3 discusses circuit performance for high-speed BJT and clarifies 

its advantages and limiting factors. The most effective circuit to explore the 

high-speed performance of BJT is emitter-coupled logic (ECL). In the case of 
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ECL, emitter-coupled pair transistors are switched in accordance with input 

signal applied to base without bringing them into the saturation operation 

mode. This means each transistor . benefits from quick discharging and 

switching. By using drift-diffusion-based device/circuit mixed simulator, the 

ultimate performance of an ECL-like circuit was investigated for double 

polysilicon self-aligned BJTs. As a result, it was found that the circuit delay 

was no more limited by cutoff frequency or the forward transit time of the 

BJT itself, but parasitic capacitance associated with a collector pull-up 

resistor. In other words, collector-substrate capacitance and loaded 

capacitance including an emitter follower input capacitance limit the circuit 

delay. Therefore, the reduction of base-collector and/or collector-substrate 

capacitance is more effective than the increment of cutoff frequency. On the 

other hand, in the case of ideal condition without any parasitic capacitance 

with the collector pull-up resistor, the switching current of around 100 µA for 

each gate is still needed to achieve minimum gate delay. This indicates that, 

in the case of one-million-gate circuit, the chip will dissipate lOOA in total, 

far beyond the practical air-cooling limit. Accordingly, BJTs were not able to 

enjoy the progress of microfabrication technology brought by deep submicron 

lithography. 

Chapter 4 points out the reason why CMOS transistors replaced BJTs 

even in the high-speed field . CMOS transistor is an ideal device from the 

viewpoint of power dissipation because it dissipates power only when 

switching. The major drawback to the CMOS transistor was the larger channel 

length that was defined by minimum lithographic pattern. In the 1980s the 

channel length was from one to two orders larger than the base width of BJT, 

bringing MOSFETs lower cutoff frequency and larger transit time than 

bipolar devices. However, the dramatic progress of optical lithography has 

made it possible to realize deep submicron channel length. This results in 

higher driving current as well as shorter switching time even by CMOS 

circuits. Microprocessor is the main device benefited by this advantage, and 

high-speed LSis have been realized. Fundamental technological features for 

high performance CMOS devices are retrograde well, dual-gate surface 

channel MOSFETs and a salicide structure. The former two features can 

realize high freedom for choosing supply voltage and threshold voltage design 

independently on the well structure especially in lower supply voltage 
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regimes. The latter feature reduces parasitic resistance and, if combined with 

shallow trench isolation, parasitic capacitance associated with source/ drain 

junction can be reduced. From the device-design point of view, optimization 

for higher driving current with lower off-leakage current as well as hot­

carrier-induced degradation immunity is the most important concern. 

Chapter 5 describes the requirement of precise knowledge of the device 

that is made by split lot experiments to design MOSFET effectively. For this 

purpose, inverse modeling is a powerful technique. The concept of inverse 

modeling, the procedure and application to quarter micron nMOSFETs are 

demonstrated. By using inversely modeled information, driving current and 

hot carrier properties can be predicted and successfully designed. 

Chapter 6 discusses what kind of device model should be used to 

describe carrier transport in high-field regime to analyze driving current or 

the saturation drain current of MOSFETs. We must use accurate device model 

for this operation regime. To this end drift-diffusion model is not enough 

because this model assumes equilibrium carrier transport inside device. Not 

only fluid-model-based generalized hydrodynamic model but also particle­

based first-principle model using ensemble full-band Monte Carlo simulation 

is inevitable. The background and concept of these approaches are also 

discussed and clarified. Moreover, hot carrier property and its model 

hierarchy is discussed based on the full-band Monte Carlo simulation analysis. 

Also is studied the previously proposed surface impact ionization model 

different from the bulk, and it is demonstrated that there is no experimental 

evidence for the difference between the surface and bulk impact ionization in 

silicon. The difference was only caused by an unsound application of local 

field model and just was an artifact. 

Finally, in Chapter 7, by employing these sophisticated models, the 

saturation drain current as well as the hot carrier effects of subquarter micron 

MOSFETs are studied. Then, MOSFET design strategy for the 0.1- µ m 

regime is discussed, and the importance of shallow junction for source/drain 

extension is demonstrated. 

In Chapter 8 as conclusion, the summary and future works for the sub-

0.1 µ m regime are pointed out. 
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I 

Chapter 2 Development of High-Speed Silicon Bipolar Devices 

2.1 Historical Background 

To achieve high-speed operation, silicon bipolar devices have conquered 

numerous process-technological obstacles. Since the discovery of point­

contact transistor by Bardeen and Brattain in 194 7 and the invention of 

bipolar junction transistor by Shockley in 1948, several valuable process 

innovations have been introduced. The first notable step was the development 

of integrated circuits and a planar technique by the end of the 1950s. Isolation 

of pn-junction and new epitaxial growth techniques had triggered a rapid 

progress of bipolar ICs in the industry. Around 1970, two new process 

techniques had been developed. One was the LOCOS (local oxidation of 

silicon) technique [1]. By employing LOCOS isolation instead of junction 

isolation, dimensions of isolation regions were drastically reduced and the 

packing density was much improved. The other was the DOPOS (doped 

polysilicon) technique, which was the first polysilicon emitter process [2]. 

The DOPOS technique used impurity-doped polysilicon not only as an emitter 

diffusion source but also as an emitter electrode. The DOPOS made possible 

the achievement of much narrower and shallower emitters than those realized 

by a conventional washed emitter technique, which had been the ultimate 

refinement of the planar technique. In the 1970s, polysilicon techniques were 

further improved so as to achieve various applications for bipolar devices. A 

polysilicon self-aligned (PSA) process technique was one of the most 

sophisticated example [3]. The PSA technique used a polysilicon base 

electrode as well as a graft base diffusion source, exactly as the polysilicon 

emitter. Another notable property of the PSA technique was the application of 

the LOCOS technique to polysilicon films. By employing the PSA technique, 

the first fully self-aligned device structure that did not use tight lithographic 

design rules was demonstrated. 

In the early 1980s, new etching techniques were demonstrated; namely 

the anisotropic dry etching techniques, such as reactive ion etching (RIE). By 

using this technique, first , steep and narrow grooves or trenches were easily 

realized for much improved isolation. Trench isolation began to replace 

conventional oxide isolation, resulting in higher packing densities and smaller 
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collector-substrate capacitance. Second, the so-called sidewall spacer 

technique was developed, allowing self-aligned compact isolation between 

stacking conducting layers of materials such as doped polysilicon. By 

combining the sidewall spacer techniques and the polysilicon base and emitter, 

double polysilicon self-aligned processes emerged. A submicron distance 

between the emitter and the base electrode was easily realized to achieve 

lower base-collector capacitance and lower base resistance than with any 

previous device structure. Anisotropic dry etching was also used to form steep 

and narrow monosilicon mesas to act as intrinsic base and emitter regions. By 

introducing sidewall contacted polysilicon base electrodes to the mesas, a new, 

sophisticated device structure was proposed. A sidewall base electrode 

contact structure (SICOS) was another approach to achieve fully self-aligned 

process. The SICOS was intended to realize an ideal one-dimensional device 

structure suitable for upward operation. Other sidewall base contact structures 

were also demonstrated by selective epitaxial growth as well as simultaneous 

epitaxial polysilicon growth in steep grooves. 

Self-aligned processes as well as polysilicon emitter have been standard 

techniques for high performance silicon bipolar IC fabrication. Great efforts 

have been spent to improve these techniques and many researchers have been 

investigating the underlying device physics. 

2.2 Trench Isolation Techniques 

2.2. l Introduction 

Isolation is one of the key techniques in integrated circuit processes. 

When the first integrated circuit was invented by Kilby, two transistors and 

some resistors made in a monolithic germanium chip were partially separated 

by a slot and air. However, with the advent of the planar technique, pn­

junction isolation became the major technique because Kilby's non-planar 

structure was unfavorable for wiring process. Another approach was also tried 

to improve the surface topography of air-isolated devices. This is the so­

called dielectric isolation utili zing groove etching. Air isolation slots were 

replaced by dielectric substrates in which active semiconductor islands were 

sustained. The dielectric isolation achieved rather planar surfaces, but it was 
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too complicated for conventional devices. Only for very high voltage devices 

has this technique been used. 

After the LOCOS technique was developed, pn-junction isolation was 

gradually replaced by oxide isolation. At the same time there was a revival of 

groove isolation. In this case only laterally isolated regions were formed by 

grooves filled with dielectric materials, and the substrate was isolated by pn­

junction. Grooves were formed by anisotropic chemical etching. Both of these 

isolation techniques achieved higher packing density than pn-junction­

isolated devices. The scaling concept was also employed to achieve large 

scale integration and high performance devices. When the devices are scaled, 

not only active regions but also inactive regions such as the isolation should 

be reduced. In the case of LOCOS isolation, the so-called bird's beak enlarges 

the inactive regions. The length of the bird's beak is dependent on the 

thickness of oxide and cannot be reduced proportionally to the scaling ratio. 

This was the ultimate limitation of oxide isolation. On the other hand, the 

groove isolation utilized anisotropically etched V-shaped grooves for 

isolation using alkaline etchant applied to (100) silicon surface. The V­

groove's depth is 70% of its width, so the reduction of isolation regions is 

limited by the groove depth necessary to keep enough breakdown voltage. 

In order to overcome these problems of conventional isolation 

techniques, the bird's beak free and width-independent isolation scheme was 

most important, the result was the advent of trench isolation. This is a new 

technology employing novel etching techniques such as RIE to form narrow 

and steep U-shaped grooves, or trenches for isolation, but its root is based on 

the classical idea of dielectric isolation. 

Though a practical trench isolation technique was first disclosed in 

1978 [ 4], we demonstrated its application to practical devices for the first time 

early in the 1980s[5]. Since the first application of trench isolation to lkb 

ECL static RAMs in 1982 [5], many bipolar devices have been fabricated by 

various kinds of trench isolation techniques. In the case .of bipolar devices, 

some trench isolation techniques have been used in volume production since 

the early stage of the development, though trench isolation for MOS devices 

are only introduced recently as a shallow trench isolation technique. 

In the following subsections, process technologies, device structures, 

application to devices and benefits and limiting aspects of trench isolation for 
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bipolar devices will be discussed. 

2.2.2 Trench Isolation by Oxide and Polysilicon 

Typical trench isolation techniques consist of three major process steps 

[5]. These are trench etching, trench filling and planarization. Figure 2.1 

shows an example of process steps. As usual , an n+ buried layer and an n­

epitaxial layer are formed on a p-type substrate. On the n- epitaxial layer, a 

nitride layer with thin pad oxide is deposited and a masking layer for trench 

etching is also deposited. After the isolation pattern is formed, trench etching 

follows using anisotropic dry etching such as RIE. The trenches penetrate 

both the epitaxial and buried layers to reach the p-type substrate. The inside 

of the trenches is then oxidized to accomplish electrical isolation. After that, 

trenches are buried with undoped polysilicon. Excess polysilicon is polished 

off until the nitride layer appears. Finally the surface of polysilicon is 

oxidized for capping. The trenches are filled with oxide and polysilicon. 

Trench etching is one of the most important processes in trench isolation 

techniques. The typical structure of narrow and deep trenches for isolation is 

achieved by anisotropic plasma etching. RIE is widely used for this purpose. 

The etching conditions should be carefully optimized to avoid unfavorable 

trench shapes. Figure 2.2 shows examples of maladapted trench structures. 

Figure 2.2(a) shows so-called 'black-silicon' or needle-like silicon residues, 

and sub-trench at the corners of bottom edges of trenches is shown in Fig. 

2.2(b). Figure 2.2(c) is the case of laterally-etched undercut that occurs at the 

highly doped n+ buried layer. All of these unfavorable shapes cause large 

leakage current between isolated elements. Figure 2.2(d) shows bowing. In 

this case the trenches are not completely buried by filler materials and voids 

occur in isolation regions. These voids may become sharp crevices after the 

planarization step finishes. They cause bad metallization step coverage. 

These trench shapes are strongly dependent on gas species, pressure, 

flow rates and power in RIE processes [6,7]. These etching conditions are not 

universal, so they should be optimized according to etching systems. 

Trench filling and planarization processes are also important. Trenches 

should be filled completely with filler materials. If not, nonplanar surfaces 

occur after excess filler materials are removed. The filler materials should 
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also be deposited as uniformly as possible. There are variety of filler 

materials such as CVD (chemical vapor deposition) oxide, CVD nitride and 

undoped polysilicon. When CVD oxide is used, trench shapes, especially the 

sidewall taper should be optimized because CVD oxide does not show good 

step coverage inside trenches [4]. Until now, instead of CVD oxide, bias 

sputtered oxide, ECR (electron cyclotron resonance) plasma enhanced CVD 

oxide and boron-phosphorus silicate glass have been tried. Nevertheless, low­

pressure CVD polysilicon shows excellent step coverage although it is not a 

complete insulator. Undoped polysilicon is widely used as the filler material. 

CVD nitride is a good insulator, but because of its high tension it is 

impossible to fill trenches completely. Nitride is often used as a spacer 
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between thermal oxide of trench surfaces and undoped polysilicon. Excess 

filler materials are removed to attain a planar surface by controlled etch-back 

techniques or chemical-mechanical polishing (CMP) technique. This 

planarization process requires high uniformity. In our experience, polishing 

techniques are superior to controlled etch-back processes, resulting in recent 

large stream of CMP process as a major planarizing technique. 

Figure 2.3 shows the typical trench-isolated structures. Figure 2.3(a) is called 

DG I (deep groove isolation) [ 4]. Trenches are etched by RIE using Cl2/ Ar gas 

mixture. Trench surfaces are oxidized and filled with CVD oxide. Excess 

oxide was removed by a controlled etch-back technique. Figure 2.3(b) shows 

our IOP-II (isolation by oxide and polysilicon; second version) (5). Trenches 

are etched by RIE and filled with oxide and polysilicon. Excess polysilicon is 

removed by a chemical-mechanical polishing technique. TOP-II is an 

advanced version of conventional IOP using V-grooves, and only V-groove 

etching was replaced by trench etching. Figure 2.3(c) exhibits U-Iso (U­

groove isolation) [8]. In this case, the trench is not U-shaped but Y-shaped. 

The trench etching process consists of two steps. First, anisotropic chemical 

etching of (I 00) surface is employed to form an overhung structure using a 

nitride layer with side-etched pad oxide as a mask. Then anisotropic dry 

etching such as reactive sputter etching using a CCli02 gas mixture follows 

for trenches to penetrate an n+ buried layer. The inside of the trenches is 

oxidized and the second nitride layer is deposited to cover the trench surface. 

Trenches are filled with undoped polysilicon. Excess polysilicon is removed 

by a controlled etch-back technique. 

The above-mentioned trench-isolated structures may be called the first 

generation. In these trench isolation techniques, one attempts to reduce only 

the isolation regions; other inactive regions such as field regions for wiring or 

shallow isolation for base and collector-reach-through regions are not taken 

into account. As far as memory devices are concerned, there is no serious 

problem. However, for high performance logic devices, those parasitic 

inactive regions are fatal disadvantages for switching speeds. In order to 

overcome these disadvantages of the first generation, some process 

modification followed. In the next subsection, process technologies and 

device structures of advanced trench isolation techniques, which may be 

called the second generation, will be described. 
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2.2.3 Trench Isolation with Thick Field Oxide 

Process modifications for the second generation may be roughly divided 

into two types. One is the combination of LOCOS or ROX (recessed oxide) 

with deep trenches, and the other is the combination of shallow trenches with 

deep ones. For instance, Figure 2.4 shows the process steps of our U-FOX 

( U-groove isolation with thick field oxide, renamed from IOP-L) or an 

advanced version of IOP-11, combining LOCOS with trench isolation [9]. 

After the formation of an n· epitaxial layer by conventional means, its surface 

is selectively oxidized except base, collector-reach-through regions and so on, 

using the LOCOS technique. Then a new nitride layer and a masking layer for 

trench etching are deposited. They are removed at the isolation regions and 

trench etching follows. After the trenches have been etched, their surfaces are 

oxidized and filled with undoped polysilicon. Excess polysilicon is polished 

off until the polysilicon not on the isolation regions is completely removed. 

Then capping oxidation is performed. This process step sequence, or the 

trench etching after the field LOCOS formation is favorable to the other 

option, or the LOCOS-after-trench process, avoiding nonplanar surface 

topography as well as stress induced crystalline defects caused by capping 

oxidation. The detail will be discussed later again. 

To compare our U-FOX process with other approaches, another 

technique is shown in Fig. 2.5 (10). In this technique, deep trenches for 

device isolation are first etched, using a thick oxide layer as a mask. Then 

the masking layer is selectively removed by the second isolation patterns, 

which contain base- and collector-reach-through isolation and field regions. 

Again trench etching is performed to give no penetrating shallow trenches. 

Deep trenches penetrate then+ buried layer to reach also the p-type substrate. 

Both deep and shallow trenches are buried with CVD oxide. The CVD oxide 

itself does not achieve good step coverage in the trenches, but by optimizing 

the distances between deep trenches in shallow ones, voids in the deep 

trenches are elaborately covered by over-grown oxide. Excess oxide is 

removed by a controlled etch-back technique in just the same way as 

reported for simplified buried oxide (BOX) isolation for MOS devices (11 ). 
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There are also some structural modifications of these techniques. 

Figure 2.6 shows structural variations of modified trench-isolated devices in 

the second generation. Figure 2.6(a) is an example of deep trench isolation. 

combined with recessed oxide. The recessed oxide is formed by recessing 

silicon, using RIE followed by oxidation. Deep trenches are then etched, 

covered with a thin thermal oxide layer and filled with CVD oxide. In some 

cases there are voids in the middle of isolation regions [ 12, 13]. Figure 2. 6(b) 

is an example of a dual-depth trench-isolated structure (14]. Shallower 

trenches, filled with oxide, nitride, and polysilicon isolate transistors and 

Schottky barrier diodes, and they may be able to isolate base and collector­

reach-through regions. Figure 2.6(c) shows our U-FOX structure. LOCOS 

technique is used for base and collector-reach-through isolation and field 
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oxide for wiring regions. Figure 2.6(d) is the final structure of the technique 

mentioned above (10]. Figure 2.6(e) is a modification of Fig. 2.6(a). As a 

filler material for deep trenches, CVD oxide is replaced by selective epi­

silicon (15,16]. In this case, trenches of variable width can be filled and 

planarized at the same process step. There are other variations on advanced 

trench-isolated structures [ 17,18]. In ref. [ 17], field oxidation, as well as 

capping oxidation of trench-filling polysilicon, performed after excess 

polysilicon is removed by a controlled etch-back technique. In order to bury 

the crevices which occur along the trench-edge surface, an etch-back 

technique of reflow glass is used The final device structure resembles Fig. 

2.6(d). In ref. (18], vertical pnp transistors are formed as well as 

conventional npn transistors, and new advantageous device structure is 

achieved. The main drawbacks to these techniques are rather complicated 

dual-depth trench etching process, poor step coverage of CVD oxide inside 

trenches and larger collector-substrate parasitic capacitance caused by 

selective epi-trench filling process. 

2.2.4 Benefits and Device Performance 

The trench isolation techniques mentioned above have a number of 

advantages, and bipolar devices using them have achieved higher performance 

than conventionally isolated devices 

First, higher packing density than in conventional isolation is achieved 

because the trench depth is almost independent of its width and the bird's 

beak is reduced much more than in LOCOS. The p+ channel stop layers are 

completely separated from n+ buried layers. Therefore, even if the trench 

width is reduced, there is enough space that a depletion layer can sustain high 

breakdown voltage. Also, the complete separation of the channel stop layers 

and the n+ buried layers makes collector-substrate parasitic capacitance 

smaller. Because the n+ buried layer islands are self-aligned to isolation 

trenches, there is no mask alignment step between a buried layer and an 

isolation pattern, and planar collector-substrate pn-junction is achieved, 

which is also favorable for the reduction of its parasitic capacitance. 
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Table 2.1 is an example of device performance demonstrated by I kb 

ECL (emitter coupled logic) static RAM (random access memory) using our 

IOP-II [5]. The V-groove-based IOP device was shrunk at the ratios of 0.8, 

0. 7 and 0.6. Trench width can be shrunk by the same factor as the active 

regions, from 5 µ m of the V-groove to 4, 3.5 and 3 µ m of the trenches, 

respectively. ·Because of this linear shrink, the typical access time can be 

reduced in proportion to the shrinking factor. Our IOP-II also realized various 

ECL static RAMs from 4kb to 64kb generations for high-speed cache RAM 

applications [ 19-24]. On the other hand, the advantage of trench isolation was 

shown using ring oscillator circuits by other researchers. The basic gate delay 

of an ECL circuit using with trench isolation was nearly 30% improved 

compared with oxide isolation [8] 

Table 2.1 Typical address access time of linear shrunk I kb ECL RAM using IOP-11. 

Shrink ratio Isolation width ( µ m) Access time (ns) Technology 

1.0 5.0 7.4 IOP(V-groove) 

0.8 4.0 5.8 IOP-II(Trench) 

0.7 3.5 4.8 IOP-II(Trench) 

0.6 3.0 4.4 IOP-Il(Trench) 

Not only trench structures but also the modification in the second 

generation have much improved device performance. By introducing thick 

field oxide for wiring regions, parasitic capacitance between wiring layers 

and substrate have been reduced. This approach is suitable for logic devices. 

As well as the reduction of wiring-substrate capacitance, base-collector 

parasitic capacitance is also reduced because LOCOS or shallow-trench-filled 

oxide surrounds the base region to achieve a so-called walled base structure. 

In the case of our U-FOX structure, the wiring delay time of 50ps/mm was 

achieved for the first and second metallization layers using a 1.6-um wide 

wiring pattern. A loaded gate delay of 323ps (basic delay= l 77 ps, FI=F0=3, 

wiring length=2mm) using an ECL circuit was obtained at a switching current 

of 0.2mA/gate [9]. The U-FOX structure made possible 3000- and 10,000-

gate ECL logic LSis for the Fujitsu mainframe computer FACOM-M780. 
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Other examples demonstrated by trench isolation techniques are listed in ref 

[25]. 

2.2.5 Limiting Aspects and Recent Improvements 

Trench isolation is now a must for high performance bipolar devices. In 

the early stage of the development, there were several problems, and those 

were broadly divided into two categories. One was the structural problem 

and the other was the electrical problem. They were often strongly related 

and the former, in particular, is apt to influence the latter. As previously 

described in subsection 2.2.2, if the trench etching process is not optimized, 

trench shapes may change variously. The structural problems without 

electrical ones are usually bad step coverage of metallization layers caused 

by voids or sharp crevices on isolation regions. To avoid these problems 

trench shape should not show bowing or overhung and over etching in etch­

back processes to remove the excess filler materials should be carefully 

controlled. Other maladapted trench structures such as black silicon, sub­

trench, laterally-etched undercut of highly doped buried layers often 

accompany crystalline defects . These crystalline defects cause large leakage 

current between isolated elements. Thus, trench-etching processes should be 

optimized thoroughly to achieve the best conditions. 

The most serious problem was how to get rid of isolation leakage 

caused by crystalline defects. The crystalline defects often occur at stress­

concentrated places such as sharp-edged corners caused by unfavorable 

trench structures. However, even if the trench shapes show the ideal 

structure, crystalline defects may sometimes appear. They seem to be 

influenced by ion-implantation-induced damages and inadequate subsequent 

heat processes. The use of Y-shaped trenches instead of U-shaped trenches is 

one way to avoid stress-concentrated right-angled corners around top edges 

of trenches at the expense of packing density [26). In relation to trench 

isolation combined with LOCOS, some process modifications were also 

proposed. One is the nitride liner between the oxide of the trench surface and 

filled polysilicon [27], and another was the combination of selective 

polysilicon oxidation (SEPOX) with trenches, which was applied to a CMOS 

static RAM [28]. In both of these techniques, selective oxidation of field 

18 



regions is performed at the same time as capping oxidation. Without these 

modifications large stress occurs at the top corner of trenches when single 

crystalline silicon and filled polysilicon are oxidized simultaneous ly, and 

they causes crystalline defects. Most recent approach to avoid large stress by 

capping oxidation is to use soft reflow glass to fill the trench. Boron­

phosphorus s ilicate glass can be used for such purpose [29] 

2.2.6 Conclusion 

Trench isolation is one of the key techniques in high performance 

bipolar devices. It realizes higher packing density and smaller collector­

substrate parasitic capacitance than conventional isolation techniques. It also 

reduces wiring-substrate and base-collector parasitic capacitance with 

process modifications such as combining thick field oxide for wiring 

regions. 

2.3 Polysilicoo Self-Aligned Structures 

2.3.1 Introduction 

As described in the historical background section, self-aligned 

techniques using polysilicon is another key feature to realize high 

performance silicon BJTs. These self-aligned techniques consist of double 

polysilicon and/or single polysilicon processes. Moreover, polysilicon 

emitter is also important to achieve shallow emitter that results in high cutoff 

frequency. The polysilicon emitter is a root for wide-gap emitter, or emitter­

base heterojunction BJT. In this section, these self-aligned and polysilicon­

related device structures will be discussed. 

2.3.2 Double Polysilicon Self-Aligned Structure 

In this subsection, various kinds of double-polysilicon self-al igned 

processes and related device structures are discussed. The double polysilicon 

self-aligned processes are roughly divided into three classes depending on the 

number of masks used to form the emitter and base regions. A one-mask 

19 



process can define not only the emitter and intrinsic base region, but also the 

extrinsic (graft) base region by using the same mask. A super self-aligned 

technology (SST) is a typical example of this type [30]. In the case of a two­

mask process, the extrinsic base regions are defined by a mask different from 

that of the emitter and intrinsic base region. Until now, these processes are 

widely used in advanced bipolar IC production. Finally, Three-mask 

processes use different masks to define the emitter, intrinsic base and 

extrinsic base regions, respectively. 

2.3.2.1 One-Mask Process 

A typical and the most successful one-mask process is the so-called SST. 

The first version of this process was reported in 1980 [30], and some process 

improvements have since been introduced. Major improvement was reported 

in 1983 such as advanced SST [31 ]. Figure 2. 7 shows the fabrication steps of 

the SST-I A (an advanced version of SST- I) process. After growing n-type 

epitaxial layer on a p-type substrate and oxide isolation formation, an oxide 

layer, a nitride layer and a polysilicon layer are deposited consecutively. The 

polysilicon layer is selectively oxidized (above the oxide isolation regions). 

The polysilicon in the area corresponding to the transistor emitter regions is 

etched away (Fig. 2.7(a)), and then oxidized. The nitride is side-etched 

followed by etching of the underneath oxide (Fig. 2. 7(b )). New polysilicon is 

deposited to fill the overhung space and to connect the first polysilicon to the 

epitaxial layer. The excess polysilicon is etched away (Fig. 2.7(c)). Thermal 

oxide is grown and the intrinsic base region is formed by boron ion 

implantation through the oxide. Then CVD oxide and polysilicon are 

deposited. The emitter window is opened by dry etching (Fig. 2.7(d)). Finally, 

the emitter area is diffused through the arsenic-implanted polysilicon layer 

(Fig. 2.7(e)). 
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In the SST process, all the active regions are defined by a single mask 

pattern. The extrinsic base region is determined by the side-etched area in the 

nitride layer under the base-electrode polysilicon. The distance between the 

emitter and the base electrode is about the thickness of the CVD oxide and 

polysilicon. The emitter-window width can easily be made narrower than the 

original mask feature to achieve a submicron width. As a result, the base­

collector parasitic capacitance and extrinsic base resistance of the SST 

transistor are dramatically reduced. In addition to obtaining a higher cutoff 

frequency, a selectively implanted pedestal collector process is used along 

with a low energy ion implantation for the intrinsic base region. Figure 2.8 

shows the schematic cross-section of the improved structure. By using this 

improved process, named SST-lB, a peak cutoff frequency of 25.7 GHz 

(Vce=3V) was obtained, and a minimum basic gate de lay time of 20.5 ps by an 

NTL circuit was demonstrated at a power dissipation of 2.32 mW/gate. At the 

same time, a minimum basic gate delay time of 34. l ps by an ECL circuit at a 
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power dissipation of 7.54 mW/gate was also reported [32]. The drawback to 

the SST process is that there is a slight difficulty in defining a walled-base 

structure to reduce the parasitic base-collector capacitance. If the walled-base 

structure is required, a tight alignment control is needed between the field­

oxidation and the intrinsic-base masks at the expense of the one-mask self­

alignment advantage. 

Another successful one-mask process was demonstrated by depositing 

the emitter polysilicon prior to the deposition of the base-electrode 

polysilicon [33). Figure 2.9 shows the fabrication steps of this polysilicon 

self-aligned technology. After LOCOS isolation, the intrinsic base region is 

first implanted (Fig. 2.9(a)). Then, heavily implanted n-type polysilicon, CVD 

oxide and nitride layers are deposited and successively etched where the 

intrinsic base and emitter region are defined (Fig. 2.9(b)). To isolate the 

sidewall of the n-type polysilicon, the second CVD oxide is deposited, 

followed by reactive ion etching (Fig. 2.9(c)). A second nitride is deposited 

and reactively etched to form a vertical nitride layer (Fig. 2.9(d)). By using 

the first and second nitride as a mask, the surface of the extrinsic base area is 

locally oxidized, while the emitter is also driven into the intrinsic base region 

(Fig. 2.9(e)). The base contact window is opened by removing the nitride 

layer. Then p-type doped polysilicon is deposited, which acts as the base 

electrode as well as the graft base diffusion source (Fig. 2.9(f)). By using this 

technique, a basic gate delay of 52 ps at a power dissipation of 0.16 mW/gate 

employing a CML circuit was demonstrated. This process has the same 

advantages as those of the one-mask process, but there are some drawbacks 

such as higher emitter series resistance caused by the polysilicon emitter 

electrode without metallization, furthermore, this is an unwalled base 

structure. 

Other one-mask processes have been reported based on the same 

fabricating sequence as the SST, for instance, as the side frame self-aligned 

(SFS) technology [34], or the selective diffusion by -exdiffusion (SDX) 

technology [35] 
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2.3.2.2 Two-Mask Process 

Two-mask processes have been widely used to achieve the double 

polysilicon self-aligned structures. The first and simplest example was 

reported in 1980 as a self-aligned transistor [36]. Figure 2.10 shows its 

fabrication steps. P-type boron doped polysilicon and CVD oxide layers are 

deposited on an n-type epitaxial layer after conventional recessed oxide 

isolation. The recessed oxide isolation defines not only collector reach­

through regions but also the total base regions (Fig. 2.10 (a)). The CVD oxide 

and polysilicon layers are preferentially etched by using an intrinsic-base­

window opening mask (Fig. 2.1 O(b )). The surface of the epitaxial layer and 

the sidewall of polysilicon are oxidized, while the extrinsic (graft) base is 

diffused from the boron_.doped polysilicon (Fig. 2.lO(c)). The intrinsic base 

region is opened by RIE. Finally, the intrinsic base is ion-implanted, and the 

emitter is also diffused into the same region (Fig. 2.lO(d)). Since this early 

development, numerous process modifications and improvements have been 

introduced by a number of researchers. These processes have been given 

various names such as SAPT [17], OXIS-III [37], SDD [38], MOSAIC-III 

[39], ESPER [40), BSA [41] and many others [42-47]. 

The two-mask process uses different masks for the extrinsic (graft) base 

and intrinsic base. Therefore, the walled-base structure can be easily obtained 

without using a complicated side-etching technique, although this is at the 

expense of alignment tolerance. Other properties of the two-mask processes 

are fundamentally the same as those of the one-mask process. The most 

significant and careful process control is required for the intrinsic-base 

formation, the sidewall spacer etching, and the intrinsic base diffusion. There 

are two options for the intrinsic base diffusion step and the sidewall-spacer­

etching step. One is to have the intrinsic base implantation prior to the 

sidewall spacer formation, and the other is to reverse the sequence of the two 

steps. In the case of the first process sequence, the intrinsic base region is 

implanted just adjacent to the extrinsic base. Because the extrinsic base is 

already diffused vertically and laterally toward the intrinsic base region, the 

requisite low resistance cross-linking region between the intrinsic base and 

the extrinsic base is stably obtained. Moreover, the lateral-encroachment of 

the extrinsic base region can be covered by the sidewall spacer, which 
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Fig. 2. 10 Fabrication steps of the self-aligned transistor process [36]. 
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eliminates any emitter-base tunneling leakage current and ensures a high 

emitter-base reverse breakdown voltage. However, attention should be paid to 

the sidewall-spacer-etching step to avoid overetching, because the intrinsic 

base region is damaged and the base depth might be changed. 

In the second process sequence, overetching of the sidewall spacer does 

not damage the intrinsic base region, but the extrinsic base diffusion must be 

carefully controlled. Too much lateral encroachment of the extrinsic base 

results in highly doped pn-junction at the emitter periphery, causing not only 

reverse, but also forward tunneling leakage current [ 48]. Also caused is 

unfavorable degradation of de current gain as well as that of transient 

characteristics [49,50]. However, the peripheral punchthrough occurs when 

the cross-linking region between the intrinsic and extrinsic base is not 

satisfactorily diffused [ 51 ] . 

To avoid these contradictory problems, some process modifications have 

been reported to combine light-coupling ion implantation and base diffusion 

through polysilicon [47,52]. The coupling base is lightly implanted after 

etching the CVD oxide and the base polysilicon (Fig. 2.11 (a)). Then, CVD 

oxide is deposited and etched by reactive ion etching to form the sidewall 

spacer, and another polysilicon layer is deposited (Fig. 2.1 l(b)). The intrinsic 

base is implanted and diffused through the polysilicon, while the extrinsic 

base is also driven in (Fig. 2.1 l(c)). By using this technique, a cutoff 

frequency of more than 30 GHz and a minimum basic gate delay of 24 ps at a 

switching current of2.2 mA/gate by an LCML circuit have been reported [47]. 

The drawback to this coupling base technique is its process complexity and 

the difficulty in controlling the intrinsic base-emitter depth because the boron 

diffusion for the intrinsic base and the arsenic diffusion for the emitter 

require different annealing conditions due to the difference between the 

respective diffusion coefficients. 

Some authors have investigated reliability of two-mask double 

polysilicon self-aligned devices. They reported gain degradation under 

reverse emitter-base bias and high current forward base-emitter bias stress 

conditions when transistors are irradiated by laser, X-ray and electron beams 

[53-56]. Although not all the degradation mechanisms are understood, if the 

ideal factor of the base current is kept unity, the electrical characteristics are 

found to be unchanged under high-current stresses. This fact suggests that if 
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the cross-linking region between the intrinsic and extrinsic base is well 

controlled, the transistors have enough reliability to operate under normal 

bias and environmental conditions. 

(a) 
~Si02 

~-'--'-__.... 

....:: :-=-: ~_;: :__;·. ··:......;· · ·.~··~~:z::z:::z:::::i=z=:z::::z::z::::t1.,.;:·~=--·_.:.....·: .:.....:._ ·.:.__··· ·;....:,.···: ~ p+ poly Si 

( b } 

( c) 

Fig. 2.11 Fabrication steps of the doubl e polysilicon self-aligned process using 

coupling base implantation [52). 

Although the two-mask process requires alignment tolerance between 

the field isolation and emitter opening masks, resulting in a little larger base 

area than that of the one-mask process, good circuit performance was obtained. 

For example, our ESPER process realized basic gate delay of 38.8ps by ECL 

circuit at a switching current of l.28mA/gate [40]. In our case, the double 

polysilicon self-aligned process was combined with the U-FOX structure. By 

using this technology, 15,000 gate ECL array LSI with a loaded gate delay of 
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220 ps (basic delay=80 ps, FI=F0=3, wiring length=2 mm) and 64kb-RAM 

with 3,000 gate ECL array LSI (SRAM access time= l.15 ns) for the Fujitsu 

mainframe computer F ACOM-M 1800 and super computer VP2000 series were 

realized [57]. In addition to them experimental 50,000 gate sea-of-gate ECL 

array and I 00,000 gate ECL standard cell LSis were also demonstrated 

(58,59] 

2.3.2.3 Three-Mask Process 

There have not been so many examples of the three-mask process 

reported to date. This is not only because total active base area obtained by 

the three-mask process is slightly reduced but also as a result of the number of 

process steps being increased. However, the first double-polysilicon self­

aligned process was demonstrated by a three-mask process named APSA, an 

advanced version of PSA (60]. Historically, this process has some value, but 

because of the drawbacks to the three-mask process, few efforts have been 

made to improve it. Only one approach was reported as a salicide base contact 

technology (SCOT) [61] . 

2.3.3 Single Polysilicon Self-Aligned Process 

Basically single polysilicon process originated from the DOPOS 

technique [2]. At the early stage of development, some process improvements 

attained to achieve self-aligned isolation between emitter and base electrodes, 

such as stepped electrode transistor (SET) or elevated electrode IC (EEIC) 

(62,63]. In these processes, an overhang polysilicon emitter structure isolated 

the emitter polysilicon and the base electrode metallization. Another approach 

was also reported to use the sidewall spacer technique just as in double 

polysilicon self-aligned processes. This self-aligned process employed the 

sidewall spacer between the emitter polysilicon and the aluminum base 

electrode (64]. All of these are two-mask processes, and the distance between 

the emitter and the base electrodes is defined by self-al igned techniques. 

However, the disadvantages of these processes are nonplanar surface 

topographies of the SET or the EEIC and a high emitter series resistance 

caused by the absence of emitter metallization. Because of these 
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disadvantages, development efforts essentially instead focused on improving 

the double-polysilicon self -aligned processes. 

A single polysilicon three-mask process has also been reported [65]. It 

was demonstrated as an example to avoid cross-linking problem of double 

polysilicon self-aligned processes. Figure 2.12 shows the process steps [66]. 

After conventional oxide isolation, a nitride layer is preferentially patterned 

at the portion of intrinsic-base and emitter defining region. By using the 

nitride layer as a mask, the epitaxial layer is slightly oxidized, and a 

polysilicon sidewall spacer is formed. Highly doped extrinsic base regions are 

implanted (Fig. 2. l 2(a)). After the polysilicon sidewall spacer is removed, the 

cross-link base regions are lightly implanted (Fig. 2.12 (b)). After removal of 

the nitride, intrinsic base is implanted (Fig. 2.12 (c)). Emitter is diffused from 

an arsenic doped polysilicon layer (Fig. 2.12(d)). The emitter polysilicon is 

covered with a silicide layer and an oxide layer on top. Another mask is used 

to define the emitter electrode, which is covered by the capping oxide and 

new sidewall spacers. The base contact window is opened at the same time 

when the sidewall spacer is etched (Fig. 2.12(e)). By using this process, a 

basic gate delay of 49.8 ps for an ECL circuit was demonstrated at a switching 

current of 0.65 mA [65] . 

In this three mask process, the cross-link region is made before the 

intrinsic base implantation, and only the emitter drive-in heat step is required 

after the intrinsic base formation. Therefore, the cross-link problem induced 

by the double polysilicon process is eliminated. However, this process 

requires different masks for the intrinsic base region and base contact window 

opening. Furthermore, the somewhat higher series resistance of the emitter 

electrode is a drawback, although a silicide layer is deposited on the emitter 

polysilicon. 

2.3.4 Sidewall Base Contact Structures 

Sidewall base contact structures were intended to achieve an ideal, one­

dimensional transistor structure eliminating any parasitic capacitance and 

resistance. A sidewall base contact structure was first reported as SICOS in 

1981 (67). Since that time, much process modification had been reported. 

Figure 2.13 shows the fabrication steps of the original SICOS. First, a 
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Fig. 2. 12 Fabrication steps of the single po lys ilicon self-aligned process [66). 
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mesa-etched region is formed by reactive ion etching, using a multilayered 

structure , successively including an oxide, a nitride, a polysilicon, a nitride 

and a CVD oxide layer (Fig. 2. l 3(a)). After a slight sideetching of the mesa, 

another nitride layer is deposited and a spacer is formed at the sidewall edge. 

Then, the silicon surface is oxidized and the nitride spacer is removed (Fig. 

2.13(b )). Another polysilicon layer is deposited and preferentially etched 

where the base electrode is positioned (Fig. 2.13(c)). Finally the graft base is 

diffused from the second polysilicon, which is boron-doped by ion 

implantation. The intrinsic base is implanted through the first oxide on the 

mesa and emitter is also diffused through another polysilicon layer (Fig. 

2.13(d)). 

The advantage of the SICOS is the nearly one-dimensional device 

structure in addition to its full one-mask self-alignment feature. Consequently, 

excellent upward operation has been reported since the early stage of the 

development. However, there has been a serious drawback to this process. 

This is encroachment of the extrinsic (graft) base, which occurs not only 

laterally but also vertically towards the buried collector layer. The lateral 

encroachment is the same problem as experienced by the double polysilicon 

self-aligned processes, whereas the vertical encroachment is specific to the 

SICOS structure. To reduce the extrinsic base resistance, the sidewall contact 

area should be kept large, and the graft base should also be satisfactory 

diffused. Therefore, the graft base is deeper than the intrinsic base region and 

the collector-base junction area is much larger than the original dimension on 

the mask. Hence, the collector-base junction capacitance can not be decreased 

while maintaining low base resistance. Moreover, the vertical encroachment 

of the extrinsic base causes the reduction of the base-collector reverse 

breakdown voltage. 

Great efforts had been paid to remove these complications. A self­

aligned edge contact technology (SELECT) was applied to the original SICOS 

(68], whereby a basic gate delay of 48 ps was demonstrated by an ECL circuit 

at a switching current of 0.58 mA. Another approach was also reported, the 

two-step oxidation of the sidewall surface (TOSS) (69]. Figure 2.14 shows the 

improved process steps, which determines the base contact width. The mesa is 

covered by a nitride frame (Fig. 2.14(a)). Then, the second mesa etching is 

performed by anisotropic chemical etching. 
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Fig. 2. 13 Fabrication steps of the SI COS process [67]. 
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The sidewall is again covered by nitride (Fig. 2. 14(b)). Finally, isolation is 

achieved by LOCOS, followed by the nitride removal (Fig. 2. 14(c)). These 

process options have been introduced to control the s idewall contact width to 

prevent the vertical encroachment. Nevertheless, these process modifications 

result in process complexity and a higher base resistance. This si tuation seems 

to show that practical bipolar transistors are basically two-dimensional three 

terminal devices, which never operates in one-dimensional mode because two 

opposite conductive carriers must pass orthogonally to each other. Therefore, 

to optimize the device structure, two-dimens ional feature, or the equivalent 

distributed circuit characteristics should always be taken into account. 

(a) 

( b) 

( c ) 

Base contact 

z:i:::z:o/ Isolation Si 02 

Fig. 2.14 Fabrication steps of the SICOS process modified by the TOSS process [69). 
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The other unique self-aligned approach for obtaining a sidewall base 

contact structure was demonstrated by a selective epitaxial growth technique. 

Strictly speaking, it was an epitaxial polysilicon simultaneous growth 

technique [70]. Figure 2.15 shows the process steps. After an n + buried layer 

is diffused, CVD oxide is deposited and active areas are opened by 

conventional- lithography and etching (Fig. 2. l 5(a)). Then, an n-type epitaxial 

layer and a simultaneously grown polysilicon layer are continuously 

deposited. The surface of the epitaxial polysilicon-layer is covered by nitride 

(Fig. 2.15(b )). By using a controlled planarization technique, the nitride and 

the polysilicon on the field oxide are removed followed by base-electrode 

boron-ion-implantation (Fig. 2. l 5(c), (d)). Hence, the polysilicon surface is 

locally oxidized. The nitride at the intrinsic base region is removed and the 

intrinsic base is implanted (Fig. 2.15(e)). The emitter is diffused through a 

polysilicon layer from an arsenic doped spun-on-glass layer (Fig. 2. l 5(f)). By 

using this process, a basic gate delay of 83 ps was demonstrated by an LCML 

circuit at a 1 mW /gate power dissipation. Although the elegant feature of the 

technique was realized, this structure has the same problems as those of the 

SICOS. Moreover, the peripheral area of the selective epitaxial region has 

numerous crystalline defects, which must be eliminated to suppress no 

leakage current. Finally, there also seems to be some difficulty in achieving a 

one-dimensional device structure using selective epitaxial techniques. 

2.3.5 Polysilicon Emitter and Emitter-Base Heterojunction 

In addition to various kinds of self-aligning techniques, two notable 

process techniques have also been employed or investigated in modern silicon 

bipolar devices. One is polysilicon emitter, which is the basic concept for 

self-aligned transistor structures, and the other is emitter-base heterojunction. 

Polysilicon emitter can enhance the de gain even with shallow base-emitter 

junction. Nevertheless, the mechanism of the gain enhancement is not 

perfectly understood, and much discussion had been reported at conferences 

or in scientific papers. Although to describe all of these is beyond the scope 

of this dissertation, the important point is that, by using polysilicon emitter, 

the current gain is no longer considered to be the limiting figure of merit for 

silicon bipolar transistors with shallow base-emitter junctions. 
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Fig. 2.15 Fabrication steps of the self-aligned se lective poly-epi growth process (70) . 
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Silicon-based heterojunction BJTs (HBTs), or the widegap emitter 

and/or narrow gap base have also been proposed to enhance the polysilicon 

emitter effect. Silicon-germanium for the narrow gap base is now becoming 

the most promising candidate, and a sophisticate process technology 

combining selective ultra high vacuums (UHV) CVD epitaxial base with 

double-polysilicon self-aligned structure has also been proposed [71, 72). 

2.3.6 Conclusion 

The double polysilicon self-aligned structure is also another must for 

high-speed silicon bipolar LSis. By employing this structure, BJTs had 

achieved high-speed performance more competitive than compound 

semiconductor devices without using tight lithographic design rules. BJTs 

also utilized full advantage of polysilicon material properties, that have 

recently been merged to silicon-based heterojunction BJTs. 

2.4 Physics-Based Bipolar Transistor Design 

2.4.1 Introduction 

In order to extract ultimate high-speed performance of silicon BJTs, 

well-balanced optima of device parameters such as cutoff frequency, base 

resistance and base-collector capacitance have major concerns. For example, 

by combining double polysilicon self-aligned processes, a pedestal-collector 

transistor has revived to improve cutoff frequency using a selective-ion­

implantation technique [32, 73-77). The transition was able to achieve 

satisfactorily high cutoff frequency without so much increase of base 

resistance and base-collector capacitance because a pedestal collector is self­

aligned to an intrinsic base region. 

However, when a highly-doped collector is used to prevent base push­

out (Kirk) effect, avalanche generation due to a stronger electric field at a 

base-collector junction makes collector-to-emitter breakdown voltage lower 

[78]. This low breakdown voltage seriously limits circuit design capability. 

Therefore, an optimal process for pedestal-collector transistors should 

carefully be maintained to realize not only well-balanced device parameters 
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but also high enough collector-to-emitter breakdown voltage. 

In this section, will be described the favorable process conditions for 

double polysilicon self-aligned pedestal-collector transistors to match the 

requirements mentioned above by using a newly developed two-dimensional 

process/device simulation system. The simulation system will be described in 

subsection 2.4.2, and the simulated results will be explained in subsection 

2.4.3 . The process conditions for favorable highly-doped pedestal collectors 

will be discussed in subsection 2.4.4. In addition to the simulation analyses, 

will also be shown some experimental circuit performance improvements 

demonstrated by ECL ring-oscillators and a 1/8 static frequency divider in 

subsection 2.4.5. Finally, the conclusion will be given in subsection 2.4.6. 

2.4.2 Two-Dimensional Process/Device Simulation System 

In the case of double polysilicon self-aligned processes, phosphorus or 

arsenic ions are selectively implanted just beneath an intrinsic base region to 

form a pedestal collector using a polysilicon base electrode covered with 

oxide as a mask (32] . The implanted ions are dispersed laterally along a base­

collector junction, and the distributed impurity profile strongly affects not 

only device parameters but also collector-to-emitter breakdown voltage. 

Therefore, two-dimensional process simulation is inevitable to analyze 

transistor characteristics precisely. For this purpose, we have developed a 

new two-dimensional process simulator named FIPS2 based on a finite 

difference method. FIPS2 is an enhanced version of a one-dimensional 

process simulator named FIPS (79]. FIPS2 includes an epitaxial autodoping 

model which solves a mass-balance equation on a substrate surface. It also 

includes an empirical fitting model for channeling effects of shallow ion 

implantation. In addition to the channeling model, parameters for Pearson 

distribution functions obtained by Monte Carlo simulation are considered in 

FIPS2 to calculate the pedestal collector profiles accurately. By using these 

models, typical advanced bipolar processes are effectively analyzed. 

The calculated two-dimensional doping profiles are transferred to a two­

dimensional device simulator named B/P 2DAN. BIP2DAN is a drift­

diffusion-model-based two-carrier device simulator which can calculate not 

only de and ac characteristics but also transient characteristics with some 
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lumped external circuit elements [79-81]. It also includes typical physical 

models such as Shockley-Read-Hall, Auger recombination models , bandgap 

narrowing effects, impurity concentration, electric field and temperature 

dependent mobility models, impurity concentration dependent carrier li fe 

times, and an avalanche generation model based on the Chynoweth law. 

These process simulator and device simulator are combined directly. We 

can accordingly analyze the relationship between process conditions and 

device characteristics including collector-to-emitter breakdown voltages. We 

have employed de and ac analyzing functions for this time to estimate the 

effects of pedestal-collector-ion-implanting conditions to device parameters 

and breakdown voltages. 

2.4.3 Simulation of Pedestal-Collector Transistors 

In this subsection, the simulation procedure is described including 

device structures and process conditions. 

2.4.3. l Process Simulation 

We have assumed a typical double polysilicon self-aligned transistor 

having a low-energy-boron-implanted base (less than l 0 Ke V) with a thin 

screen oxide layer. It also has an n-type epitaxial layer of a typical thickness 

on a heavily doped buried layer. We have chosen three acceleration energies 

for phosphorus ion implantation to form pedestal collectors. Emitters have 

been assumed to be diffused from arsenic-implanted polysilicon. Figure 2.16 

shows the one-dimensional doping profiles at the center of the emitter. The 

ion-implanting conditions are also shown in Fig. 2.16. No implantation case is 

the control sample for comparison, described as "Reference" in the figures. 

Figure 2. 17 illustrates the two-dimensional impurity distributions 

exhibited by concentration equi-contour lines. The peak positions and lateral 

spreading of the pedestal collectors are clearly shown depending on the 

implanting conditions. 
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2.4.3.2 Device Simulation 

The impurity concentration tables obtained in Fig. 2.17 are transferred to 

the device simulator. In the device simulator, only a single crystalline region 

is remeshed and impurity concentration values are interpolated for the 

Poisson and current-continuity equations. Figure 2.18 illustrates the 

schematic cross-section of an analyzed transistor. The polysilicon emitter is 

assumed to be a 0.1- µ m-thick extended single crystalline emitter with a 

maximum activated impurity concentration of 1x1020 /cm 3
• The device length 

is set to be 1.0 µ m for convenient comparison to one another. The emitter 

area is 0.2xl.O µ m2 and the base area is l.2xl.O µ m2
. 

I· 
1.2 

·I 
0.2 
H 

T"" l_ 
E 

ci 

~ ,... 

(µm) 

c 
Fig. 2.18 Schematic cross section of an analyzed transistor. The device length is 1.0 µ 

m. 

Figure 2.19 displays the cutoff frequency versus collector current 

characteristics for each implantation case. The cutoff frequency is improved 

by 80% in the maximum case by suppressing the Kirk effect. Ac base 

resistances and base-collector capacitances are also shown in Fig. 2.20 as 

functions of collector current. The ac base resistances have been calculated by 

the same way as the input impedance circle method that is usually used in 

small signal measurements. The base resistance of the implantation energy of 

150-Ke V case is increased, and the base-collector capacitances of all 

pedestal-collector cases are increased as well. Current gain dependence upon 

collector current is shown in Fig. 2.21 . 
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The collector-to-emitter breakdown voltage (BV,w) has been calculated 

as follows. At first, the base-emitter forward voltage is supplied to a fixed 

value, and then the collector-to-emitter supply voltage is increased to find the 

bias point where the base current terminates. This means that the forward base 

current is equal to the avalanche-generated reverse base current. Next, the 

base-emitter forward voltage is increased slightly, and the collector-to-emitter 

supply voltage is again swept in the same manner. After several iterative 

calculations with different base-emitter forward voltages, we can find the 

collector-to-emitter breakdown voltage with the base terminal open as a 

function of collector-to-emitter current. Fig. 2.22 displays such relations for 

the four cases. The BVCEo is defined at the collector-to-emitter current of 

0.56 µA which corresponds to 1 µA when an effective emitter area is 0.2x 1.8 

µm2. 

Table 2 summarizes the calculated results of cutoff frequencies <fr), ac 

base resistance (rw ), base-collector capacitance (Ccb) and BVcw· 

Table 2.2 Calculated device parameters and BVCEo 

Pedestal l. I. fr (GHz)@VCE= l V rw ( Q) c,.b (fF) BVcEO (V) 

none 16.2 609.7 0.31 5.7 

150KeV 22.0 707.9 0.58 2.2 

300KeV 28.6 614.7 0.65 1.8 

400KeV 24.0 600.5 0.52 2.7 

2.4.4 Favorable Process Condition for Pedestal Collector 

Generally speaking, there are two choices for the ion-implanting 

condition to realize a highly-doped pedestal collector. One is a counter doping 

technique to cut the base tail caused by channeling effect. The other is a 

rather deeper doping technique to obtain a gradient collector so as to prevent 

mainly the Kirk effect. According to the cases analyzed for this time, the 

150-KeV case is the former, and the 400-KeV case is the latter. In the case of 

the counter doping technique, the base width is much more reduced to cause 

the base Gummel number (effective hole numbers in the base per unit area) 
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decrease than other cases. Therefore, not only the base resistance increases, 

but also the current gain increases drastically as shown in Fig. 2.21. This 

means there is less process latitude for B Vcw· On the contrary, in the case of 

the gradient collector doping, the base widths are not so much reduced. 

Consequently, the current gain and the base resistance are not excessively 

increased compared with the control device. This is a promising condition to 

keep enough process latitude against the reduction of BVCEo· 

Fig. 2.23 demonstrates the relationship between cutoff frequency and 

BVCEo when the phosphorus-ion-implanting conditions for the collector are 

changed. If the dosage is decreased, the B VCEo is increased while the cutoff 

frequency is decreased. We can easily find that the 150-KeV case is more 

sensitive to the reduction of BVCEo for higher cutoff frequency. If the 

minimum BVCEo of 3 Vis required, the 400-KeV case is the best one with the 

highest cutoff frequency and moderately low ac base resistance as well as 

small base-collector capacitance. 

35 
300keV 

30 
....-... 
N 
:c 25 
(.!) 

. .._ 

..... 20 
..... 

0 

15 ~ 
Reference 

10 
0 1 2 3 4 5 6 7 8 

BVcEO (V) 

Fig. 2.23 Relationship between BVao and fr for different phosphorus-ion-implanting 

conditions. Dose conditions; 150KeV with 2 x 1012/cm2, 1X1012/cm2
; 300KeV with 1 X 

1013/cm2, 2X 1012/cm2 ; 400KeV with 1x10 13/cm2, 2X 1012/cm2
• 

45 



2.4.S Application to ECL Circuits 

By employing the optimizing method described above, we have tuned 

experimentally our 0.5- µ m-minimum-design-ruled double polysilicon self­

aligned process called ESPER [ 40] by using ECL circuits including ring­

oscillators and 1/8 static frequency dividers. As a result, we have obtained an 

ECL gate delay time of 30.3 ps/gate at a switching current of 0.52 mA for 

low-power gates with effective 0.2xl.8- µ m2-area emitters. In the case of 

high-power gates, which correspond to effective 0.2x4. 7- µ m2-area emitters, a 

gate delay time of 27.2 ps/gate at a switching current of 0.97 mA, and a 

minimum gate delay time of 26.3 ps/gate at a switching current of 1.64 mA 

have been obtained. At the same time, a 1/8 static frequency divider using T­

F /F has been observed to operate up to a maximum frequency of 15.8 GHz 

[82], that was the highest value in 1990. 

2.4.6 Conclusion 

By using a two-dimensional process/device simulation system, process 

conditions of highly-doped pedestal-collector transistors for well-balanced 

device parameters and high enough BVCEo have been analyzed. As a result, a 

gradient-collector-like profile has been proved to be superior to a counter 

doping profile to cut a base channeling tail from the viewpoint of high enough 

cutoff frequency , lower base resistance and smaller base-collector capacitance 

with the minimum BVCEo of 3 V. By applying this optimization method to 

practical ECL circuits, a minimum ECL gate delay time of 26.3 ps/gate at a 

switching current of 1.64 mA has been obtained experimentally. At the same 

time, a 1 /8 static frequency divider has been observed to operate up to 15.8 

GHz. 
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Chapter 3 
Device 

Performance Estimation of High-Speed Bipolar 

3.1 Introduction 

Numerous modern silicon BJT technologies have been investigated and 

discussed in the previous chapter. In this chapter, the performance estimation 

of silicon BJTs, not only from the process point of view, but also from the 

circuit designing point of view will be discussed, and will be clarified the 

problems of high-speed bipolar devices for larger scale integration circuit. 

There have been extensive circuit options for silicon bipolar !Cs such as 

S-TTL, IIL, CML, ECL etc. However, the advent of BiCMOS technology, 

which was aimed at achieving higher speed operation than CMOS and less 

power dissipation than TTL or ECL, displaced the S-TTL bipolar digital ICs 

from its major position in the bipolar digital IC market. While the market 

share of S-TTL or UL digital ICs decreased because of their poor cost­

performance figure of merit, only ECL devices seemed to pile up an 

increasing market share. Until the end of the 1980s, the demand for silicon 

bipolar digital ICs focused on higher speed devices with higher level of 

integration or less cost than GaAs ICs. These high performance features were 

achieved by ECL and ECL-like circuits. 

3.2 Strategy to Estimate ECL-Circuit Performance 

The advantages of ECL and ECL-like circuits are the high-speed non 

saturating operation of current switches and the high driving capability of 

emitter follower stages. However, their large power dissipation is a most 

serious disadvantage. The switching delay time (tpd) of ECL circuits depends 

on the power dissipation or the switching current per gate as showing Fig. 3 .1. 

The delay tpd is roughly expressed by the following equations: 

t pd = R L Cc + k 1 r 1 + r b Cb 

Cc = k2C1
c + k3Ccs + k4CL + k5CEF 

(3. I) 

(3.2) 

Cb = k6Cdc + k7C1e + ksCJc (3.3) 

where RL is the pull-up resistor, -r r is the transit time, rb is the base 

resistance, Cjc is the base-collector capacitance, Ccs is the collector-
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substrate capacitance, Cl is the parasitic wiring capacitance, CEF is the input 

capacitance associated with the emitter follower transistor, Cde is the diffusion 

capacitance, C1e is the base-emitter capacitance and k1 to k8 are weighting 

constants. Generally, as shown in Fig. 3. 1, at lower power dissipation, the 

first term of eq. (3 .1) is the most dominant factor limiting the delay, and at 

higher power dissipation, the third term plays a more important role than 

others. The minimum achievable delay time is restricted by the second term of 

eq. (3 .1 ). Larger scale integration requires lower power dissipation per gate to 

keep total power consumption per chip at a practical level. Therefore, low 

switching current per gate is accordingly needed, and a large pull-up resistor 

is required if the voltage swing is fixed at a constant value to keep enough 

noise margins. Consequently, the first term, or the RC time constant 

associated with the pull-up resistor, should be decreased to achieve higher 

speed operation. For medium and small scale integrated circuits, the first term 

as well as the other two terms should also be reduced to obtain shorter delay 

times. 

Q) 

E RL Cc 
+-

~ fb Cb 
0 

{/ Q) 
"O y 

Q) 
+-
0 

(.!) 

Switching current 

Fig. 3 .1 Gate delay time versus switching current per gate (arbitrary unit). 
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Fig. 3 .2 Schematic cross-section of the analyzed transistor. 

The most important matter when optimizing the transistor structure for 

ultimate high speed operation is to evaluate quantitatively the contribution of 

the RC time constants appearing in eq. (3 .1 ). Nevertheless, because of the 

nature of RC time constants, eq. (3. I) is not accurate when they are closely 
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related to one another. Additionally, not only the base resistance, but also the 

diffusion capacitance and the base-collector capacitance are non-linearly 

dependent on the switching current. Therefore, the most reliable way to 

estimate the switching delay time is direct numerical calculation by physical 

simulation of circuit performance without using an analytical circuit model. 

Now, will be described some results obtained with such a numerical technique 

to estimate the ultimate performance of silicon bipolar ECL circuits. Figure 3. 

2 shows the schematic cross-section of the simulated transistors. Because 

two-dimensional device simulator has been used, a 0.25 X 1.0- µ m2 walled­

emitter transistor, suitable for two-dimensional analyses, has been 

investigated. Figure 3 .3 shows the impurity profiles corresponding to the 

cross-section in Fig. 3.2. The impurity profiles were obtained by a process 

simulator. The polysilicon emitter is treated as a 0.1- µ m-thick extended­

single-crystalline emitter, where the maximum ionized impurity concentration 

is limited by 1 X 1020cm ·3 
• Figure 3 .3(a) displays nearly the same profile as 

has been obtained experimentally by the selectively-implanted-pedestal­

collector process described in the previous chapter. The calculated peak 

cutoff frequency is 24 GHz at a collector current of 0 .18 mA as shown in Fig. 

3.4 and the C jc is 0.53 fF while the ac base resistance is 400 Q at low 

collector current. Figure 3.3(b) indicates rather shallower base with a gradient 

collector profile. The calculated peak cutoff frequency is 56 GHz at a 

collector current of 0.32 mA as shown in Fig. 3 .5 , while the C jc is 1.1 fF and 

the ac base resistance is 570 Q at low collector current. Figure 3.6 indicates 

• the circuit diagram used to estimate the delay time. In Fig. 3.6, the terminal 

current-voltage characteristics of transistors Q 1 and Q2 are directly obtained as 

a result of physical two-dimensional device simulation using a transient 

analysis mode. Other circuit parameters, such as RL, C and R8 are introduced 

as lumped values. The pull-up resistor RL is defined to fix the switching 

current. C contains all of the parasitic capacitance associated with the pull-up 

resistor such as the collector-substrate capacitance, the wiring-substrate 

capacitance, the res istor-substrate capacitance and the junction capacitance 

related to the emitter follower transistor. Finally, the R8 is base-contact 

resistance. The voltage swing is set to be 0.4V and the average delay time of 

NOR and OR logic gate outputs is defined as the gate delay. 
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Fig. 3 .3 Impurity profiles for the analyzed transistor. 

(a) Selectively implanted pedestal collector profile. (b) Gradient collector profile. 
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Fig. 3.6 Analyzed circuit diagram. 
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3.3 Optimization of ECL-Circuit Performance 

Figures 3.7 and 3.8 show the numerically calculated results according to 

the two impurity-profile cases. In Fig. 3. 7, the basic gate delay time 

dependence on the switching current is displayed when the total parasitic 

capacitance C and the lumped base contact resistance Re are changed as 

parameters. The modern microfabrication technique can make the total 

parasitic capacitance c as small as 15 fF , with c cs=3fF , CEF=4fF and CL =8fF. 

Because the base contact resistance is estimated at nearly 50 Q µ m2 
, the 

result, in the case of C=l 5fF and Re = 100 Q, can be recognized to indicate the 

realistic performance limitation; that is sub-40 ps/gate at lower power 

dissipation and 20"-'25 ps/gate at higher power dissipation. The noticeable 

fact revealed in Fig. 3. 7 is that the gate delay is strongly dependent on the 

parasitic capacitance C. 

These results cannot only be derived from eq. (3.1 ) . The base contact 

resistance Re contributes to decreasing the delay time at higher current level, 

as shown in Fig. 3.1. If the parasitic capacitance C is reduced to zero, even 

sub-I 0 ps delay time can be obtained by the 24-GHz-peak-cutoff-frequency 

transistors. Of course, this situation can not be realized in practical devices 

because the emitter follower transistors are always coupled to the current 

switches. However, this result proves that if C is reduced from 15 fF to 5 fF, 

the delay time is remarkably improved by about a factor of two. Figure 3.8 

shows similar results by the transistors with the shallower base, and with a 

much higher peak cutoff frequency than that in Fig. 3. 7. The gate delay versus 

switching current characteristics are shown for various C values. When 

compared with Fig. 3. 7 at the same C value, (e.g. 5 fF) , there is not so much 

difference in delay times. Only at higher current levels, can the high-cutoff­

frequency transistor improve the delay, but the delay-time improvement is a 

few picosecond, although the cutoff frequency is improved more than twice. 

On the contrary, at the lower current level, the high-cutoff-frequency 

transistor shows greater delay, which may be a trade-off caused by the larger 

Cw As shown in Figs. 3. 7 and 3. 8, the most crucial parameter affecting the 

gate delay time is the total parasitic capacitance associated with the pull-up 

resistor. Surprisingly, the contribution of the peak cutoff frequency value of 

the switching transistors is not very large, even at the higher current levels. 
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3.4 Favorable Silicon BJT Features and Its Limitation 

As discussed in section 3.3, the most crucial parameter affecting the gate 

delay of ECL circuits is the parasitic loading capacitance associated with the 

pull-up resistor. A high cutoff frequency requires shallower base and higher 

collector impurity concentration, which cause higher intrinsic base resistance 

and larger base-collector capacitance. Hence, the device parameters 

corresponding to the active transistor region (e.g. the base-collector 

capacitance, base resistance and cutoff frequency) should be moderately 

optimized as shown in the last section of the previous chapter. Moreover, 

other parasitics such as contact resistance for the emitter or the base should 

also be kept small enough not to affect the gate delay. The current gain is no 

longer a figure of merit limiting circuit performance, even if an extended­

single-crystalline emitter is used as shown in Figs. 3.4 and 3.5. The single­

crystalline or epitaxial emitter is also advantageous to reduce the emitter 

series resistance, which often originates in the polysilicon emitter structure. 

The high emitter series resistance should be avoided to maintain sufficient 

transconductance for proper circuit operation. 

By taking account of the properties discussed, the favorable silicon BJT 

structure can be shown in Fig. 3.9 [81 ,83]. To reduce the parasitic capacitance 

simultaneously associated with the pull-up resistor and the substrate, the 

transistor should be fully isolated by trenches and an SOI structure. Active 

transistor regions are surrounded by thick insulators, and field regions are 

also covered by thick insulators such as oxide. To reduce the parasitic 

resistance associated with emitter and base, the contact area is covered by 

silicides or low-resistance refractory metals. The emitter should also be 

single-crystalline extended emitter or epitaxial emitter. The vertical profile 

for the intrinsic base regions are optimized to achieve a reasonable trade-off 

between the cutoff frequency, the base-collector capacitance, and the base 

resistance, avoiding punchthrough and forward-biased tunneling with enough 

collector-to-emitter breakdown voltage. At the same time, the lateral 

dimension is optimized to avoid narrow emitter effect, peripheral forward- or 

reverse-biased tunneling. Because the circuit delay is no longer limited by the 

performance of transistor, but rather by external parasitics, the practicality of 

process improvements is an important matter. SOI is also applicable to bipolar 
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LSls now that a direct wafer bonding and thinning technique are available 

[84). Therefore, the transistor shown in Fig. 3.9 is based on the improvement 

of double-polysilicon self-aligned transisto rs. These features are now 

demonstrated by several researchers including the fully isolated SOI structure, 

especially for mainframe-processor CPU LSis [85], and optical terminal ICs 

[86]. Other· options, such as si licon-based heterojunction BJT's (HBT's), 

including wide gap emitter and narrow gap base, have been investigated. 

Recently, practical process to achieve narrow gap base by selective-epitaxial 

growth of a silicon-germanium strained-layer in the SST-like structure has 

successfully been found as mentioned in the previous section. However, we 

must keep in mind that Si-HBT itself cannot reduce the parasitic capacitance 

associated with the pull -up resistor. 

c 
silicide or 

refractory meta I 

E 

dielectric 

B 

Fig. 3.9 Schematic cross-section of the favorable BJT structure. 
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In addition to process improvements, circuit techniques must also be 

enhanced. One example of such an approach is the so-called active pull-down 

for emitter follower circuits (87] . A basic gate delay of 23 ps at a power 

dissipation of only 2.1 mW/gate has been demonstrated based on a trench 

isolated, double polysilicon, self-aligned transistor process. The basic gate 

delay of ECL circuits is now less than 20 ps. Such a basic delay is not very 

important, and the total delay of circuits with loaded capacitance or the 

system delay is much more relevant. To achieve higher speed operation of 

chips that should be considered as a system, the important thing is the well­

balanced optimization of process technology, device structure and circuit 

designs. 

So far as ECL and ECL-like circuits are concerned, the improvement of 

the process technology as well as active pull-down emitter follower 

techniques can not reduce the switching current itself. Even when the loaded 

capacitance is reduced due to the smaller feature size brought by sophisticated 

lithography tools, minimum switching current of around 100 µ A is at least 

required as shown in Figs. 3.7 and 3.8. Therefore, if the chip contains more 

than one-million gates , it dissipates 1 OOA in total current, which is far beyond 

the limit of practical air-cooling. 

Non-saturating operation of BJT with continuous current flow is the 

advantage of ECL circuit because this can avoid the large time constant 

caused by saturation-mode operation. Ironically, this advantage directly 

reflects the major drawback to ECL circuits, or the large power dissipation. 

Today's microfabrication technology has brought us deep submicron era, and 

a full system-on-a-chip concept is theoretically achievable. However, for 

high-speed bipolar LSis based on ECL circuits, this transition could no longer 

afford any benefit. 

3.5 Conclusion 

To extract the high-speed performance of bipolar LSis , ECL and ECL­

like circuits are the most suitable compared to other circuit architectures. As 

far as the integration level is not very large, this advantage covered the 

problems of higher power dissipation. However, when millions of gates on a 

chip can be available due to the dramatic improvement of microfabrication 
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technology, the large power dissipation is no longer escaped. The high-speed 

bipolar LSis have not been able to catch up the system-on-a-chip concept. 
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Chapter 4 Design Concept for High-Speed CMOS Device 

4.1 Introduction 

Historically, the concept of the field effect transistor was much older 

than that of BJT. Basic patent was already issued in the 1930s. However, a 

realistic device never came to industry until the beginning of the 1970s. The 

understanding of the physical mechanism of the surface states of silicon made 

possible MOSFET for 1 kb dynamic (D)RAM, which was developed by Intel. 

Because of a contamination problem caused by mobile ions such as Na or K, 

the first MOSFET was based on a p-type channel structure. Great efforts were 

paid to conquer this problem, and by the end of the 1970s, n-type channel 

MOSFETs were available for practical devices such as DRAMs. The n-type 

channel can benefit high mobility of electron when compared to that of hole 

in the p-type channel, and the device performance was improved in 

accordance with the progress of optical lithography so that nMOS LSis 

rapidly replaced pMOS LSis. 

As MOSFETs are surface device, they do not require full isolation 

between neighboring devices, and this situation is advantageous from the 

packing-density point of view. In the 1980s, silicon bipolar, nMOS and 

CMOS LSis were in a quite competitive status for realization of very large 

scale integration (VLSI). Among them CMOS device was also ideal from the 

power-dissipation stand point, because it dissipates power only when 

switching. However, CMOS gate must use both nMOSFET and pMOSFET to 

make even a basic inverter gate, that was thought to be a disadvantage 

concerning packing density against nMOS-only devices. In the 1980s, 

developments of MOS LS Is were focused on larger integration in accordance 

with the progress of microfabrication technology. The nMOS LSis realized 

higher packing density and larger integration level than bipolar LSis, but they 

also began to suffer from the problem of larger power dissipation. Therefore, 

by the end of 1980s, CMOS devices took over the nMOS position and 

achieved the major position of VLSI. At that time, submicron gate length was 

realized for MOSFETs in CMOS VLSis. 

At the beginning of the 1990s, the transition occurred even in the area of 

high-speed LSis. High-speed CMOS LSis appeared in a quite competitive 

60 



situation against bipolar LSis. One was a 90 MHz CMOS-RISC processor [88], 

and the other was a CMOS standard cell LSI [89]. The former realized the 

same clock frequency as that of the ECL-based RISC processor at that 

moment, and the latter achieved circuit delay, even with a heavy loaded 

capacitance, which was almost the same as that of the sophisticated ECL gate 

array (57]. These high-speed features were mainly achieved by combining 

submicron lithography and channel length optimization in their process 

technologies. CMOS LSis began to benefit the fruit of microfabrication 

technology progress not only in larger integration but also in higher speed 

operation. At the same time, even in the field of mainframe computer, the 

advantage of CMOS device against bipolar ECL devices was suggested for the 

central processing unit (CPU) LSis (90]. Now, the CMOS device has taken the 

major place in almost any field of ultra large scale integrations (ULSls). 

4.2 Requirements for High-Speed CMOS Device 

As CMOS replaces ECL devices in the high-speed area, more than one­

million gate circuits for microprocessor with 500MHz clock cycle have been 

realized in the mid 1990s. Although CMOS devices dissipate minimum power, 

such a large scale and high-speed LSI consumes ac current of tens ampere . 

. Hence, power dissipation problems are now becoming serious even in the case 

of CMOS devices. Moreover, loaded gate delay, especially wiring delay, is 

also becoming main concern just like the situation that once bipolar devices 

faced in the end of the 1980s. 

To achieve lower power dissipation for CMOS circuits, the most 

effective way is to reduce supply voltage because the power is in proportion 

to the square of the voltage swing. For this purpose, the threshold voltages of 

both nMOSFET and pMOSFET should also be decreased. At the same time, 

these absolute values of threshold voltages should be the same from the 

circuit-design point of view. This means the technological freedom of the 

threshold voltage design especially for lower values is important. Besides, to 

save the power dissipation, any parasitic capacitance associated with the drain 

junction as well as source and gate series resistances should be reduced. For 

such purposes key features for high-speed CMOS ULSis are summarized as 

below: 
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a) Surface channel dual-gate n/pMOSFETs, 

b) Retrograde well structure, 

c) Salicide (self-aligned silicide) for source/drain/gate, 

d) Shallow trench isolation. 

By using the surface channel MOSFET as well as the retrograde well structure, 

the threshold voltage can be reduced easily and independently designed from 

the well structure sustaining lower well resistance to prevent a latch-up 

problem. In the case of the retrograde well , the doping concentration 

increases in the depth direction and a highly doped buried-layer-like profile is 

easily obtained. The surface channel pMOSFET can achieve lower 

threshold voltage with a less short channel effect. To this end, the dual-gate 

process, or the process using n-type polysilicon gate for nMOSFETs and p­

type polysilicon gate for pMOSFETs is favorable. The salicide process based 

on CoSi2, which uses cobalt-and-silicon sintering process after sidewall 

spacer formation without any mask step, can reduce the parasitic resistance 

not only on the source/drain contact regions but also gate electrode even in 

the sub-0.1 µ m regime. TiSi2 has been used for salicide process, but it suffers 

higher resistance when the width of the silicide region approaches subquarter 

micron because the TiSi2 crystalline phase transition from the higher 

resistance C49 to the lower C54 becomes unstable and cannot be controlled 

well. The shallow trench isolation not only can achieve higher packing 

density than that of LOCOS but also can reduce parasitic junction capacitance 

originated by the lateral diffusion of highly doped source/drain toward the 

isolation region. Moreover, it can realize better planarized surface topography 

than that of LOCOS, which is favorable to keep enough depth-of-focus (DOF) 

margin for optical lithography process. Figure 4.1 shows the typical cross­

sectional structure of a dual-gate CMOS device with CoSi2 formed by the 

salicide process. Inter-layer dielectric and W-filled contact plug as well as 

local interconnect wiring are shown in the same figure. 
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Fig. 4.1 Cross-sectional structure of dual-gate CMOS device with CoSi2 after contact 

plug formation. 

4.3 Quarter and Subquarter Micron CMOS Technologies 

In this section, the quarter and subquarter micron CMOS device 

technologies for high performance logic ULSis are described. 

4.3.1 Quarter Micron CMOS Technology 

Retrograde twin-well and dual-gate surface channel CMOS device was 

demonstrated based on Co-salicide process [91]. In this case LOCOS isolation 

was still used. KrF excimer lithography tool (optical wavelength:248nm) was 

used to realize minimum gate length of 0.24 µ m. Because the minimum 

pattern feature is almost the same as the wavelength, the DOF can be kept 

enough to allow rather uneven surface topography caused by LOCOS isolation. 

In this technology, also employed local interconnect using thin TiN layer 

directly deposited on the Co-silicide and field oxide layer. By using this local 

interconnect technique for cross-coupling of embedded SRAM cell , 9.9- µ m2 

cell area has been realized [91 ]. This SRAM has achieved less than 2ns access 
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time [92]. The quarter micron CMOS technology has realized ECL­

compatible high-speed and higher-density ULSis. 

4.3.2 Subquarter Micron CMOS Technology 

Based-on the quarter micron CMOS technology, it has been up-graded to 

the minimum design rule of 0.2 µ m [93]. As the same KrF optical lithography 

tool was employed, to keep enough DOF margin, shallow trench isolation 

technique has been introduced. Other process technologies are basically the 

same as those of the quarter micron technology. As an option, the first metal­

like local interconnect technique was also introduced instead of direct 

deposited TiN layer on the silicide region as shown in Fig. 4.1. This is also 

intended to keep enough DOF for the local-interconnect mask patterning 

using the subquarter micron design rule. As a result the embedded SRAM 

with the cell size around 4 µ m2 has been realized with the access time of 

1.4ns [93]. 

4.4 Conclusion 

CMOS device has replaced bipolar devices even in the field of high­

speed LSis. Although CMOS device is ideal from the power-dissipation point 

of view, it has begun to suffer from larger power dissipation and wiring delay 

problems brought by ULSI, which were once suffered by bipolar LSis. 
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Chapter 5 Inverse Modeling Technique for MOSFET Design 

5.1 Introduction 

In order to limit the development costs involved in deep submicron 

CMOS technology, simulation techniques are used to reduce the number of 

test wafer cycles. Unfortunately, deep submicron CMOS technology is too 

complex to be accurately modeled using the available process simulators. 

Quantitative simulation of the reverse short-channel effect, for example, is 

still difficult. Furthermore, process simulators contain many fitting 

parameters, which further limit the predictive capabilities of these programs. 

On the other hand, device simulation has recently attained a high level of 

reliability, and it presents a detailed picture of the carrier transport processes 

within a device which cannot be obtained by experimental means. Optimum 

utilization of device simulation must be based on an accurate device structure 

and doping profile. Since process simulation cannot always provide this, 

inverse modeling is used to complement process simulation [94-98]. In this 

case, physically precise device models are used to extract the device structure 

as well as the active impurity profiles from measurements on a specific device. 

In MOSFETs, capacitance versus voltage (C-V) characteristics and drain 

current versus gate voltage (Id-Vg) characteristics in the so-called linear 

device operation regime at low drain voltage (Vd < 0.1 V) are used because 

they can be accurately modeled using the Poisson equation and the drift­

diffusion (DD) model , respectively. The device structure and doping profile 

are obtained by varying the initial structure until the simulated C-V and ld-Vg 

characteristics match the experimental ones. The main drawback to inverse 

modeling is that it is based on experimental data of an actual device and 

cannot predict a device structure. Thus it is not possible to optimize a device 

structure before or even after its technological realization if we only have 

limited experimental data. This disadvantage of inverse modeling is partially 

overcome by means of the proposed inverse modeling technique. 

In the next section, our inverse modeling program is described, and the 

procedure for extracting the structures of deep submicron MOSFETs is 

explained in section 5.3. In section 5.4, device simulation results based on 

inverse modeling are discussed, and in section 5.5 how to vary the device 
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structure for different process parameters without further inverse modeling is 

described. 

5.2 Inverse Modeling Procedure 

Figure 5. I shows the flowchart of the inverse modeling assisting 

program named MOSFIT using the commercially available GALENE-III as 

the main device simulator. GALENE-111 consists of not only the standard DD 

model but also the generalized hydrodynamic model (GHDM) [99]. The 

inversion layer mobility models implemented are the semiempirical 

approaches proposed by Lombardi et al. [I 00] and Mujtaba et al. [ 101], which 

are sufficient for the investigated range of channel doping concentrations. 

Since all simulations for the inverse modeling are performed in the linear 

regime, the somewhat uncertain value of saturation velocity in the channel 

and the approximations of the DD model do not influence the results 

[102,103]. 

START 

C-V or 1-V Simulation 

Process Simulation Results 

Initial Structure & 

Measurement Data 

i.-----. 
(GALENEID) 

Check Simulation Error 

END 

Optimization Program 

(Generate Next Structure) 

NO 

Fig. 5.1 Flowchart of the " MOSFIT" program. 
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The device structure defined in terms of doping profiles, oxide thickness 

and so on, is specified in the input file of GALENE-III , which is generated by 

the MOSFIT program. A two-dimensional doping profile is expressed in terms 

of a combination of step, Gaussian and error functions , avoiding complicated 

2-D spline functions suggested by others [94]. The one-dimensional channel 

doping Nch(x) is defined as 

N,(x) = N, exp{-( x ;,~f I} 

N ,(x) = N, exp{-( x;,~f
2

} 

N,(x)=N,exp{-( x;,x, r} 
Nch (x) = Nc (x) + N 5 (X) + Nw, 

(5.la) 

(5. lb) 

(5.2) 

(5.3) 

where Nc, Ns, N w, Xc, Dc1, Dc2,D5,Ec1,Ecl> Es ·are fitting parameters, and xs is the 

coordinate of the silicon surface. The polysilicon gate doping NP(x) is defined 

as 

(5.4a) 

(5.4b) 

where Xgs is the coordinate of gate polysilicon/gate oxide interface and Ng, 

xg, D8,E8 are fitting parameters. The two-dimensional source/drain extension 

doping NeJx) is defined as 

(5.5) 

N2 (x ,y) = ~2 exp{-( x ;:2 ) E, }•if(-Y ::2) (5.6) 

N ex (x,y) = N, (x, y) + N2 (x,y) (5.7) 
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fitting parameters. 

The inverse modeling procedure using MOSFIT is described as follows. 

First a MOSFET device structure and its doping profiles in the input file are 

expressed in terms of the above given functions using a process simulator 

output. C-V or 1-V characteristics are calculated, and the values obtained are 

compared with experimental results. Then MOSFIT calculates the error and 

the fitting parameters of those functions are changed in the input file using a 

free-software-based standard optimization program generating the new device 

structure. Then C-V or 1-V characteristics are again calculated and the values 

obtained are compared with the experimental results. These steps are iterated 

until a satisfactory convergence is obtained. We ensure that the discrepancy 

between the measurement and simulation results is reasonably small in order 

to achieve a good fitting. Finally, when MOSFIT is converged, the structure 

file contains the inversely extracted device topography and doping profile 

based on the calculated electrical characteristics. 

S.3 Extraction of a Deep Submicron MOSFET Structure 

In order to obtain a complete MOSFET structure in the deep submicron 

range, the procedure described in the previous section is applied to at least 

three different device structures. The first device structure is a large-area 

MOSFET (or MOS capacitor) to extract the gate oxide thickness and the 

doping profile inside a polysilicon gate based on C-V measurement data. The 

second device structure is a long-channel MOSFET to extract a channel 

doping profile using the body effect of the subthreshold drain current versus 

gate voltage (Jd-Vg) characteristics. The third device structure is a wide­

channel or finger-gate MOSFET to extract the source/drain profile as well as 

the polysilicon gate length using split gate-to-drain/channel capacitance 

versus voltage ( Cgd-V) characteristics. Table 5 .1 summarizes the required 

devices, measurement data and extracted parameters. 
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Table 5.1 Extracted parameters for each device and measurement data 

Device type Measurement data 

Large-area MOSFET C- V 

Long-channel MOSFET Body effect of 

subthreshold Id-Vg 

Wide-channel MOSFET Cgd-V 

Extracted parameter 

Gate oxide thickness, gate doping 

Channel doping 

Source/drain extension doping 

It is well known that quantum effects have a strong impact on the gate 

capacitance and that the Schroedinger equation should be solved self­

consistently with the Poisson equation [104]. However, since the 

Schroedinger equation solver is very CPU intensive, the quantum effects are 

ignored in our approach. Figure 5.2 shows an example of the C-V 

characteristics for a large-area n-channel MOSFET (n-channel MOS 

capacitance) calculated without quantum effects (a) and with quantum effects 

(b). In both cases, gate oxide thickness is determined by fitting the 

capacitance value at the maximum voltage in the accumulation region. Good 

agreement between simulated results and measured data is found for both 

cases in the inversion region, once the doping profile in the polysilicon gate is 

fitted . In the classical case, the quantum mechanical effect is effectively 

considered in the gate doping profile and oxide thickness value. A good fit of 

the capacitance in the inversion region ensures that the device simulation 

reproduces the correct threshold voltage and inversion layer charge. On the 

other hand, the slight deviations observed from the measured data in the 

accumulation region for the classical case can be ignored because they do not 

affect the MOSFET on-current characteristics estimation, which is our main 

goal. 

Figure 5.3 shows subthreshold ld-Vg characteristics of a 1.0- µ m 

nMOSFET, comparing the measurement and simulation results after the 

channel doping profile is extracted. This good fit guarantees the channel 

profile accuracy over a reasonable range of depth. In Fig. 5.4 source/drain 

doping profile fitting is demonstrated for the finger gate nMOSFET Cgd-V 

characteristics for different substrate bias conditions. 
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Fig. 5.2 C-V characteristics of a large-area nMOSFET comparing measurement and 

simulation results after the gate oxide th ickness and doping profile of polysi licon gate 

are determined. 

(a) Classical calculation. (b) Quantum mechanical calculation. 
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Fig. 5.3 Subthreshold Id-Vg characteristics of a 1.0- µ. m nMOSFET comparing 

measurement and simulation results after the channe l doping profile is extracted. 

(Lines: measurement results, symbols: simulation results) 
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Fig. 5.4 Cgd-V characteristics of a finger gate nMOSFET comparing measurement and 

simulation results after the source/drain dop ing profile is extracted. (Lines: 

measurement results , symbols: simulation results) 
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In the case of deep submicron MOSFETs, it is a well-known fact that 

transient enhanced diffusion (TED) causes channel impurity redistribution 

and boron pile-up occurs just in the vicinity of source/drain junction [ l 05]. 

Therefore, the channel profiles should be different from that of a long-channel 

transistor. By changing the channel profile to fit the body effect for each 

channel length, we can obtain the channel-length-dependent doping profiles. 

For example the subthreshold ld-Vg characteristics of a 0.19- µ m gate length 

nMOSFET are shown in Fig. 5.5, demonstrating a good fit between the 

measurement and simulation results. The final one-dimensional channel 

profile in the depth direction for each nMOSFET is shown in Fig. 5.6. In 

order to confirm the extracted gate length (Lpoly) value from Cgd-V 

characteristics, drain-induced barrier-lowering (DIBL) effects are also 

checked for the subthreshold Jd-Vg characteristics of each transistor. Figure 

5. 7 shows that the DIBL effect is satisfactorily reproduced from low to high 

drain voltage for the 0.19- µ m nMOSFET. 
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Fig. 5.5 Subthreshold ld-Vg characteristics of a 0.19- µ m nMOSFET comparing 

measurement and simulation results after the channel doping profile is extracted. 

(Lines: measurement results, symbols: simulation results) 

72 



In order to obtain the linear Jd-Vg characteristics for a deep submicron 

MOSFET, we must consider the parasitic resistance which occurs due to the 

contacts. In the case of a salicide process, silicide layers are formed on the 

source/drain contact regions. We include the silicide-to-silicon contact 

resistance as a low-mobility region atop the source/drain regions as shown in 

Fig. 5.8. The mobility value is determined to reproduce the ld-Vg 

characteristics in the linear regime including the body effect, the result of 

which is shown in Fig. 5.9 for the 0. 19- µ m nMOSFET. Figure 5. 10 shows the 

final two-dimensional device structure and doping profile for the 0. 19- µ m 

nMOSFET produced by our quarter-micron dua l-gate CMOS technology with 

a Co-salicide process [91]. The extracted doping and structure-related 

parameters are summarized in Table 5.2. 
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Fig. 5.6 Mid-channel doping profiles depending on the gate length. 
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Fig. 5.9 Linear Id-Vg characteristics comparing measurement and simulation results 
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Table 5.2 Extracted doping and structure-related parameters for a deep submicron 

nMOSFET (Lpoly=0.19 µ m) .Gate oxide thickness is 6.3 nm and contact resistance is 

160Q µ m. 

Gate doping 

Channel profile 

Ng(cm·3
) 

xg( µ m) 

Dg( µ m) 

Eg 

Ns(cm"3
) 

X s ( µ m) 

Ds(µ m) 

Es 

Nc(cm-3) 

xc(µ m) 

Dc1( µ m) 

E c1 

Dc2( µ m) 

Ec2 

Nw 

Source/drain extension profile 

N,(cm-3) 

x 1 ( µ m) 

D 1( µ m) 

E, 

R1 ( µ m) 

y,( µ m) 
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1.000 XI 020 

-7. 91 7 x 10·3 

8.951 x 10·4 

2.000 

-4.777Xl0 17 

0.000 

1.917 X I 0·2 

1.526 

- l.31 5X 10 17 

6.000 x 10·2 

1.000 

2.000 

9.993 x 10· 1 

l.019 

-8.000 x 10 16 

l.500 x 1020 

2.514 x 10·7 

l.588 X I 0·2 

1.998 

1.125 x 10·2 

Lpoly/2 



N 2 (cm-3) 1.784 x 10 19 

X2 (/J.ffi) 2.200 x 10-2 

D 2( µ. m) 3.305 x 10-2 

E 2 1.842 

R1 ( µ. m) 3.244 X 10"2 

Y2( µ. m) Lpoly/2+0.02 

5.4 Saturation Drain Current and Substrate Current 

Based on the extracted deep submicron nMOSFET structure, the carrier 

transport in the high tangential field regime is investigated. Figure 5.11 shows 

the saturation drain current versus drain voltage (Id-Ve/) characteristics of the 

0.19- µ m gate length nMOSFET, comparing the measurement and simulation 

results using the GHDM implemented in GALENE-111. In this simulation, the 

saturation velocity in the inversion layer is set to be the experimental value of 

9.23 X 106 cm/s obtained by Cooper and Nelson [102]. This value was derived 

by a time-of-flight experiment using a large resistive gate MOSFET. Recently, 

a UC-Berkeley group has reported slightly lower values using thick gate oxide 

bulk and silicon-on-insulator (SOI) MOSFETs. These values range from 8.1 

X 106 cm/s to 8.9 X 106 cm/s [103]. Therefore, the value at which the 

saturation velocity is set may be slightly controversial, but our results 

strongly suggest that the value obtained by Cooper and Nelson is reasonable. 

The detail of the carrier transport model in MOSFETs will be discussed in the 

next chapter. 

The substrate current characteristics of the same MOSFET, calculated by 

our full -band Monte Carlo device simulator FALCON are shown in Fig. 5.12 

[ 106]. It is worth noting that our impact ionization model has been tuned to 

reproduce experimental results for the bulk impact ionization coefficient and 

quantum yield [ 107, I 08], and thus does not include any device-dependent 

fitting parameters. The good agreement between the simulation and 

experimental results for the drain and substrate current without any further 

fitting demonstrates the high quality of the device structure and doping 

profile obtained using our inverse modeling technique. The inverse modeling 
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technique bas been successfully applied to other devices with quite different 

device structures shown, for example, in [ 108]. 

The details of the full-band Monte Carlo device simulator FALCON will 

also be discussed in the next chapter. 
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Fig. 5.11 Jd-Vd characteristics comparing measurement and simulation results using the 
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symbols: simulation results) 
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5.5 Device Characteristics Prediction 

In this section we demonstrate that our inverse modeling technique is not 

only able to reproduce experimental results but is also able to predict l-V 

characteristics of differently processed devices [95). In Figs. 5.13 and 5.14, 

the predicted and experimental values of J-V characteristics for saturation 

drain currents and substrate currents are shown for a device with a 

source/drain extension implant dose ten-times lower than that of the 0.19- µ 

m gate length nMOSFET. The device structure is the same as that of the 

above-mentioned device with the exception of the peak values N1, N2 of the 

Gaussian functions (eqs. (5.5) and (5.6)), which are decreased to one-tenth of 

those for the 0.19- µ m gate length nMOSFET, having a gate oxide thickness 

which is proportionally changed using optical measurement data after the gate 

oxide growth. Based on this predicted device structure, the simulation 

reproduces the terminal current voltage curves very well. Though it has not 

been shown here, similar results are obtained when the channel implant dose 

is changed [95]. Thus it is possible to determine device structures under 

different process conditions without any further inverse modeling, removing 

one of the main obstacles of device optimization based on inverse modeling. 
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Fig. 5. 13 ld-V d characteristics comparing measurement and predicted simulation results 

using the GHDM by GALENE-III for a different 0. 19- µ m nMOSFET of which 

source/drain doping concentration is scaled to one-tenth. (Lines: measurement results, 

symbols: simulation results) 
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5.6 Conclusions 

The proposed inverse modeling technique is simple, because it is based 

on simple analytical functions for the doping profile available in standard 

device simulation programs. On the other hand, it is flexible, because the 

different parts of the doping profile arc extracted independently. Based on the 

resulting device structure, device simulation yields good results not only for 

the linear regime but also for the hot-carrier regime for which no fitting was 

carried out. In addition, it is possible to vary the device structure to model 

devices processed under different conditions. Good agreement between the 

simulation and experimental results is found for these devices without any 

further inverse modeling. This makes it possible to use the extracted device 

structure for device optimization or the investigation of device parameter 

fluctuations. 
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Chapter 6 Carrier Transport in MOSFETs 

6.1 Introduction 

To design high performance deep submicron MOSFETs, it is important 

to understand carrier transport phenomena in MOSFETs with the consistency 

of physical models compared to observable electrical characterist ics, 

especially in the high-field or hot carrier transport regimes. The carrier 

transport behavior in MOSFETs can be described by the Botlzmann transport 

equation (BTE) for electron and/or hole gas in crystalline silicon. Although 

the original BTE was presented by Boltzmann to describe the behavior of 

classical gas more than one hundred years ago, it can be applied to the 

quantum mechanical elementary particles, or the electrons and holes in 

modern semiconductor devices [ l 09]. 

Among three terminal semiconductor devices silicon MOSFET is so­

called a surface device. A conductive channel region is induced by a gate 

capacitance between source and drain pn-junctions. In the channel region 

electrons (nMOSFET) or holes (pMOSFET) flow from the source (grand) to 

the drain according to a supply voltage. Near the source of an enhancement 

MOSFET, the inversion layer acts as the channel , but the channel depth 

gradually diminishes along the channel. Beyond a pinch-off point the channel 

disappears and the carriers flow like those in bulk silicon. Therefore, in order 

to describe the carrier transport behavior in MOSFETs, both two-dimensional 

and three-dimensional electron or hole gas should be characterized . Moreover, 

the channel carriers are scattered by donor or acceptor ions, lattice phonon 

and surface roughness irregularity. In the vicinity of the drain junction very 

high-electric field exists and causes impact ionization (II) scattering. These 

scattering mechanism are inherently important to describe the carrier 

transport behavior or the terminal current voltage characteristics in 

MOSFETs. 

This chapter discusses the carrier transport phenomena based on the BTE 

by investigating several approaches to tackle the transport models and clarify 

which model should be used to describe electrical behavior of deep submicron 

MOSFETs. In the next section, some approaches to solve the BTE are 

discussed and especially the hierarchy from Monte Carlo particle-based model 
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to fluid-based models, mainly from the viewpoint of non-equilibrium 

transport, is focused . Then, in the third section some controversial arguments 

of impact ionization models are discussed and clarified, followed by the final 

conclusion section. 

6.2 Modeling of Carrier Transport in MOSFETs 

Basic equations to describe the carrier transport in silicon are the BTE, 

Poisson equation and Schroedinger equation . The last one is only needed 

when an inversion layer exists and electrons or holes behave as two­

dimensional gas. Among these equations the BTE is the most important and it 

describes the distribution function f (r ,k ,t) as follows : 

I!+ di V ,f - qE(r, t)V ff =(!!) , 
a dt a Coll 

(6.1) 

where r is the position vector, k is the momentum vector, q is the electron 

charge, t is time, Eis external electric field and "Coll" means the collision 

term by scattering. In order to solve this equation the most accurate way is the 

Monte Carlo (MC) particle method. The BTE is self-consistently solved with 

the Poisson, and in some cases, Schroedinger equations. 

6.2.1 Particle-Based Model 

Recent dramatic improvement of MC approach can make it possible to 

consider MC simulators as an engineering tool [110-112] . The sophisticated 

MC simulators contain accurate enough physical models to describe the 

carrier transport in silicon MOSFETs. Not only the full-band (FB) structure 

obtained by the pseudo-potential method but also impurity-carrier scattering, 

phonon-carrier scattering, surface roughness scattering and II scattering 

models are implemented. As a result, as far as the carrier transport in bulk 

silicon is concerned, there is no large discrepancy for the electron-phonon 

scattering rates and impact ionization rates derived from various MC 

simulators [ 113]. Even a CPU time problem has been resolved by combining a 

statistical enhancement technique like the multiple refresh method [ 114, 115 ], 

and a suitable convergence estimation method if self-consistent calculation 
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with the Poisson equation 1s not necessary m such a case as to calculate 

substrate currents [ 112, 116, 117]. 

6.2 .1. l Full-band Monte Carlo device Simulator - FALCON 

Now, the sophisticated approach to reduce calculation time in the FB­

MC device simulator FALCON [112] is described . The most CPU intensive 

part of calculation for scattering events in FB-MC simulation is the selection 

of the final state in k-space after the scattering process and final energy band 

have been decided. The time is spent mainly to find the final tetrahedron in 

the grid of the discretized FB structure. The probability of selecting a certain 

tetrahedron, or the discretized k-space volume, is proportional to the 

transition rate integrated over all possible final states contained in the 

tetrahedron. In [118], the transition probabilities (TP) are calculated for all 

possible tetrahedra and the final tetrahedron is selected with the direct method, 

or by gathering all possible probabilities however they may be small [ 119] . 

This method consumes large amounts of CPU time, because the calculation of 

the TP is CPU intensive and the number of possible final tetrahedra is very 

large. By using the acceptionlrejection (AIR) method [ 119], instead of the 

direct method, the CPU time consumption can be reduced. With this method a 

final tetrahedron is selected by choosing one of the possible final tetrahedra 

with uniform probability which plays a threshold-like role . The selected 

tetrahedron is accepted, if its TP is larger than the upper bound of the TP 

times a uniformly distributed random number. Instead of calculating the TP 

for every possible final tetrahedron, in the case of the AIR method, the TP is 

calculated only for the selected tetrahedra. The number of AIR events is g iven 

by the ratio of the upper bound of the TP to the average TP. As long as this 

ratio is smaller than the number of possible final tetrahedra, the AIR method 

is faster than the direct method because the TP is evaluated less frequently . 

This is the case for the scattering models given in [1 20] for which in average 

less than 11 AIR steps (evaluations of the TP) are necessary. Since this 

number is much smaller than the number of possible final tetrahedra, which is 

usually in the hundreds or thousands, the AIR method is faster than the direct 

method without any approximation. 

The upper bound of the TP can be calculated easily for the employed 
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scattering models [ 120], because the TP is proportional to the density of states 

(DOS) in each tetrahedron which depends only on energy. In the beginning of 

a simulation an energy dependent look-up table is built which contains the 

maximum DOS of the set of possible fi nal tetrahedra for the given energies. 

Moreover, lists are built of all tetrahedra containing certain final energies. 

With these lists, which are of the size of a few MBytes and built only once, it 

is quite simple to select a final state. In Fig. 6.1 the method is shown for a 

scattering process with a constant final energy. Generalization to a 

momentum-dependent final energy is straightforward and does not necessari ly 

impair efficiency. The same is true for a more complex momentum 

dependence of the transition rate or a higher number of final tetrahedra 

resulting from a finer grid in k-space, as long as the ratio of the upper bound 

of the TP to the average TP is not increased. 

Get list of all 
tetrahedra 

containing the final 
energy £ from table 

Get Max{DOS(e)} 
from table 

Select a tetrahedron 
i from list with 

uniform probability 

yes 

Select final state 
within the selected 

tetrahedron 

Fig. 6.1 Flowchart of the acceptance/rejection method for the selection of the final state 

after scattering (random number r uniformly distributed in [O , 1]) 
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The combined use of the AIR method for the selection of the final state 

after scattering and the linear interpolation of the FB [ 111] together with the 

variable 1 -scheme (the way to change the highest scattering rate depending 

on the carrier energy to reduce self-scattering event) [ 121] and the efficient 

formulation of the scattering processes [ 120] makes the program much faster 

than other FB-MC approaches [110, 119] without a loss in physical soundness 

or numerical accuracy. The AIR method for the selection of the final state is 

so fast that less than 10% of the CPU time for a device simulation is spent for 

finding the final states, thus making, for example, the stringent approximation 

of cellular automata [122] unnecessary. 

In the case of non-self-consistent FB-MC device simulations 

[ 116, 117, 123] the simulation particles are uncorrelated and the convergence 

can be estimated with standard textbook formulas [ 116, 117, 124]. The average 

substrate current (I) and its standard deviation a are: 

- I N -2 1 [ I N 2 -2] 
I=-II; and a =---II; -I , 

N i=I N -1 N l= I 

(6.2) 

where I; is the substrate current generated by the particle i. From the central 

limit theorem it follows that the distribution function of I approaches a 

Gaussian distribution (124] and the probability (confidence level Peon) that I 

is within the confidence interval of + 2 a around the expected value of I is: 

Peon ::::1 .J 1 
_ 2 f:o:exp(- x2

2 )dx = 95.45% 
2rca 2a (6.3) 

Using the relative error r err== 2 a I I the simulation runs are stopped when a 

relative error of + I 0% (with a probability of 95.45%) has been reached. 

6.2.1.2 Simulation Results by FALCON 

Figure 6.2 shows the substrate currents of a 0.18- µ m and 1.0- µ m 

nMOSFET calculated by FALCON and experimental results. The MOSFET 

structures including the doping profiles are determined by the inverse 

modeling technique as described in Chapter 5. The simulations have been 
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performed without any statistical enhancement method, and the CPU times are 

for a Super SPARC workstation. To our best knowledge these CPU times are 

the smallest ones achieved on an ordinary workstations for FB-MC 

si mulations so far compared to other works [ 11 J, 125). 
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Fig . 6.2 Substrate current and CPU times for (a) a 0.18µm nMOSFET and (b) a ·l.Oµ 

m nMOSFET for different drain voltages. (Lines : experiment, Symbol: FB-MC 

simulation) 
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6 .2 .2 Fluid-Based Model 

As MOSFET is inherently a surface device, the carrier transport not only 

in the bulk but also at the surface should be accurately modeled. When the 

inversion layer is modeled rigidly, the Schroedinger equation in addition to 

the BTE and Poisson equation should be solved self-consistently. This 

situation still causes the largest problem of the MC method, or the CPU time 

burden. Therefore, as engineering tools we should use both FB-MC particle­

based and fluid-based device simulators. 

6.2.2. l Hydrodynamic Model versus Energy Transport Model 

To solve the BTE based on the fluid model , there are two approaches, an 

equilibrium way and a non-equilibrium way. The former is the so-called 

drift-diffusion (DD) model. It is useful if the carrier temperature is low 

enough to be nearly equal to that of the lattice, but it cannot be applied to 

deep submicron MOSFETs in high tangential field operation regime. The 

latter approach contains two major non-equilibrium approximation methods. 

These were believed to be suitable to solve the non-equilibrium carrier 

transport in the case of deep sub micron MOSFETs when carrier temperature is 

far higher than the lattice temperature. In both approaches the BTE is 

multiplied by powers of the momentum and integrated over momentum space 

to result in "balance equations". The first one was originated to Stratton and 

called energy transport model (ETM) or energy balance model (EBM) [ 126]. 

The second one was proposed by Blotekjaer and called hydrodynamic model 

(HDM) from the analogy of fluid dynamics [ 127]. The difference of these 

approaches is already discussed by Apanovich et al . including terminology 

comments for the ETM and EBM (128]. To solve the problem of the standard 

or conventional HDM, the ETM was suggested as a better alternative 

[ 128, 129]. (Here, the term ETM is used as the same as EBM.) However, the 

applicability of more sophisticated version of HDM or the generalized 

hydrodynamic model (GHDM) [99] was never discussed in detail. Therefore, 

in the next subsection this dissertation shows the difference of the GHDM 

compared to other conventional HDM or ETM and clarifies the usefulness of 

the GHDM to describe the carrier transport in deep submicron MOSFETs. 
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6.2.2.2 Generalized Hydrodynamic Model 

To avoid too strong velocity overshoot near the drain junction suffered 

by the conventional HDM, the convective term or the thermal diffusion 

current term is omitted in the case of the ETM [128, 129]. At a glance, this 

assumption seems to be reasonable because the singularity of the carrier 

velocity at the drain side is eliminated . But this situation is often 

demonstrated by using a one-dimensional simple n+ -i-n+ diode as a test device. 

We must remember that MOSFET is never one-dimensional but at least two­

dimensional device even in the case of a long width transistor. The heated 

carriers in the vicinity of the drain junction act as a heat source for the 

thermal diffusion (convective) current, and it flows from the drain not only to 

the source but also to the substrate in addition to the heat flux (conductive) 

current. To the contrary, in a one-dimensional n+-i-n+ diode the electrons by 

the thermal diffusion current as well as heat flux only flow from the drain to 

the source. We can never estimate the deep penetration feature of hot carrier 

distribution toward the substrate at the vicinity of the drain junction. 

Therefore, the n+ -i-n+ diode is not a suitable test device to check the model 

accuracy of the carrier transport in MOSFETs. In order to testify the accuracy 

of the models, MOSFET itself must be used. 

The most important standpoint of the GHDM is that it tries to solve the 

problems encountered in the conventional HDM without neglecting the 

thermal diffusion current term. Too high carrier temperature or too large 

velocity overshoot found in the conventional HDM is mainly caused by the 

parabolic band approximation. Real band structure of silicon is neither 

parabolic nor uniform. This means that the effective mass of an electron can 

never be expressed by a single scalar quantity, but that it must be a tensor 

value and that carrier temperature can never be defined uniquely. Moreover, 

in the case of the conventional HDM the heat flux is estimated too large 

resulting in deep carrier penetration toward the substrate at the vicinity of the 

drain junction. To overcome these problems, from highly heuristic insight that 

the electrons in crystalline silicon still behave like classical uniform gas [130], 

sophisticated modifications for the balance equations were developed based 

on the following key features ; 

a) The carrier temperature is redefined by kinetic energy, not by average 
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energy or band energy. 

b) In order to express the kinetic energy, the effective mass of electron is 

defined by the average of an effective mass tensor trace. 

c) By using these modified scalar temperature and effective mass, relaxation 

times for momentum, energy and energy current flow are redefined. 

d) The Wiedemann-Franz low for thermal conductivity is modified by a factor 

of the redefined relaxation time ratio between the energy current flow and 

momentum. 

These modifications seem to be tricky and may arouse some 

controversial issue concerning their physical meaning. However, these 

modified parameters are directly obtained by MC simulators using a simple 

bulk test device [99], and, of course, a FB-MC device simulator can also be 

used for such a purpose [131]. Once those parameters are fixed , the numerical 

approach for the conventional HDM based on relaxation time approximation 

is extensively applied to solve the balance equations for the GHDM. The 

appropriateness of the GHDM should be checked by MOSFET electrical 

characteristics. 

For the carrier transport m the channel or the inversion layer, the 

Schroedinger equation should be solved in addition to the Poisson and balance 

equations. Otherwise, as an alternative way, the inversion layer mobility can 

be semi-empirically expressed m the balance equations based on 

Matthies sen-rule like expression [ 100, 10 I]. In this case the effective field 

dependent universality of low tangential field drift mobility should reproduce 

experimental results. This requirement guarantees the accuracy of impurity 

scattering, phonon scattering and surface roughness scattering models for the 

inversion layer mobility. Moreover, the inversion layer mobility should 

consistently reproduce high tangential field dependent carrier velocity 

obtained by experiments. Although this approach is not rigorous to describe 

the carrier transport in the inversion layer, the applicability should again be 

checked by MOSFET itself 

6.2 .2 .3 Guarantee of Simulation Accuracy by GHDM 

As already shown in the previous chapter, if we can identify accurate 

device structure as well as doping profiles in MOSFETs, the saturation drain 
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currents are well simulated with a good fit to experimental results . Even, we 

can predict ld-Vd characteristics for differently processed MOSFETs once we 

use a well-defined device information based on inverse modeling as far as the 

device structure is not completely different . These results clearly demonstrate 

the accuracy of the GHDM approach because no fitting on device level such 

as the manipulation of doping profile, gate oxide thickness, gate length to 

reproduce experimental results is introduced. Only one fitting parameter is the 

saturation velocity for the inversion layer, but it was set to be the value 

obtained by a quite different experimental way, or the time-of-flight 

measurement. This fact is another proof to guarantee the physical models 

implemented in the GHDM approach. Of course, there is still uncertainty to 

extend the GHDM to sub-0.1- µ m gate-length regime, at least the GHDM can 

be applied to subquarter micron gate length nMOSFETs. 

6.3 Impact Ionization in MOSFETs 

In deep submicron MOSFETs the high electric field near the pinch-off 

point makes the carrier energy higher and so-called hot carriers are generated. 

They induce II scattering and generate electron-hole pairs. These hot carriers 

are the source of MOSFET reliability problems and there is always trade-off 

between higher drain current and shorter device lifetime induced by the hot 

carriers. Therefore, to utilize the maximum performance of MOSFET the 

reliability edge for the best performance point should be detected as precisely 

as possible. For this purpose the FB-MC device simulator is the most 

powerful tool to investigate the hot carrier properties. It is well known that 

nMOSFET substrate current originates from the holes generated by II at the 

vicinity of the drain junction and is a very good monitor to guarantee the 

device lifetime. Concerning the II phenomena, recent FB-MC simulators 

contain a state of the art model which has been tuned to reproduce 

experimental results for the bulk impact ionization coefficient and quantum 

yield (106, 125]. Electric field distribution in a MOSFET is in between these 

two extreme cases as shown in Fig. 6.3. Therefore, the accuracy of the model 

should be guaranteed by observable electrical characteristics such as substrate 

current of MOSFET. 
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Fig. 6.3 Schematic potential and electric fields for the II coefficient (left), at the 

Si/Si02-interface of a MOSFET (center) and for the quantum yield experiment (right) . 

6 .3 . 1 Impact Ionization Models 

In the case of fluid-model-based device simulators, the II models can be 

implemented in the balance equations. The local field model based on 

Chynoweth's approximation [132] is the oldest and simplest. In this case, the 

electron II generation rate G11 is expressed : 

Gu= a (P)ljn(P)I 

a (P)= a coexp(-E)E(P)) , 
(6.4) 

(6.5) 
where P is a point in space, a co, Ec are parameters and j" is the electron 

current density. Chynoweth ' s approximation (eq. (6.5)) describing a as a 

function of the local electric field is well justified in silicon under nearly 

homogeneous material and field conditions with doping independent 

parameters a CX> and Ec over a large range of field strength. 

However, inside a MOSFET the electric field is strongly inhomogeneous 

so that the approximation (6.5) becomes very poor. In order to overcome this 

problem, local temperature model and non-local lucky electron model have 

also been proposed. The local temperature model expresses the II generation 

rate as a function of local carrier temperature, and the lucky electron model 

treats hot electron as a non-locally unscattered lucky carrier that gained 
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higher energy from external field than the average energy. Especially, the 

non-local lucky electron model contains the hard threshold model and the soft 

threshold model. The II energy in silicon shows no abrupt threshold because 

of indirect transition nature between valence and conduction bands caused by 

its band structure. As far as the electric field is much higher than the II 

threshold, the hard threshold model can be applied without any serious 

problem. But, when supply voltage is low enough for the electric field to be 

around the threshold, the hard threshold model can no longer reproduce 

experimental results. By using the soft threshold model, low voltage impact 

ionization around the impact ionization threshold regime can be investigated 

[ 107]. Nevertheless, in this chapter the detail of these II models using fluid­

based models will not be discussed because the most accurate II model is 

based on the particle-based FB-MC model. 

6.3.1 Surface Impact Ionization 

The term surface II was introduced in [ 13 3] and describes the effect that 

the II coefficient in the vicinity of the Si/Si02-interface in MOS devices 

seems to be reduced. In Fig. 6.4, II coefficients for CCDs (charge coupled 

device) and MOSFETs are shown which were obtained by reverse engineering 

based on the local-field-DD model [133]. Comparison with the bulk case 

reveals a considerable reduction of the II coefficient close to the interface. 

Different reasons are given for this effect and they will be discussed in the 

following. 

In [ 133 , 134] the difference between surface and bulk II is attributed to 

the reduced mean free path of the carriers in the vicinity of the interface. 

Within the lucky electron concept (135] the critical field in Chynoweth's law 

in eq. (6.5) is inversely proportional to the mean free path A.: 

Ee== E rnl(q A) , (6.6) 

where q is the electron charge and E TH the threshold energy. A reduction in 

the mean free path, due to the enhanced scattering at the surface, results in a 

larger critical field and a reduced II coefficient. In the FB-MC model the 

mean free path at the MOS interface is smaller due to surface roughness 

scattering. But it has been doubted [125], that this effect is responsible for the 

strong suppression of II in MOS devices. In Fig. 6.5 substrate current 
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modeling results are shown, which were calculated with and without surface 

roughness scattering, and the observed differences are far too small to explain 

the effect of surface II seen in Fig. 6.4. 
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Fig. 6.4 II coefficient versus inverse electric field for bulk silicon (solid line) as given 

by van Overstratton, fo r MOSFETs (dashed line) and CCDs (dotted line) by Slotboom 

[133] and FB-MC results (symbol ). 
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Fig. 6.5 Substrate current versus gate voltage for the shallow source/drain extens ion 

0.16 µ m-nMOSFET (Vd=l.5,2.0,2.5,3.0,3.5V). (Lines: measurement, 0: FB-MC with 

surface roughness scattering, + FB-MC without surface roughness scattering) 
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To continue exploring the reasons for the different findings in [133] and 

tn this work, the CCD experiment of (133] is re-investigated. The lateral 

electric field given in [133] for case B of the CCD experiment and the 

corresponding spatial II generation rates are shown in Fig. 6 .6. The generation 

rates have been calculated with the local field (LF) model with the bulk 

parameters, the local field model with the surface II parameters of [ 13 3] and 

the FB-MC model. In [133] it is stated that the local field model can be 

applied to this case, because the electric field does not vary much over 

distances comparable to one mean free path length which is in the order of 10 

nm. Our FB-MC results, which are based on the best microscopic II model 

available today, show that this statement is not correct. If it were correct, the 

results of the local field model with bulk parameters and FB-MC should be 

the same for the field distribution in the CCD experiment since FB-MC 

reproduces the bulk results under homogeneous conditions (see Fig. 6.4) . But 

as shown in Fig. 6. 7 the maximum .FB-MC II generation rate is strongly 

reduced compared to the local field model with bulk parameters showing that 

the local field approximation fails for the rapidly varying electric field 

present in the CCD. The local field approximation is only valid, if the electric 

field is nearly constant over the distance, which the electrons have to cover to 

gain the energy necessary for II . The threshold energy of II is at least the gap 

energy (1. leV). To gain this energy from the electric field given in Fig. 6 .6 

the electrons have to travel along a distance of more than 70 nm, along which 

the electric field varies strongly (roughly a factor of 2). Therefore the 

condition of the nearly constant electric field is violated and the local field 

approximation fails . 

By reducing the II coefficient (switching from bulk to surface II) the 

local field model can reproduce the reduction of the II rate (This effect has 

been discussed in detail for exponentially growing fields in [ 13 6, 13 7]), but 

the microscopic details are still poorly represented (see Fig. 6.6). The local 

field model can neither reproduce the threshold characteristics of II nor the II 

generation rate in the field free space on the right side. The experimentally 

accessible multiplication factor can be calculated by integrating the 

generation rate over the device area, and in Fig. 6. 7 the results are shown for 

the three different II models . For comparison the experimental results of [133] 

are shown. (The assumed electric fields may not exactly reproduce the 
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original ones of [ 133] . Nonetheless, the electric fields are similar to the ones 

of [133] and it is clearly shown that the local fie ld model fails due to the 

nonlocal nature of the transport caused by these strongly inhomogeneous 

electric fields.) The results of the local fie ld model relying on surface II 

parameters agree well with the ones of the FB-MC model while the local field 

model with bulk parameters yields consistently higher values. This means that 

the suppression of the II coefficient in the case of the local field model is 

necessary to counterbalance the overestimation of the II generation rate 

caused by the failure of the local field model under inhomogeneous field 

conditions. The effect of surface II found in [133] is therefore due to the 

inadequate local field model and not due to a difference of physics in bulk 

si licon and at the surface of MOS devices. 
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Fig. 6.6 Electric field (solid line) and II generation rate for the case B of the CCD 

experiment [ 133] calculated with the LF model based on bulk parameters (dotted line), 

based on surface parameters (dashed line) and FB-MC results (dashed dotted line). 
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Fig. 6.7 Multiplication factor for case B of the CCD, measured (solid line) [133), 

calculated with the LF model based on bulk parameters (dotted line), based on surface 

parameters (dashed line) and FB-MC results (symbol). 

In [125] a theoretical model for II in nMOSFETs is proposed which 

considers the quantization of the inversion layer. It is found that the II 

coefficient in the inversion layer decreases with increasing electric field 

perpendicular to the interface. For very high electric fields perpendicular to 

the interface and under otherwise homogeneous conditions this II coefficient 

is similar to the results found in [13 3] (see Fig. 11 of [125]). But the situation 

in a MOSFET is different, because II mainly occurs behind the pinch-off 

point, where the electric fields are too weak for a considerable confinement of 

the carriers. In Fig. 6.8 the average value of the confining field, at the 

position where II occurs is shown for the shallow source/drain extension 

nMOSFET. Only confining (positive) electric fields perpendicular to the 
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interface (Ever) are taken into account and the average field (Ea ve) is defined as 
follows: 

f Ever (x, Y 'f:>(Ever (x, Y ))G(x, Y )dxy 
E.,, = fG(x,y)dry 

(6.7) 
where G is the II generation rate. Only in the case where the gate voltage is 

larger than the drain voltage does a substantial confining field arise. But these 

fields are still small compared to the fields necessary to reproduce surface II 

with the model proposed in [ 125] . Moreover, the strong dependence on the 

confining field implies that the effect should be negligible for small gate 

voltages. This is in contrast to the effect of surface II which reduces substrate 

current even for gate voltages near the threshold voltage. This means that the 

genuinely new effect proposed in [125] does not explain surface II as 

described in [133] and is only of minor importance regarding the problems 
discussed in this work. 
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Fig. 6.8 Confining electric field averaged with the II generation rate for the 0.16 µ m­

nMOSFET. 
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Another explanation for surface II is mechanical stress at the interface 

due to the formation of the oxide. The magnitude of the stress should vary 

with the oxide thickness and accordingly the impact on II . Since the reported 

FB-MC simulations are in close agreement with experiment for the full range 

of oxide thickness (5 . 3-42 nm) without accounting for mechanical stress [ 13 8], 

it has to be concluded that the impact of this stress on II seems to be a minor 

one. The same can be said for other unknown effects which might depend on 

the specific process technology. The investigated devices belong to three 

distinctly different technology generations (256KBit , J 6MBit, lGBit) and 

good results are obtained by above-mentioned FB-MC simulations, 

irrespectively of the technology and without any fitting of model parameters 

on device level [107, 138]. 

6.4 Conclusion 

To design deep submicron MOSFETs, especially in hot carrier transport 

regimes, accurate physical models must be implemented in device simulators. 

For such a purpose, we need particle-based FB-MC simulator for hot carrier 

analyses and fluid-based GHDM device simulator for saturation drain current 

estimation. 

By using the FB-MC model as physical reference it could be 

demonstrated that the surface II effect is an artifact that appears only when 

MOS substrate currents are described with II models which are not predictive, 

because their physical base is not sufficiently sound . In addition, it was 

possible to refute the various explanations given for surface II in the literature 

by investigating them with the FB-MC model. Besides, this suggests that 

today's understanding of electron II is fundamental enough for predictive 

device simulation . 
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Chapter 7 Physics-Based MOSFET Design 

7.1 Introduction 

As the microfabrication technology has brought the quarter to subquarter 

micron era, MOSFET performance in CMOS technology has caught up with 

that of silicon BJT from the viewpoint of cutoff frequency or basic inverter 

delay. This is mainly attributed to the deep submicron channel length that is 

reached around I 00 nm. To realize high-speed ULSI as a system-on-a-chip, 

higher driving capability for loaded capacitances, especially for wiring, and 

lower power dissipation for practical cooling instruments and/or longer 

battery operation for mobile computing are strongly required. To this end 

larger transconductance or higher saturation drain current should be realized 

at lower supply voltage for the modern CMOS technology, that directly 

demands smaller process margins. Moreover, as the semiconductor industry 

matures, huge investment for a new fabrication line with a larger wafer 

diameter is becoming a high-risk-taking burden. Therefore, the systematic 

MOSFET design for the next generation CMOS technology in a cost 

competitive way is one of the most important concerns that the industry is 

facing. 

Based on rnverse modeling and physically accurate device simulators 

using particle- and fluid-based models, we can design MOSFETs for the next 

generation to satisfy required device electrical specifications. Deep 

submicron channel length with larger drain current accompanies higher 

tangential field that directly causes hot carrier-induced problems such as the 

device performance degradation even at lower supply voltage. Hence, the 

reliability edge for the highest driving capability should be accurately 

detected to maximize the break-even point for performance/lifetime tradeoff. 

For this purpose the full-band Monte Carlo (FB-MC) device simulation is 

inevitable, and to predict the saturation drain current with reasonable CPU 

time, the generalized hydrodynamic model (GHDM)-based simulation is also 

unavoidable. In this chapter, some examples for hot carrier analyses and 

saturation drain current design for subquarter micron MOSFETs are 

described . 
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7.2 Hot Carrier Effects of nMOSFET 

By usmg the FB-MC device simulator, not only observable substrate 

currents but also unobservable hot carrier distributions or other physical 

quantities can be analyzed. Figures 7 .1 and 7 .2 show the hot electron and hot 

hole distributions for a 0.16- µ m-metallurgical-channel-length nMOSFET at 

the supply voltage of 2.5V. Hot electrons are mainly distributed just inside 

the drain junction beneath the gate electrode. This means the hot electron 

damages mostly occur inside the drain junction under the gate electrode. To 

increase the saturation drain current, instead of conventional LDD (lightly 

doped drain), highly doped source/drain extension structure is adapted in the 

quarter micron CMOS technology. As shown in Fig. 5.10 derived by the 

inverse modeling technique, the surface impurity concentration approaches 

almost to 1 X 1020 /cm3
• Therefore, the electric field at the vicinity of the drain 

junction is no longer reduced unlike the case of an older LDD structure. On 

the other hand, not many hot electrons are distributed under the sidewall 

spacer outside the gate electrode. This suggests that typical degradation 

mechanism caused by the LDD structure does not occur in the case of the 

source/drain extension structure. Moreover, we can find broad distribution of 

hot holes in the middle of the channel. As it is known that the activation 

energy of hole to produce interface state is much lower than that of electron, 

these rather warm holes may play an important role for device performance 

degradation. Figure 7 .3 shows the impact ionization (II) generation rate 

distribution caused by (a) channel electron and (b) secondary hole. Although 

the amount of hot holes is smaller than that of hot electrons, they are mainly 

located in the middle of the channel. If there might be increase of interface 

state at this portion, surface-scattering-induced mobility degradation may 

cause drain current decrease. 

In Fig. 7.4 the currents of electrons and holes with certain energies 

hitting the Si/Si02 -interface of the 0.16- µ m- and 0.18- µ m-channel-length 

nMOSFETs are shown [95]. The bias conditions are the ones of maximum 

stress in the allowed bias range (Vgate = 1.5V and Vdrain = 2.75V). The shift 

in the distributions for the 0.18- µ m device towards the drain (the poly-gate 

edge is at y = 0.11 µ m) reflects the increase in effective channel length 

because it is made by ten times lower source/drain extension implant dose 
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compared to the 0.16- µ m device. The lower peak values of the particle 

currents due to the field reduction are also caused by the lower doping 

concentration in the source/drain extension of 0.18- µ m device. The decrease 

is the strongest for the high energetic electrons, which are thought to play a 

crucial rule in the hot carrier degradation process. In addition to this effect, 

hot and warm holes are increased for the 0.16- µ m device with the higher 

source/drain extension implant dose. The interface state generation 

mechanism caused by these holes should be investigated in future. 
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Fig. 7. I Electron distribution in a 0.16 µ m-nMOSFET at different energy level. 

(Vd=2.5V, Vg=l .5V, axes unit:µ m, contour line unit: cm·3, dashed line denotes pn­

junction) 
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Fig. 7.2 Hole distribution in a 0.16 µ. m-nMOSFET at different energy level. (Vd=2.5V, 
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Fig. 7 .4 Currents of electrons and holes with certain energies hitting the Si/Si02 

interface for the 0.18 µ m- (dashed line) and 0.16 µ m- (solid line) nMOSFETs. 

7 .3 Physics-Based MOSFET Design 

To extract the highest performance of MOSFETs, not only hot carrier 

effect, but also short channel effects must be taken into account. The 

optimization of threshold voltage (Vth) roll-off is the most important topic 

among the short channel effects because the process margin to keep the Vth 

roll-off small enough directly restricts CMOS circuit performance. To 

increase the saturation drain current with less threshold voltage roll-off, so­

called channel engineering should be considered. There are roughly two 

approaches for the channel engineering, or one is the steep-retrograde channel 

profile and the other is the higher peak concentration profile at the channel 

surface as shown in Fig. 5.6. The advantage of the former is discussed as in 

[ 139], but this profile is not always suitable to prevent the short channel 
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effect or the Vth roll-off. By usmg GHDM implemented in GALENE-III, 

simulations are performed to clarify which approach is suitable for a 0.13- µ 

m CMOS technology. 
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Fig. 7 .5 Simulated (a) Ion and (b) D. Vth versus poly-gate length characteristics for four 

kinds of nMOSFET. (A: surface peak channel with source/drain extension xj=0.05 µ m, 

B: surface peak channel with source/drain extension x
1
=0.03 µ m, C: steep retrograde 

channel with source/drain extension X/=0.05 µ m, D: steep retrograde channel with 

source/drain extension x
1
=0.03 µ m) 
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Figure 7 .5 shows the comparison between these two channel profiles 

combined with two kinds of source/drain extension junction depth (x1=0.03 

and 0.05 µ m) for (a) the saturation drain current (Ion when each off current is 

limited to lnA/ µ m) and (b) Vth roll-off (Ll Vth defined as the threshold 

voltage difference when poly-gate length is 10% reduced) as a function of the 

physical poly-gate length (Lpoly)[140]. These results clearly show that the 

surface peak channel with the shallower source/drain extension junction is 

superior to the steep-retrograde channel profile with both deep and shallow 

source/drain extension junction from the viewpoint of higher drain current 

with less Vth roll-off. It is because the surface peak channel profile can 

achieve higher pinch-off voltage that directly brings higher driving current, 

and the shallower source/drain extension improves the Vth roll-off. Moreover, 

in the saturation regime, impurity scattering is no longer dominant limiting 

factor for drain current even in the higher channel concentration at the surface 

although one of the reasons to use the steep retrograde channel profile is to 

avoid the impurity scattering [139]. From this result, we can understand the 

importance to realize shallower source/drain extension junction compared to 

the manipulation of channel doping profile. 

7 .4 Conclusion 

By using the physically precise particle-based and fluid-based device 

simulators, the next generation MOSFET structure has been analyzed. The 

tradeoff between the device performance and hot carrier problems or short 

channel effects are quantitatively approached and solved to clarify the cost 

competitive MOSFET development direction for the next generation CMOS 

technology, and the importance of shallower source/drain extension junction 

has been pointed out. 
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Chapter 8 Conclusion 

8.1 Summary 

The development and advanced physics-based design of high-speed 

silicon devices from BJT to CMOS have been described. In the 1980s, the BJT 

played the major role in the high-speed field because of its thin base width 

combined with sophisticated self-aligned device structures without depending 

on tight lithographic design rules. Especially, the ECL circuit was the most 

suitable for high-speed operation because of its non-saturating BJT operation. 

However, its larger power dissipation was the most serious limiting factor for 

larger integration on a chip . Moreover, the circuit performance was no longer 

limited by a basic gate delay, but loaded one in the end of the 1980s. At the 

beginning of the 1990s the transition from BJT to CMOS occurred in the 

high-speed device field . MOSFET performance in CMOS technology caught 

up with that of BJT by employing up-to-date micro fabrication technology. 

Now the CMOS is the dominant high-speed and ultra large scale integration 

device. 

For high-speed CMOS devices , the device design methodology not only 

based on inverse modeling to extract device structures consistent with all 

kinds of electrical measurement results but also based on simulations by 

generalized hydrodynamic model and full-band Monte Carlo model has been 

described. The background and concept of these approaches have also been 

discussed and their necessity has been clarified . Moreover, hot carrier 

modeling has been investigated by employing full-band Monte Carlo device 

simulation. Also, has been clarified the fact there is no experimental evidence 

for the difference between the surface and bulk impact ionization in silicon. 

The difference was only caused by an unsound application of local field 

model and just was an artifact . 

Finally, by using these sophisticated models the saturation drain current 

as well as hot carrier effects of subquarter micron MOSFETs have been 

analyzed. MOSFET design strategy for the 0 .1- µ m regime has been shown, 

and the importance of shallow junction for source/drain extension regions has 

been made clear. 
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8.2 Future Work 

Today' s most advanced microfabrication technology has brought us deep 

submicron era, and theoretically system-on-a-chip may be achievable. 

However, the CMOS technology has begun to suffer from the same problems 

as those silicon BJT once faced, or the larger power dissipation and by far 

larger loaded gate delay than basic one. These problems affect more severe 

crises in circuit and/or system design domain , but from the device technology 

point of view, there are still several concerns which must be resolved . Toward 

the sub-0. 1 µ m CMOS technology, the following topics should be surveyed 

and made clear. 

a) The self-consistent solution system for the BTE, Poisson and Schroedinger 

equations should be implemented, at least, in a two-dimensional device 

simulator which is feasib le as an engineering tool to more accurately 

comprehend carrier transport phenomena in the inversion layer. The non­

equilibrium phenomena such as velocity overshoot or quasi-ballistic carrier 

transport may affect the drain current characteristics of sub-0.1 µ m 

MOSFETs. To extract the enough driving capability with lower supply 

voltage, accurate modeling of carrier transport in the inversion layer for 

high tangential field regime is strongly required. 

b) The limit of the miniaturization of MOSFET must be surveyed from the 

viewpoint of on-current and off-current ratio to keep enough circuit 

operation margin for CMOS technology. At the same time, the optimum 

supply voltage and threshold voltage should be clarified for sub-0.1 µ m 

MOSFETs if they are useful for practical application. In the case of sub-0.1 

µ m MOSFETs the short channel effect especially caused by drain-induced 

barrier lowering becomes the dominant limiting factor. The device design 

must solve the problem with enough process lat itude for practical 

production circumstance in a cost competitive way. 

c) Hole transport mechanism should be investigated by experimentally 

consistent physical model to realize predictive device simulation for 

pMOSFETs. The valance band of silicon is more complicated than the 

conduction band. Accurate scattering models should be developed to 

express the hole transport in pMOSFETs. 

d) Carrier and discrete-impurity-ion scattering model should be developed 
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and implemented in the above-mentioned device simulation program to 

evaluate the fluctuation of channel-dopant-ion' s position. The channel 

doping of the sub-0.1 µ m MOSFETs is strongly related to the above­

mentioned topic b) . To reveal the channel structure avoiding the on-off 

current ratio problem, the influence of dopant-ion locations should be 

investigated whether an undoped channel is superior to a doped channel , 

and if so, what kind of device structure should be employed for the sub-0.1 

µ m MOSFETs including sophisticated device structures such as double­

gated SOL 

These research topics will reveal the future direction of the semiconductor 

industry based on CMOS technology and what will be achievable in the 21st 

century. 
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