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Abstract

High-energy heavy-ion collisions provide a unique opportunity to liberate
quarks and gluons from nucleons and cause the phase transition from nu-
clear matter to quark-gluon matter. Heavy-ion collisions have the advantages
of studying the QCD phase diagram especially in high-temperature and low-
baryon-density domains.

The mass modification of light vector mesons such as ϕ, ω and ρ is one of
the important signatures of the QCD phase transition, because their masses
are strongly related to chiral condensate. Chiral condensate is one of the
prominent order parameters characterizing the QCD phase structure.

The light vector mesons can be ”standard candles” to study the prop-
erties of quark-gluon matter produced in heavy-ion collisions. The mass
modification inside quark-gluon matter is potentially visible because their
lifetimes are supposed to be comparable with the duration of the thermal
equilibrium state. In addition, electron-positron pairs, which are referred as
”di-electrons”, decaying from light vector mesons are clear probes because
charged leptons carry the original information in quark-gluon matter without
strong interaction with hadronic matter in the relatively later stage of the
system evolution.

Experimentally the signals of the mass modification are extracted by an-
alyzing the mass spectrum shape of light vector mesons. In addition, the
branching ratios between different decay channels can change by the effect
of the mass modification, especially the comparison between ϕ → e+e− and
ϕ → K+K− is important because di-kaon decays are expected to be sup-
pressed even in the small mass modification due to the small Q value.

The production of ϕ and ω mesons in Au+Au collisions at
√
sNN= 200

GeV has been studied in the PHENIX experiment at Relativistic Heavy Ion
Collider. The invariant yield as a function of transverse momentum with the
range of 0 < pT < 4 GeV/c has been measured, and the measurement cov-
ers the transverse momentum range of 0 < pT < 8 GeV/c for ϕ mesons and
0 < pT < 20 GeV/c for ω mesons by combining with different decay channels.
The transverse momentum spectra of light vector mesons are systematically
studied in different collision geometries, that is, from peripheral to central
Au+Au collisions. The characteristics of the spectrum shape are investigated
in comparison with semi-empirical functions. In addition, the scaling prop-
erties of the spectra are studied via the number of binary collisions and the
number participant nucleons provided by the Glauber model.
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The mass modification is discussed from the viewpoints of the mass spec-
trum shape and the branching ratio. The signature of the mass modification
cannot be extracted from the mass spectrum shape of the light vector mesons
due to the poverty of the signal-to-background ratio and the statistical sig-
nificance so far. The result of the yield fraction between ϕ → e+e− and
ϕ→ K+K− is turned out to be as same as that in vacuum within errors. In
conclusion, any symptom of the mass modification is not observed in Au+Au
collisions at

√
sNN = 200 GeV.

The second main part of the thesis is the feasibility study of di-electron
measurement in central Pb+Pb collisions at

√
sNN = 5.5 TeV. The simulation

takes the key aspects of heavy-ion collisions and experimental issues relevant
to di-electron measurement into account and has capabilities of providing a
guideline to be applicable to a concrete detector design with the wide range
of experimental parameters. The feasibility is evaluated by the signal-to-
background ratio and the statistical significance as a function of the amount of
detector materials, the rejection power of background hadrons, the coverage
of the detection system. The results of the simulation study suggest that
there are realizable parameter ranges to measure light vector mesons via di-
electrons with the reasonable significance level for a realistic luminosity in
central Pb+Pb collisions at

√
sNN = 5.5 TeV.
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Chapter 1

Introduction

1.1 Quantum chromodynamics

Quantum Chromodynamics is based on the non-Abelian gauge field theory
describing the strong interaction of colored quarks and gluons. The QCD
Lagrangian is expressed by

LQCD = q̄α (i D̸αβ −mδαβ) q
β − 1

4
F a
µνF

µν
a , (1.1)

where qα is the quark filed and D̸ ≡ γµDµ. γ
µ are the Dirac γ-matrices. Dµ

is covariant derivative defined as

Dµ ≡ ∂µ + igst
aAa

µ, (1.2)

where gs is the QCD coupling constant. tc corresponds to eight 3 × 3 matrices
and is the generator of the SU(3) group. Aa

µ corresponds to the gluon field
with a running from 1 to 8 (= N2

c − 1, Nc = 3 ), where Nc is the degree of
freedom of three ”colors”. m represents the constituent quark mass shown in
Table 1.1. F a

µν is the field tensor given by

F a
µν = ∂µA

a
ν − ∂νA

a
µ − gsfabcA

b
µA

c
ν , (1.3)[

ta, tb
]
= ifabct

c, (1.4)

where a is color index from 1 to 3 (= Nc) and fabc is the structure constant
of the SU(3) group.

The QCD successfully describes the strong interaction, especially reveals
two prominent aspects of quark-gluon dynamics. One is the asymptotic free-
dom [1, 2] and the other is deconfinement. In the framework of the pertur-
bative QCD (pQCD), these features are expressed by the running coupling
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constant αs (µR) ≡ g2s (µR) /4π as a function of the renormalization scale µR

via the following renormalization group equation (RGE):

β (αs) = µ2
R

dαs

dµ2
R

= −b0α2
s − b1α

3
s − · · ·, (1.5)

b0 = (11CA − 4NfTR) /12π = (33− 2Nf )/12π, (1.6)

b1 =
(
17C2

A −NfTR (20CA + 6CF )
)
/24π2, (1.7)

where CA ( ≡ Nc = 3 ) and CF (≡ (N2
c − 1)/2Nc = 4/3) are the color-

factor (so-called Casimir factor) associated with gluon emission from a gluon
and quark, respectively. Nf is the number of quark flavor. A convenient
approximate analytic solution to the RGE is expressed by

αs (µR) ∼
1

b0ln
(
µ2
R/Λ

2
QCD

) (1− b1
b20

ln
[
ln
(
µ2
R/Λ

2
QCD

)]
ln
(
µ2
R/Λ

2
QCD

) )
, (1.8)

where ΛQCD is a constant of integration, that is, non-perturbative scale of
QCD. Figure 1.1 shows the energy scale dependence of the running coupling
constant αs. αs logarithmically decreases as Q increases. In the limit of Q→
∞, αs is quite small. In other words, quarks and gluons are little interacted at
the extremely short distance, which is called ”Asymptotic Freedom”. While
αs is diverged in the other limit of Q→ 0, this fact results in the property of
”Confinement”.

QCD α  (Μ  ) = 0.1184 ± 0.0007s Z

0.1

0.2

0.3

0.4

0.5

αs (Q)

1 10 100Q [GeV]

Heavy Quarkonia
e+e–  Annihilation
Deep Inelastic Scattering

July 2009

Figure 1.1: The running coupling constant αs as a function of the respective
energy scale Q [3].
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1.2 Quark model

The quark model is introduced by M. Gell-Mann [4] and G. Zweig [5, 6] in
1964 to explain the discovery of the many kinds of hadrons. The idea of color
quantum number is propounded by M. Y. Han, Y. Nambu and O. W. Green-
burg [7, 8]. T.Nakano, K.Nishijima and M. Gell-Mann originally relates the
baryon number, isospin and strangeness to the charge [9, 10, 11]. The rela-
tions, so-called Gell-Mann-Nishijima formula, are extended to relate baryon
number and the all flavor quantum numbers to the charge in association with
the discovery of charm, bottom and top quark as follows.

Q = Iz +
B + S + C +B + T

2
(1.9)

where B is the baryon number. Iz, S, C,B and T are flavor quantum numbers,
that is, isospin z-component, strangeness, charm, bottomness and topness,
respectively.

Quarks are strongly interacting fermions with spin 1
2
and, by convention,

positive parity. Antiquarks have negative parity. Quarks and antiquarks have
the additive baryon number of 1

3
and -1

3
, respectively. Table 1.1 summarizes

the other additive quantum number (”flavor”) for the three generation of the
quarks.

The quark model provides the systematic understanding of many hadrons.
In the quark model, mesons are qq̄ bound states with the baryon number B
= 0. Baryons are fermions consisting of more than three quarks with baryon
number B = 1. In the most general case, baryons are composed of three
quarks plus quark-antiquark pairs. So far all observed baryons consist of
three quarks. Figure 1.2 and Figure 1.3 show the SU(4) multiplets of the
mesons and baryons made of u, d, s and c quarks, respectively.
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Quarks
Properties u d s
Q - electric charge -1

3
+2

3
-1
3

I - isospin 1
2

1
2

0
Iz - isospin z-component -1

2
+1

2
0

S - strangeness 0 0 -1
C - charm 0 0 0
B - bottomness 0 0 0
T -topness 0 0 0
Masses (MeV/c2) 1.7-3.3 4.1-5.8 101+29

21

c b t
Q - electric charge +2

3
-1
3

+2
3

I - isospin 0 0 0
Iz - isospin z-component 0 0 0
S - strangeness 0 0 0
C - charm +1 0 0
B - bottomness 0 -1 0
T -topness 0 0 +1
Masses (GeV/c2) 1.27+0.07

−0.09 4.19+0.18
−0.06 (MS) 172.0± 0.9 ± 1.3

4.67+0.18
−0.06 (1S) (direct observation)

Table 1.1: The quantum numbers and masses of the three generation of the
quarks [12].
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1.3 Hadron production in high-energy nucleon-

nucleon collisions

The hadron production in nucleon-nucleon collisions at high energy is de-
scribed by hard scattering process of the constituent partons (quarks and
gluons) in incident nucleons. The hadron production in a p+p collision,
pp→ hX, can be factorized into three components, which are the parton dis-
tribution function (PDF) f p

i , parton-parton scattering cross section σ̂f1f2→fX′

and fragmentation function (FF) Dh
f as shown in Fig.1.4. The production

cross section is formulated by

σpp→hX =
∑

f1,f2,f

∫
dx1dx2dzf

p
1

(
x1, µ

2
)
fp
2

(
x2, µ

2
)

× σ̂f1f2→fX′
(x1p1, x2p2, ph, µ)×Dh

f

(
z, µ2

)
, (1.10)

where f p
i (i=1,2), σ̂f1f2→fX′

andDh
f (z, µ

2) show the PDF, parton-parton scat-
tering cross section and the FF, respectively. f1, f2 and f represent partons.
X ′ is unobserved partons. f p

1 and f p
2 are the parton distribution function of

partons in incident protons. Dh
f (z, µ

2) is the fragmentation function from
parton f to final-state hadron h. p1 and p2 are the momenta of initial pro-
tons. x1 and x2 (so-called Bjorken x) are the momentum fractions of partons
relative to initial protons. z is the momentum fraction of final-state hadrons
relative to initial protons and ph is the momentum of final-state hadrons. µ
is the factorization scale. The factorization scale is arbitrary but frequently
assumed to be equal to the renormalization scale µR.

Figure 1.4: The schematic diagram of the hadron production in a hard scat-
tering process in a p+p collision.
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1.3.1 Parton distribution function

Parton distribution function is the probability density of partons in a nu-
cleon. The structure function, F2 (x,Q

2), in a proton is well measured at
the wide range of x-Q2 space by lepton deep inelastic scattering (DIS) in
many experiments. The results of H1 [13, 14], ZEUS [15, 16] and SLAC [17]
are obtained by e-p scattering, and BCDMS [18], E665 [19], NMC [20] and
EMC [21] by µ-p scattering. Figure 1.5 shows an example of the measured
F2 (x,Q

2). The unpolarized (spin-independent) PDFs are determined by the
next-to-leading order or next-to-next-to-leading order (NNLO) perturbative
QCD calculations [22, 23, 24, 25]. One example of global analyses is shown
in Fig.1.6.

1.3.2 Parton-parton scattering cross section

Parton-parton scattering cross section, σ̂f1f2→fX′
, is calculated by the pQCD

framework. Hard scattering subprocesses and the associated differential cross-
sections in lowest order are listed in Table 1.2.

Process |M |2/16π2α2
s

qq′ → qq′ 4
9
s2+u2

t2

qq̄′ → qq̄′ 4
9
s2+u2

t2

qq̄ → q′q̄′ 4
9
t2+u2

s2

qq → qq 4
9

(
s2+u2

t2
+ s2+t2

u2

)
− 8

27
s2

ut

qq̄ → qq̄ 4
9

(
s2+u2

t2
+ t2+u2

s2

)
− 8

27
u2

st

qq̄ → gg 32
27

s2+t2

ut
− 8

3
u2+t2

s2

gg → qq̄ 1
6
s2+t2

ut
− 3

8
u2+t2

s2

qg → qg −4
9
u2+s2

us
+ u2+s2

t2

gg → gg 9
2

(
3− ut

s2
− us

t2
− st

u2

)
Table 1.2: The square amplitude of parton-parton scattering. s,t and u are
Mandelstam variables.

1.3.3 Fragmentation function

Fragmentation function, Dh
f (z, µ

2), is the probability that a parton f frag-
ments into a hadron h carrying a certain fraction z of the parent’s momentum.
The fragmentation function constraints the conservation of momentum and
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probability as follows. ∑
h

∫ 1

0

zDh
f

(
z, µ2

)
dz = 1 (1.11)

Figure 1.7 shows the measured fragmentation function in e+e− annihilation
in many experiments: ALEPH [27, 28], L3 [29], AMY [30], HRS [31], MARK
II [32, 33], OPAL [34, 35, 36, 37, 38, 39], SLD [40], DELPHI [41], TASSO
[42, 43] and TPC [44].
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1.4 Heavy-ion collisions

1.4.1 Collision geometry

Collision geometry is an important aspect in heavy-ion collisions. In high-
energy heavy-ion collisions, collision geometry is determined by parameters
such as the number of binary collisions,Ncoll, the number of participant nu-
cleons, Npart and impact parameter, b. All of them are provided by the
Glauber model [49]. The Glauber model is semi-classical model which de-
scribes nucleus-nucleus reaction and geometry. It treats a nucleus-nucleus
collision as multiple nucleon-nucleon interactions. Incident nucleons are as-
sumed to be go straight in parallel with the beam axis and have no scattering
angle after collisions. This assumption approximately works out in very high
energy collisions such as RHIC energy. The cross section of a nucleus-nucleus
collision is estimated by overlapping function TAB (b, s). b is impact param-
eter and s is position vector of nucleons from the center of incident nucleus.
They are defined in Fig.1.8. TAB (b, s) is formulated as follows.

Figure 1.8: Geometry of a nucleus-nucleus collision with the vector of impact
parameter b and position vector of nucleons s from the center of the nucleus.

TAB =

∫
d2sTA (s)TB (s− b) (1.12)

where A is incident nuclear specie, B is target nuclear specie. Thickness
function TA (s) is defined as

TA (s) =

∫
dzρA (z, s)

ρA (r) =
ρnm

1 + exp
(
r−RA

a

) (1.13)
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where r is the distance from the center of nucleus, ρnm is the normal nuclear
density and RA is the radius of nucleus. In order to reproduce realistic con-
dition, the Wood-Saxon parametrization is included in nucleon density ρA.
Under these parameterizations, the number of binary collisions, Ncoll, and
the number of participant nucleons, Npart, are calculated for a given impact
parameter, b.

Npart (b) =

∫
d2sTA (s)

[
1− exp

(
−σNN

inelTB (s)
)]

+

∫
d2sTB (s− b)

[
1− exp

(
−σNN

inelTA (s)
)]

(1.14)

Ncoll (b) =

∫
d2sσNN

inelTA (s )TB (s− b ) (1.15)

where σNN
inel is the inelastic nucleon-nucleon cross section. The parameters

Ncoll and Npart are frequently used for the comparison among the results of
different experiments with different collision species and energies. The average
number of binary collisions, ⟨Ncoll⟩, and the average number of participant
nucleons, ⟨Npart⟩, are calculated by the Monte Carlo simulations [50] as shown
in Fig.1.9.

1.4.2 Particle multiplicity and nuclear stopping power

The particle multiplicity in nucleus-nucleus collisions is an important aspect
of heavy-ion collisions. The particle multiplicity is experimentally obtained in
the form of the number of charged particles dNch/dy or dNch/dη. Figure 1.10
is detected charged hadron tracks in an event from central Au+Au collisions
at

√
sNN = 200 GeV. Figure 1.11 shows the measured dNch/dη in PHOBOS

experiment [46]. The multiplicities are empirically known to increase propor-
tional to s0.11NN and s0.15NN as shown in Fig.1.12, where sNN shows total energy
per nucleon pair in the center-of-mass frame in nucleon-nucleon collisions and
nucleus-nucleus collisions [47].

In high-energy heavy-ion collisions, Lorentz-contracted nuclei collide with
each other and multiple nucleon-nucleon collisions with secondary particle
production take place. Incoming nucleons lose their kinematic energy and the
energy is used for subsequent particle production. The amount of energy loss
during the collisions depends on the thickness of the nuclei and the incident
collisions energy. The degree of the energy loss is called the nuclear stopping
power. The stopping power in nucleus-nucleus collisions can provide the key
information of the baryon density. It can be extracted from the measurement
of the net-proton (Np − Np̄) rapidity distributions in Fig.1.13. The net-
proton distribution has a peak and a dip at AGS and at SPS. At RHIC, the
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Figure 1.9: The average number of binary collisions, ⟨Ncoll⟩, and that of
participant nucleons, ⟨Npart⟩, as a function of the impact parameter b. The
event-by-event fluctuations are added as the scatter plot. The Woods-Saxon
distribution with RA = 6.38 fm and a = 0.535 for 197Au and RA = 4.20641
fm and a = 0.5977 fm for 63Cu are assumed, respectively. The measured σNN

inel

= 42 mb is used in this calculation [50].

Figure 1.10: The side view (left) and front view (right) of the STAR event
display in Au+Au collisions at

√
sNN = 200 GeV [45].

distribution is almost flat at midrapidity but has small peaks near the beam
rapidity. The absolute yield of the net-protons decreases as collision energy
becomes higher. The fact says that the nuclear stopping power is saturated
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Figure 1.11: The number of charged particle vs pseudo-rapidity η in Au+Au
collisions at

√
sNN = 200 GeV. (a) to (h) shows peripheral to central Au+Au

collisions [46].

in high-energy heavy-ion collisions, that is, the incident nucleons are unlikely
to lose all their kinematic energy but punch through the opponent nucleus.
If the stopping power is explained by the extrapolation from p+p collisions,
the mean free path of a nucleon ln in Au+Au 200 GeV is expressed by

ln =
1

σNNρnm
=
(
4.2 fm2 × 0.18 fm−3

)−1
= 0.72 fm, (1.16)

where σNN is the nucleon-nucleon cross section and ρnm is the normal nuclear
density. This value is smaller than the size of the nucleus.
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Figure 1.12: Charged-particle pseudo-rapidity density per participant pair as
a function of

√
sNN [47]. The data points in central nucleus-nucleus collisions

and non-single diffractive pp (pp̄) collisions are shown on the plot.

Figure 1.13: The net-proton rapidity distribution at AGS (Au+Au at
√
sNN

= 5 GeV), SPS (Pb+Pb at
√
sNN = 17 GeV) and RHIC (Au+Au at

√
sNN

= 200 GeV) [48].

1.4.3 Space-time evolution in a heavy-ion collision

The picture of the space-time evolution in heavy-ion collisions is explained in
this section, referring to Fig.1.14.
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Figure 1.14: A light-cone diagram of space-time evolution in high-energy
heavy-ion collisions [52]. The values of time and temperature for various
phases are taken from [53]. The mixed phase exists if the phase transition is
first order.

Before collision

The Lorentz-contracted nuclei with the thickness of 2R/γcm collide with each
other, where R is radius of a nucleus and γcm is the Lorentz factor (γcm =√
sNN/2MN , MN is the nucleon mass) along the longitudinal direction.

Bjorken proposed the picture of nucleus-nucleus reactions based on the
parton model of hadrons. The Bjorken picture has two aspects, that is, the
existence of wee partons (gluons and sea quarks in nucleon) and the time
dilation of particle production. The wee parton is considered as vacuum
fluctuations coupling to the valence quarks passing through the QCD vacuum.
Alternatively, the wee partons are regarded as part of a coherent classical
field created by fast paton, so-called the color glass condensate (CGC). The
typical momenta of wee partons correspond to the strong interaction scale
of the QCD, that is, ΛQCD ≈ 200 MeV, due to its non-perturbative nature.
Accordingly longitudinal size of nuclei ∆z can be never smaller than 1/p ≈ 1
fm because of the uncertainty principle at high energy. While the longitudinal
size of the wave function of a valence quark in nuclei is ∼ 2R/γcm. Therefore
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wee partons play a vital role at very high energy which fulfills γcm > 2R
1 fm

.

Pre-equilibrium stage and thermalization (0 < τ < τ0 ∼ 0.6 fm/c)

The central collision of two coming nuclei makes huge entropy production.
Theoretically the description of the dynamics in the pre-equilibrium stage is
challenging because the difficulty originates from the non-equilibrium process
of the Non-Abelian gauge theory. So far two types of approaches are proposed.
One is the incoherent models and the other is the coherent models.

In the incoherent models, the incoherent sum of parton-parton collisions
produces minijet (semi-hard partons) and the produced minijets subsequently
interact with each other to form an equilibrated parton plasma. The minijet
production is calculated in pQCD with an infrared cutoff of order 1-2 GeV.
The total number of jets for |y| ≤ ∆y/2 in a central nucleus-nucleus collision
is calculated as follows.

d3σjet
dy3dy4dp2T

=
∑
i,j

x1fi
(
x1, p

2
T

)
x2fj

(
x2, p

2
T

) dσ̂ij→kl

d|t̂|
,

σjet
(√

s; p0,∆y
)

=
∑
k,l

1

1 + δkl

∫
p0≤pT

dp2T

∫
∆y

dy3

∫
∆y

dy4
d3σjet

dy3dy4dp2T
,

NNN
jet

(√
s; p0,∆y

)
≃ TAA (0)σjet

(√
s; p0,∆y

)
(1.17)

where dσ̂ij→kl shows the parton-parton scattering cross section of 1+2 → 3+4
for various parton species, (i, j, k, l) = q, q̄, g. x1 and x2 are Bjorken’s x
(i.e. p/P , p is momenta of parton in nucleon and P is momentum of parent
nucleon). fi or j (x1, p

2
T ) and fi or j (x2, p

2
T ) are the parton distribution functions

in incident nucleons. dσ̂ij→kl

d|t̂| is the differential cross section of parton-parton

scattering such as gg → gg. t̂ is the Mandelstam variable. p0 is infrared
cutoff pT and the Kronecker delta δkl takes care of the symmetry factor of
the final state with identical particles. TAA (0) is the nuclear overlap function
from the Glauber model in case the impact parameter is zero, that is, head-
on nucleus-nucleus collisions. While the equilibration process is calculated
by the relativistic Boltzmann equation with pQCD parton-parton scattering
cross sections. The relativistic and quantum transport theory for a non-
Abelian quark-gluon system is one of the possible approaches to describe the
equilibration process.

An example of the coherent models is the color-string breaking model.
This theory essentially consists of three steps: (i) After a nucleus-nucleus
collision, wounded nucleons in nuclei have color excitation and make color
strings between the two outgoing nuclei. The color strings are regarded as a
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coherent and classical color electric field. (ii) qq̄ and gluon pairs are produced
by the dacay of strings due to the Schwinger mechanism. The total emission
rate for quarks and gluons depends on the strength of color electric fields, Ec,
between two nuclei as

wq (σ ∼ gEc) ∼ Nf
(gEc)

2

24π
,

wg (σ ∼ gEc) ∼ Nc
(gEc)

2

48π
. (1.18)

(iii)The quarks-gluon matter with local equilibrium is produced though the
mutual interactions of produced quarks and gluons.

Hydrodynamical evolution of the quark-gluon matter and phase
transition (τ0 < τ < τF ∼ 16 fm/c)

Once the local thermal equilibrium state is formed at τ0, the system expansion
is described in the framework of the hydrodynamics. The basic equations of
the system expansion are expressed in forms of the conservation of the energy-
momentum tensor and the baryon number as follows.

∂µ⟨T µν⟩ = 0,

∂µ⟨jµB⟩ = 0, (1.19)

where T µν is the energy-momentum tensor and jµB is the flux of the baryon
number. The expectation value in Equation is taken with respect to the
time-dependent state in local thermal equilibrium.

At τ = τC (∼ 4.0 fm/c), the system reaches the critical temperature TC
between the quark-gluon phase and the hadronic phase. If the phase transi-
tion is the first order, the system experiences the mixed phase that partons
and hadrons coexist. At τ = τH (∼ 8.0 fm/c), the system finishes hadroniza-
tion. The produced hadrons keep interacting each other up to the freeze-out
temperature at the proper time, τF .

Freeze-out and post-equilibrium (τF < τ)

The freeze-out of the hadronic matter occurs at the proper time τF . The
freeze-out is defined by a space-time hyper-surface, where the mean free time
of the particles becomes larger than the time scale of the system evolution.
At this stage, thermal equilibrium is no longer maintained. Two types of
the freeze-outs take place in the system evolution. The chemical freeze-out is
that the particle species are settled down, that is, the particle production no
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longer occurs. The thermal freeze-out is that the momentum distribution of
each particle specie is fixed, that is, any particle does not interact with each
other. The temperature of the chemical freeze-out is, in general, higher than
that of the thermal freeze-out.

1.4.4 Initial energy density

The achieved energy density in heavy-ion collisions can be estimated by the
particle multiplicity and the transverse energy from the Bjorken’s scenario
[54]. In Bjorken’s picture, the formed system in center-of-mass heavy-ion
collision expands cylindrically and symmetrically in azimuth and straightly in
z-direction. Therefore the volume of the system is expressed as ∆V = πR2dz
where R is radius of a nucleus. The total energy E is described as follows.

E = ⟨mT ⟩
dN

dy
δy =

dET

dy
δy (1.20)

where mT =
√
p2T +m2, ET is the transverse total energy and dN

dy
is the

number of produced particles per rapidity. The Bjorken energy density ϵBj is

ϵBj =
E

∆V

=
⟨mT ⟩
πR2

dN

τ0dy
(1.21)

=
1

πR2τ0

dET

dy
, (1.22)

where dz = τdy at midrapidity. The initial energy density for several collision
species and energies is estimated under the assumption of τ0 = 1.0 fm/c as
shown in Table 1.3. The critical energy density for the QCD phase transition
is ϵC ∼ 1.0 GeV/fm3.

Accelerator Collision species
√
sNN (GeV) ϵBj (GeV/fm3) Ref.

AGS Au+Au 5 1.5 [55]
SPS Pb+Pb 17 2.9 [56, 57]
RHIC Au+Au 19.6 2.2 [59]

Au+Au 130 4.7 [58, 59]
Au+Au 200 5.4 [59]

Table 1.3: The Bjorken energy density for various collision species and ener-
gies.
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1.5 QCD phase transition

One of the most important subjects is to clarify the origin and evolution
of the universe. After the Big bang, our universe experiences various phase
transitions of the vacuum at the critical energy scales such as the inflation,
electro-weak transition at the GUT scale (TC ∼ 200 GeV) and the QCD
phase transition at the critical temperature TC ∼ 200 MeV. The study of
the QCD phase transition is important to understand not only the state in
the early universe but the quark-gluon dynamics in non-perturbatibe region
. The heavy-ion collision is almost unique experimental tool to study the
transition between the quark-gluon phase and the hadronic phase. The QCD
phase transition has two aspects: Confinement-deconfinement transition and
Chiral phase transition. The physics backgrounds mentioned in this section
are well detailed in the reference [60].

1.5.1 QCD vacuum structure

Quarks and gluons interact non-perturbatively at low energy because the
QCD coupling becomes strong in low-energy limit. Thus the QCD vacuum
acquires non-trivial structure, such as quark and gluon condensates. Accord-
ing to analyses of the mass spectrum of charmonium using QCD spectral sum
rules [61, 62], gluon has non-perturbative condensation of⟨αs

π
F a
µνF

µν
a

⟩
vac

∼ (300 MeV)4 . (1.23)

The vacuum expectation value of the energy-momentum tensor can be written
as

⟨T µν⟩vac = −ϵvacgµν , (1.24)

The energy density of the QCD vacuum at the chiral limit (m→ 0) is written
as

ϵvac ∼ −
11− 2Nf

3

32

⟨αs

π
F a
µνF

µν
a

⟩
vac

∼ −0.3 GeV fm−3. (1.25)

The quark structure of the QCD vacuum, which is obtained by the Gell-
Mann-Oakes-Renner (GOR) relation by only requiring chiral symmetry, is
expressed as

f 2
πm

2
π± = −m̂⟨ūu+ d̄d⟩vac +O

(
m̂2
)
,

f 2
πm

2
π0 = −⟨muūu+mdd̄d⟩vac +O

(
m̂2
)
, (1.26)
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where fπ (= 93 MeV) is the pion decay constant, mπ± (≃ 140 MeV) is the
charged pion mass and mπ0 (≃ 135 MeV) is the neutral pion mass. m̂ =
(mu +md) /2 is the average mass of up and down quarks. m̂ ∼ 5.6 MeV at k
= 1.0 GeV are obtained by using the quark mass. Therefore the condensate
of quark-anti-quark pairs in vacuum is

⟨
(
ūu+ d̄d

)
/2⟩vac ∼ − (250 MeV)3 at k = 1.0 GeV. (1.27)

1.5.2 The bag model and confinement-deconfinement
transition

In the MIT bag model [63, 64], hadrons are considered as bags embedded in
a non-perturbative vacuum. In this framework, quarks are treated as mass-
less and non-interacting particles, which are Stefan-Boltzmann limit inside a
finite bag. The boundary condition to show the feature of the confinement
is controlled via the pressure of the bag. In addition, quarks and gluons are
treated perturbatively inside a bag, alternatively, non-perturbative effects are
taken care by the bag pressure. The total energy of the system is expressed
as a function of the bag pressure, Bbag, by

E =
nx

R
+

4πR3

3
Bbag, (1.28)

where n is the number of partons and x/R is the kinetic energy of each quark1.
R is the radius of a spherical bag. The second term shows the energy of the
vacuum. The bag model is naturally extended to the many body systems like
the quark-gluon matter under several constraints. Equilibrium is obtained if
E is a minimum (i.e. ∂E/∂R = 0). In this case, the bag pressure Bbag is

B
1/4
bag =

(
2.04n

4π

−4 1

R

)
. (1.29)

If the normal QCD vacuum (i.e. B = −ϵvac) is assumed,

B
1/4
bag = 220 MeV. (1.30)

If the system produced in a heavy-ion collision is zero net baryon den-
sity, the dominant excitation in the hadronic phase is the massless pions,
while that in the quark-gluon phase is the massless quarks and gluons. At
extremely low temperature (i.e. T ≪ ΛQCD), the typical momenta of pions
are small and the interactions among pions are suppressed by the power of

1x ∼ 2.04, which is equivalent to the lowest-energy mode of a massless quark
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T/4πfπ
2. At extremely high temperature, the typical momenta of quarks and

gluons are high and the running coupling constant αs becomes week due to
asymptotic freedom. Therefore pressure, energy density and entropy density
in the hadronic phase and the quark-gluon phase are expressed as follows. If
free pion gas in hadronic phase is assumed, then

PH = dπ
π2

90
T 4, (1.31)

ϵH = 3dπ
π2

90
T 4, (1.32)

sH = 4dπ
π2

90
T 3, (1.33)

dπ = N2
f − 1, (1.34)

where dπ is the number of massless pions in Nf flavor. In quark-gluon matter,

PQ = dQ
π2

90
T 4 −B, (1.35)

ϵQ = 3dQ
π2

90
T 4 +B, (1.36)

sQ = 4dQ
π2

90
T 3, (1.37)

dqg = dg +
7

8
dq, (1.38)

dg = 2spin ×
(
N2

c − 1
)
, (1.39)

dq = 2spin × 2qq̄ ×Nc ×Nf (1.40)

In Table 1.4, dπ and dqg are summarized in case of Nc = 3 for different Nf .

Nf 0 1 2 3 4
dπ 0 0 3 8 15
dq 0 12 24 36 48
dg 16 16 16 16 16
dqg 16 26.5 37 47.5 58

Table 1.4: Degrees of freedom for pions (dπ), quarks (dq), gluons (dg) and
deduced degrees of freedom in the quark-gluon phase (dqg) for Nc = 3 with
massless Nf flavors.

2fπ = 93 MeV, fπ is the pion decay constant.
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The critical temperature Tc and energy density ϵc of the QCD phase tran-
sitions can be calculated in this framework. If B1/4 ∼ 220 MeV is assumed
with Nc = 3, Tc and ϵc are

Tc =

(
90

π2

Bbag

dqg − dπ

) 1
4

∼ 160 MeV, (1.41)

ϵc ∼ 4Bbag

∼ 1.2 GeV/fm3. (1.42)

The critical energy density is larger than the energy density of the normal
nuclear matter, ϵnm ∼ 0.15 GeV/fm3.

1.5.3 The NJL model and chiral phase transition

The Nambu-Jona-Lasinio (NJL) model [65, 66] is originally introduced by Y.
Nambu and G. Jona-Lasinio inspired by the phase transition of the supercon-
ductivity and extended to describe the nature of the phase transition of the
QCD vacuum [67]. The effective Lagrangian from the simplest version of the
NJL model for two flavor quarks (Nf = 2) is described as

LNJL = q̄ (−iγµ∂µ +m) q − G2

2Λ2

[
(q̄q)2 + (q̄iγ5τ q)

2] , (1.43)

where tq (x) = (u (x) , d (x)) andm = diag (mu,md) = m·1, where the isospin
symmetry, that is, mu = md is assumed for simplicity. G is a dimensionless
coupling constant for qq̄ attraction in the scaler ((I, JP ) =(0, 0+) and psudo-
scaler ((I, JP ) =(1, 0−) channels. Λ−1 is the characteristic length scale which
the qq̄ interaction can be regarded as point-like in space-time. Equation 1.43
has a global SUL(2)×SUR(2)×UB(1) symmetry but breaks UA(1) symmetry.

The partition function of the model at finite T and zero chemical potential
may be given by

ZNJL =

∫
[dq̄dq] e−

∫ 1/T
0 dτ

∫
d3xLNJL

=

∫
[dq̄dq] [dΣ] e

−
∫ 1/T
0 dτ

∫
d3x

[
q̄(−iγ·∂+m+GΣ)q+Λ2

2
ΣΣ†

]

≡
∫

[dΣ] e−Seff (Σ;T )

Σ (x) = σ (x) + iγ5τ · π (x) ,

[dΣ] = [dσdπ] (1.44)
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where Σ (x) is a bosonic field with a 2 × 2 matrix structure in the isospin
space. After carrying out the Gaussian and Grassmann integration integra-
tion, [dq̄dq], (See the reference [60]), The effective action Seff is described
as

Seff (Σ;T ) = −Tr ln (−iγ · ∂ +m+GΣ)

+

∫ 1/T

0

dτ

∫
d3x

(
Λ2

2
Σ (x) Σ (x)†

)
. (1.45)

The main contribution to the integral of Eq.(1.43) is assumed to come from
the stationary solution satisfying δSeff/δΣ (x) = 0 (Currently this assump-
tion is justified if Nc is large). When the stationary solution is space-time
independent and real, that is, Σ (x) = Σ (x)† = σ, the stationary condition is
equivalent to

∂feff
∂σ

= 0 with Seff (σ;T ) = feff (σ;T )V/T (1.46)

In this case, the term of ”Tr ln” in Eq.(1.45) is a fermion contribution with
a constant mass M = m+Gσ. Then,

feff (σ;T ) =
Λ2

2
σ2 +

∫
d3k

(2π)3

[
−dqE (k)

2
− dqT ln

(
1 + e−E(k)/T

)]
, (1.47)

where E (k) =
√
k2 + (m+Gσ)2 and dq (=24) is the degrees of freedom in

Eq.(1.40). The first term in Eq.(1.47) shows the interaction energy from the
four-fermion term in Eq.(1.43). The first term in the integrand is the zero-
point energy, −E/2, multiplied by the degrees of freedom, dq, for quark and
anti-quark, which can be interpreted as the total energy of quarks in Dirac
sea. The last term in the integrand is related to the entropy term −Ts of
the thermally excited quarks. Therefore the free energy has the expected
structure feff = ϵ− Ts.

∂feff/∂σ = 0 in Eq.(1.46) is called the gap equation in analogy with a
similar equation in BCS superconductivity. When a true minimum of feff is
defined as σ = σmin, The dynamical quark massMq and the chiral condensate
⟨q̄q⟩ are expressed in the chiral limit m→ 0 as follows.

Mq = Gσmin, (1.48)

⟨q̄q⟩ ≡ ⟨ūu+ d̄d⟩ = −Λ2

G
σmin. (1.49)

High-temperature expansion [60] of the effective free energy in Eq.(1.47)
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is described as follows.

feff (σ;T ) = −
(

dq
16π2

+ dq
7

8

π2

90
T 4

)
+
dq
48

(
T 2 − T 2

c

)
(Gσ)2

+
dq

64π2
(Gσ)4

[
ln

(
1

π2T2

)
+ C

]
+O

(
σ6
)
,

Tc =

√
24

dq

(
1

G2
c

− 1

G2

)
,

Gc = π

√
8

dq
, (1.50)

where C = 2γ − 3/2 ≃ −0.346, γ (=0.577) is the Euler constant. The
term proportional to T 4 shows the Stephan-Boltzmann values for massless
quarks. The term proportional to σ2 has a feature to change a sign of the
coefficient at T = Tc (a first-order phase transition), while that of the σ4

term is positive even at T ≪ 1, this is the behavior expected for a second
order phase transition. A direct connection between Tc and the mass-gap,
M0 = Gσmin (T = 0), is derived from the gap equation of Eq.(1.46). For
Λ ≫ σ, T , the critical temperature is described as

Tc ≃
√
3

π
M0

∼ 165 MeV (1.51)

where the standard dynamical mass, M0 = 300 MeV, is assumed.

1.5.4 Lattice QCD and QCD phase transition

The lattice QCD approach, which is originally proposed by K. Wilson [68],
is a powerful method to reveal the properties of non-perturbative nature and
the properties of the QCD phase transition. The gauge field on the lattice is
defined as the link variable in order to reserve gauge invariance. The path-
ordered product of the gauge field is defined by

UP (x, y;A) = P exp

(
ig

∫
P

dzµAµ

)
= P exp

(
ig

∫ 1

0

dsλµAµ

)
=

∞∑
n=0

(ig)n

n!

∫ 1

0

ds1ds2 · · · dsnP [λA (s1) · · · λA (sn)] ,(1.52)
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where the path-ordered symbol, P , is a generalization of the time-ordered
symbol, T. UP (x, y;A) is called Wilson line. Wilson line is useful to define
non-local gauge-invariant object. Suppose a four dimensional hyper-cubic
lattice with the discretized size, a. The shortest Wilson line on the lattice is
the one connecting the neighbor sites n and n+ µ̂,

Uµ (n) = exp (igaAµ (n)) (1.53)

This is called the link variable. Then a smallest closed loop is defined by

Uµν (n) ≡ U †
ν (n)U

†
µ (n+ ν̂)Uν (n+ µ̂)Uµ (n) , (1.54)

Uµν (n) transforms covariantly under a local gauge transformation as Uµν →
UV
µν = V (n)UµνV

† (n). In the continuum limit a → 0, it is close to the field
strength tensor via Baker-Campbel Hausdorff formula3 as follows,

Uµν (n)− 1 → ia2gFµν (n) (1.55)

The trace tr Uµν (n) is a minimal gauge-invariant object, which is called the
plaquette.

The smallest gauge-invariant object can be associated with gluons and
fermions. A gauge-invariant action of gluons is obtained from the plaquette
as follows.

Sg =
2Nc

g2

∑
P

(
1− 1

Nc

Re tr Uµν (n)

)
(1.56)

where
∑

P indicates the summation of all plaquette with a definite orientation,∑
P

=
∑
n

∑
1≤µ<ν≤4

=
1

2

∑
n

∑
1≤µ̸=ν≤4

a4
∑
n

≃
∫
d4x at a→ 0 (1.57)

In the continuum limit (i.e. a→ 0),

Sg →
1

4

∫
d4xF b

µν (x)
2 . (1.58)

As an analogy of the gluon case, the small gauge-invariant objects can
be considered. Up to the nearest neighbor coupling, the three objects are
considered as follows.

q̄ (n) q (n) , q̄ (n+ µ̂)Uµ (n) q (n) , q̄ (n− µ̂)U−µq (n) (1.59)
3expA expB = exp(A+B + [A,B]/2 + · · ·)
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A special combination of the above terms is called Wilson’s fermion action
expressed by

SW = a4
∑
n

[
mq̄ (n) q (n)− 1

2a

∑
µ

q̄ (n+ µ̂) ΓµUµ (n) q (n)

− r

2a

∑
µ

(q̄ (n+ µ̂)Uµ (n) q (n)− q̄ (n) q (n))
]

≡ a4
∑
n,n′

q̄ (n′) (mδn′,n +DW (n′, n; r)) q (n) ,

DW (n′, n; r) = − 1

2a

∑
µ

[
δn′,n+µ̂ (r + Γµ)Uµ (n)− rδ

′

n′,n

]
, (1.60)

where Σµ ≡ Σµ=±1,±2,±3,±4. Γµs are the hermitian γ matrices satisfying
Γ†
µ = Γµ, Γ−µ = −Γµ and {Γµ,Γν} = 2δµν . In the continuum limit a→ 0 with

(f(x+ a)− f(x− a)) /2a = f ′(x)+O(a2) and (f(x+ a) + f(x− a)− 2f(x)) /a2 =
f ′′(x) +O(a2),

SW →
∫
d4xq̄ (x)

(
m− iγ ·D − ar

2
D2
)
q (x) . (1.61)

The parameter r is introduced in order to avoid the fermion-doubling problem.
At r = 0, the degree of freedom for fermions becomes 24 = 16. If r ̸=
0 is taken, one light fermion with m ≈ 0 and the other 15 fermions with
O (1/a) are splitting. Another method to avoid the fermion-doubling problem
is the staggered fermion formulation, 16 fermions are reinterpreted as four-
component Dirac spinor × four-flavors. These two approaches should be
consistent with each other, though the costs of the numerical calculation are
different.

Figure 1.15 shows the dimensionless energy density calculated by the
framework of staggered fermion and Wilson fermion. The energy densities
are discretely jumped at the critical temperature, Tc.
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Figure 1.15: The energy density in QCD. The left (right) figure shows results
from a calculation with staggered fermion [69, 70] (Wilson fermion [71] ) on
lattices with temporal extent Nτ = 4 (Nτ = 4, 6). The staggered fermion
calculations have been performed for a pseudo-scalar to vector meson mass
ratio of mPS/mV = 0.7.
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1.6 QCD phase diagram

1.6.1 Theoretical approaches: critical end point

The critical end points in the QCD phase are predicted in various kinds of
theoretical calculations. The lattice QCD mainly covers in high-temperature
and low-baryon-density regions. In high-baryon-density regions, the effective
theories based on the NJL model cover. Figure 1.16 shows the critical end
points in the theoretical calculations.

Figure 1.16: Comparison of predictions for the local ot the QCD critical end
point on the phase diagram. Black points are model predictions: NJLa89
[72], NJLb89 [72], CO94 [73, 74, 75], INJL98 [76], RM98 [77], LSM01 [78],
NJL01 [78], HB02 [79], CJT02 [80], 3NJL05 [81], PNJL06 [82]. Green points
are predictions from lattice QDCs: LR01, LR04 [83, 84], LTE3 [85], LTE04
[87, 88]. The two dashed lines are parabolas with slopes corresponding to
lattice predictions of the slow dT/dµ2

B of the transition line at µB = 0 [85,
87, 88]. The red circles are locations of the freeze-out points for heavy-ion
collisions at several energies

√
sNN (indicated by labels in GeV).
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1.6.2 Experimental approach: chemical freeze-out prop-
erties and initial temperature

Chemical freeze-out temperature and baryon chemical potential

The chemical freeze-out properties are studied by the measured particle abun-
dance ratios such as π−/π+ and the chemical freeze-out model [89]. In the
chemical freeze-out model, particle abundance in a thermal system with vol-
ume V is expressed by

Ni

V
=

gi

(2π)3
γS

∫
1

exp
(

Ei−µBBi−µSSi

Tch

)
± 1

d3p, (1.62)

where Ni is the abundance of particle species i, gi is the spin degeneracy,
Bi and Si are the baryon number and strangeness number. Ei is the particle
energy. The parameters in this model are the chemical freeze-out temperature
Tch, the baryon chemical potential µB, strangeness chemical potential µS and
the ad hoc strangeness suppression factor γS. Figure 1.17 shows the chemical
freeze-out temperature as a function of the baryon chemical potential. In
0-5 % most central Au+Au collisions at

√
sNN = 200 GeV, the chemical

freeze-out temperature and the baryon chemical potential are

Tch = 159.3± 5.8MeV,

µB = 21.9± 4.5MeV. (1.63)

Initial temperature

Any source of high-energy real photons can also emit virtual photons which
subsequently decay into di-electrons as shown in Fig.1.18. A real photon is
emitted by a source labeled as M(Q2 = 0) on the left side in Fig.1.18. A
analogous diagram on the right side shows the emission of a virtual photon
with mass mγ∗ . The yield of virtual photons dNγ∗ is related to that of di-
electrons dNee as follows.

d2Nee

dM2
=

α

3π

L (M)

M2
dNγ∗ , (1.64)

L (M) =

√
1− 4m2

e

M2

(
1 +

2m2
e

M2

)
(1.65)

where M is the mass of the virtual photon pair or the di-electron pair (i.e.
M = mγ∗ = mee). α is the fine structure constant (∼ 1/137). The factor
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Figure 1.17: Chemical freeze-out temperature Tch as function of the baryon
chemical potential µB derived for central Au+Au (0-5% for 200 and 62.4 GeV
[91] and 0-10 % for 9.2 GeV [92]) and Cu+Cu (0-10%) collisions. For compar-
ison, results for minimum-bias pp collisions at 200 GeV are also shown along
with additional heavy-ion data points compiled for lower collision energies
[93, 94]. The dashed line represents a common fit to all available heavy-ion
data..

α
3π

L(M)
M2 is a universal factor describing the decay of γ∗ → e+e−. Equation

(1.64) can be described by

d2Nee

dM2
=

α

3π

L (M)

M2
S (M, q) dNγ, (1.66)

S (M, q) =
dNγ∗

dNγ

(1.67)

where q is the three momentum of the virtual photon and S (M, q) is the ratio
between the real photon emission and the virtual photon emission. The factor
S (M, q) is process dependent and accounts for effects such as form factors,
phase space and spectral function. Referring to Eq.(1.66), the relation be-
tween real photon production and the associated di-electron pair production
can be written as follows.

d2Nee

dmeedpT
=

2α

3π

1

mee

L (mee)S (mee, pT )
dNγ

dpT
, (1.68)
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For high pT (pT ≫ mee), the process dependence is negligible and the S (mee, pT )
becomes 1 asmee → 0 ormee/pT → 0. Formee ≫ me, the L (mee) approaches
1. Therefore the relation in Eq.(1.68) simplifies to

d2Nee

dmeedpT
=

2α

3π

1

mee

dNγ

dpT
, (1.69)

Figure 1.19 shows invariant mass spectrum of di-electrons. The yield of
virtual photons is extracted by fitting to the mass spectrum with a two-
component function,

f (mee; r) = (1− r) fc (mee) + rfdir (mee) , (1.70)

where fdir (mee) is the expected spectra of the virtual photons. Equation
(1.69) is good approximation as a functional form of fdir. fc (mee) is the
estimated spectra other than thermal photons and estimated by Monte Carlo
simulation of background particles with final-state di-electrons. r is the fitting
parameter and indicates the fraction between direct photons and inclusive
photons. The inclusive photon yield can be converted to the direct photon
yield via the parameter r as follows.

dNdir
γ (pT ) = r × dN incl

γ (pT ) . (1.71)

Figure 1.20 shows the invariant yield of direct photons as a function of
pT . The enhancement of the yield with respect to the extrapolation from p+p
curve is seen in Au+Au collisions. The information about the temperature
of the system produced by heavy-ion collision is extracted by the exponential
behavior of the enhancement.

In 0-20 % central collisions, the initial temperature Tinit of the system, at
least, reaches

Tinit = 221± 19± 19 MeV. (1.72)

The expected temperature is larger than the critical temperature of the QCD
phase transition in theoretical predictions.

1.6.3 Order parameters of the QCD phase transition

High energy Heavy-ion collisions have the advantage of exploring the QCD
phase transition in high-temperature and low-baryon-density domain. The
behavior of the order parameters in this domain is well studied by the lattice
QCD calculations [98, 99, 100, 101, 102, 103, 104]. The order parameters of
the QCD phase transition are classified into three types: chiral condensate,
strange quark number and Polyakov loop.
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Figure 1.18: Diagram for real photon production (left) and its associated
process producing an e+e− pair (right). M stands for the matrix element of
the photon-producing process, and Q is the four-momentum of the virtual (or
real) photon.

Figure 1.19: Invariant mass spectra of di-electrons for Au+Au (Min.Bias)
events for 1.0 < pT < 1.5 GeV/c. The solid line is the fitting result via
Eq.(1.70). The fit range is 0.12 < me+e− < 0.3 GeV/c2. The dashed (black)
curve at greater me+e− shows f (me+e−) outside of the fit range.

Chiral condensate susceptibility is a good order parameter for the chi-
ral phase transition since it diverges in the chiral limit (ml → 0, where ml

is masses of light quarks), and its local maximum at finite quark mass de-
fines a pseudocritical temperature that approaches the chiral phase transition
temperature as the quark mass approaches the chiral limit. Strange quark
number susceptibility and Polyakov loop, though these observables are sen-
sitive near the critical temperature so far, provide important insights for the
confinement/deconfinement aspect in the QCD vacuum.

Figure 1.21 shows the behavior of the renormalized susceptibilities near
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Figure 1.20: Invariant cross section (p+p) and invariant yield (Au+Au) of
direct photons as a function of pT . The filled points are obtained by the
virtual photon analysis and open points are from [96, 97]. The three curves
on the p+p data represent NLO pQCD calculations, and the dashed curves
show a modified power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p+p fit.

the critical temperature [100].
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Figure 1.21: The renormalized susceptibilities as a function of temperature
with the asqtad and HISQ/tree action compared to the stoud results. The
renormalized two-flavor chiral susceptibility χR for ml = 0.05ms where ml

and ms are the masses of light quarks and the strange quark, respectively
(top-left). The renormalized strange quark number susceptibility (top-right)
and the renormalized Polyakov loop (bottom-left) [100].
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1.7 Mass modification of light vector mesons

1.7.1 Chiral symmetry restoration in finite tempera-
ture

The left-handed and right-handed quarks as two eigenstate of the chirality
operator γ5 with the eigenvalue ± 1 are written by

qL =
1

2
(1− γ5) q,

qR =
1

2
(1 + γ5) q. (1.73)

The chirality is equivalent to the helicity σ · p̂ for the massless quark. The
QCD Lagrangian in Eq.(1.1) may be decomposed as follows.

LQCD = LQCD (qL, A) + LQCD (qR, A)− (q̄LmqR + q̄RmqL) (1.74)

Equation (1.74) is invariant under the UL (Nf )×UR (Nf ) global transforma-
tion as,

q → e−iλjθjL

q → e−iλjθjR (1.75)

where the θjR,L (j = 0, 1, · · ·Nf − 1) are space-time-independent parameters

and λ0 =
√
s/Nf , λ

j = 2tj
(
j = 1, · · ·N2

f − 1
)
. This is called chiral sym-

metry. Equation (1.75) is rewritten by introducing vector and axial-vector
transformations as

q → e−iλjθjV

q → e−iλjθjA (1.76)

where θV = θL = θR and θA = −θL = θR, respectively.
In order to simplify the structure of chiral symmetric phase and breaking

phase, let us introduce the linear sigma model based on the NJL model. The
formula is

LQCD =
1

2

[
(∂µσ)

2 + (∂µπ)
2]+V

(
σ2 + π2

)
, (1.77)

where σ and π meson field are define as

σ = q̄q, (1.78)

π = q̄iγ5q. (1.79)
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If the vacuum is changed into the chiral symmetry breaking phase (Nambu-
Goldstone phase (b) in Fig.1.22), π mesons are created with zero mass. It is
supported by the relatively small mass of π meson compared to other hadrons.
In chiral symmetric phase (Winger phase (a) in Fig.1.22), all states of hadrons
have a chiral partner with opposite parity and same mass as doublet of parity.
For example, the mass of ρ meson (JPC = 1−−, vector) is 770 MeV/c2, while
the mass of the chiral partner A1 meson (JPC = 1++, axial-vector) is 1250
MeV/c2. The mass difference between the chiral partners is direct evidence
of spontaneous breaking of chiral symmetry in QCD vacuum.

The chiral symmetry is expected to be restored in quark-gluon matter.
The effect of chiral symmetry restoration can appear as the modification
of hadron mass through the change of chiral condensate in QCD vacuum.
Therefore the measurement of the mass spectrum of hadrons is important to
investigate the chiral symmetry restoration.

Figure 1.22: (a) Winger phase (b) Nambu-Goldstone phase.

1.7.2 Light vector mesons as a probe

The light vector mesons such as ϕ, ω and ρ mesons are attractive to studying
the properties of quark-gluon matter produced in heavy-ion collisions. The
mass modification inside quark-gluon matter is potentially visible because
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their lifetimes are supposed to be comparable with the duration of the thermal
equilibrium state. In addition, di-electrons decaying from the mesons are
clear probe to study in-medium modification in quark-gluon matters because
because charged lepton carry the original information in quark-gluon matter
without strong interaction with hadronic matter in the relatively later stage
of the system evolution. Therefore the measurement of light vector mesons
via di-electron decay is especially important from experimental viewpoints.

1.7.3 Past studies of the mass modification

The in-medium mass modification has been studied in various experiments.
The dropping mass of the light vector mesons at finite density is originally
pointed out by Brown and Rho [105]. The density dependence on the masses
of the light vector mesons is calculated on the basis of Hatsuda and Lee [106].
Many experiments make effort to observe the mass modification in the normal
nuclear density. Figure 1.23-1.25 show the observed mass spectra reported
by KEK-PS E325 [107, 108], CLAS [109] and CBELSA/TAPS [110].

The mass modification of the light vector mesons in high-temperature
state can be predicted in theoretical models [113, 114, 115, 116]. Figure 1.26
shows an example of the theoretical predictions. The spectral function of
ρ/ω/ϕ can significantly change near the critical temperature. Figure 1.27 and
1.28 are the results in high-temperature state reported by the CERES/NA45
experiment [117] and the NA60 experiment [118], respectively.
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Figure 1.23: The invariant mass spectra of e+e− for the C target ((a)) and
the Cu target ((b)) [107]. The solid lines are the best-fit result, which is sum
of the known hadronic decays, ω → e+e− (dashed line), ϕ → e+e− (thick
dashed line), η → e+e− (dash-dotted line) and ω → e+e−π0 (dotted line)
together with the combinatorial background (long-dashed line) ρ → e+e− is
not visible.
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Figure 1.24: The invariant spectra of e+e− for the 2H ((a)) target, for the C
((b)) target and Fe-Ti data [109]. The curves are Monte Carlo calculations
by the BUU model [111, 112].

Figure 1.25: The invariant mass spectra of π0γ momenta below 500 MeV/c
and kinetic energy Tπ0 > 150 MeV for the Nb target ((a)), the LH2 target
((b)) and Monte Carlo simulation [110].The fitting curve takes into account
the tail in the region of lower masses resulting from the energy response of
the calorimeters .
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Figure 1.26: Spectral function of the light vector mesons in vacuum (solid
line) and in high-temperature and low-baryon-density medium expected un-
der RHIC condition: (T, µN) = (120, 91) MeV (long-dashed lines), (T, µN)
= (150, 40) MeV (dashed-dotted lines) and (T, µN) = (120, 91) MeV (long-
dashed lines), where µN is the net baryon density [115].

Figure 1.27: Invariant mass spectrum of e+e− emitted in 158 AGeV/c Pb+Au
collisions from the combined analysis of 1995 and 1996 data [117]. The solid
line shows the expected yield from hadron decays, dashed lines indicate the
individual contributions to the total yield.



66

Figure 1.28: Comparison of the excess mass spectrum for the semi-central
bin to model predictions, made for In-In at dNch/dη = 140 [118]. Cocktail ρ
(thin solid line), unmodified ρ (dashed line), in-medium broadening ρ (thick
solid line), in-medium moving ρ (dashed-dotted line). The open data points
show the difference spectrum resulting from a decrease of the ρ yield by 10
%.
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1.8 Motivations and scopes

The mass modification of light vector mesons such as ϕ, ω and ρ is one of the
most important signatures of the QCD phase transition produced in heavy-ion
collisions, since their masses are strongly related to chiral condensate, which
is the most prominent order parameter for the QCD phase transition. Ex-
perimentally the signals of the mass modification are extracted by analyzing
the mass spectrum shape of light vector mesons. In addition, the branching
ratios between different decay channels can change by the effect of the mass
modification, especially the comparison between ϕ → e+e− and ϕ → K+K−

is important because di-kaon decays are expected to be suppressed even in the
small mass modification due to the small Q value, Q = (Mϕ − 2×MK) ∼ 30
MeV.

The thesis consists of two parts. The first part describes the production of
ϕ and ω mesons in Au+Au collisions at

√
sNN = 200 GeV with the PHENIX

detector at RHIC. The invariant transverse momentum spectra of light vec-
tor mesons are systematically studied dependent on the individual collision
geometry in Au+Au collisions, combining with the different decay channels.
The mass modification is discussed from the viewpoints of the mass spectrum
shape and the branching ratio.

The second part describes measurability of di-electrons decaying from light
vector mesons with the numerical simulation. The feasibility of di-electron
measurement in central Pb+Pb collisions at

√
sNN = 5.5 TeV is evaluated by

the signal-to-background ratio and the statistical significance as a function of
the amount of detector materials, the rejection power of background hadrons,
the coverage of the detection system.



Chapter 2

Key issues for di-electron
measurement

Di-electrons have the advantages of studying the properties of quark-gluon
matter. The detection of di-electrons is, however, challenging from the exper-
imental viewpoint. In this chapter, relevant issues to di-electron measurement
are discussed.

2.1 Particle production

The several experiments at RHIC and LHC report that O(100-1000) particles
are produced at midrapidity in a heavy-ion collision [46, 47]. The most of
them are π± and π0 mesons. The production cross sections of pions are
approximately a hundred times larger than that of ϕ meson and ten times
larger than that of ω/ρ mesons, respectively.

The production cross sections overall pT at midrapidity are estimated by
fitting with the Tsallis function1 to the measured data. Figure 2.1 shows the
measured production cross sections in p+p collision (panel (a)) and in central
Au+Au collisions (panel (b)) at

√
sNN = 200 GeV for signal particles and the

backgrounds ones. The published data points of π± and K± at the centrality
class of 0-5 % and those of ω at the centrality class of 0-20 % are used. The
mismatch of the centrality class is corrected by the weights with the Npart

and the corrected data points are equivalent to the data at the centrality class
of 0-10 %. The solid curves in Fig.2.1 are obtained by directly fitting with
Tsallis function to the data. The dotted curves in the panel (b) are scaled
by the Npart and assumed to be the same spectrum shape as that of p+p
200 GeV. The absolute yield of ρ mesons in Au+Au 200 GeV is determined

1The properties of the Tsallis function is explained in Chapter 5.

68
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based on be the ρ/π ratio in p+p 200 GeV since there is no data for ρ meson.
The production cross sections and the inclusive yields over all pT ranges at
midrapidity for different collision systems are summarized in Table 2.1.

p+p 200 GeV Au+Au 200 GeV
(0-10%)

Particle dσ/dy(mb) Ref. dN/dy Ref.
ϕ 0.41 [122] 5.8 [132]
ω 4.3 [122] 33.3 [133]
ρ 7.4 [126] 57.3
π0 43.5 [119] 336.8 [128, 129]

π+/π− 43.5 [120, 121] 336.8 [130]
η 5.1 [124, 125] 39.5 [131]

K+/K− 4.0 [120, 121] 44.7 [130]
K0

s 4.0 [122, 123]
cc̄ 0.18 [127] 4.4 [134]

Table 2.1: The production cross sections and the inclusive yields over all pT
ranges at midrapidity for different collision systems. The used data points
to calculate the production cross sections and the inclusive yields are cited
from the publications listed in the second column for each collision system.
The production cross section of single electrons is obtained by the Tsallis fit
to the measured data points and converted into the cc̄ cross section with the
branching ratio of 9.5 % [127]. The production cross sections of the other
particles are obtained by fitting to the measured data points with the Tsallis
function, or assuming the proper scaling for missing data points. The errors
of the production cross sections and the inclusive yields are expected to be
from 10 to 30 % depending on particles.
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Figure 2.1: (a) The differential cross sections of different particles in p+p 200
GeV. Tsallis fitting curves are depicted as the solid curves on the data points.
The solid curve on π0 → γγ [119] and (π+ + π−)/2 [120, 121] are obtained
by the simultaneous fitting. The curves on the data points of (K+ +K−)/2
[120, 121], K0

s → π0π0 [122] and K0
s → π+π− [123] are also obtained by the

simultaneous fitting. The star symbols show η → γγ [124] and η → π0π+π−

[125]. The open diamonds show ρ → π+π− [126]. The triangles show ω →
e+e−, π0π+π− and π0γ [122]. The squares show ϕ→ e+e− and K+K− [122].
The asterisks show single electrons from heavy flavor decays [127]. (b) The
invariant pT spectra in Au +Au 200 GeV at the centrality class of 0-10%. The
dotted curves are scaled by the Npart and assumed to be the same spectrum
shape as that of p+p 200 GeV. The scaling curves are consistent with the
data points of pions [128, 129, 130] , η [131] and ω [133], respectively. The
solid curves are the fitting results to the data points of K± [130], ϕ [132] and
single electrons from heavy flavor decays [134]. For K±, the Tsallis parameter
q is fixed since there is no data point in the high pT region.
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2.2 Backgrounds for di-electron measurement

In addition to the relatively small production of light vector mesons, the
branching ratio (BR) to a di-electron pair is on the order of 10−4 for ϕ me-
son and 10−5 for ω/ρ meson. Furthermore many background electrons are
produced from several kinds of background sources. The main background
sources are listed as follows.

• Dalitz decays π0 → γe+e− and η → γe+e−,

• pair creations by decay photons from π0 and η meson,

• semi-leptonic decays from charge kaons,

• semi-leptonic decays from heavy quarks (charm and bottom),

• charged hadron contaminations by electron misidentification.

2.2.1 Main background sources of electrons

Dalitz decay

Pseudo-scalar mesons such as π0 and η mesons mainly decay into two photons.
The Dalitz decay corresponds to the case where photons become off-shell and
subsequently decay into di-electrons. The relation between 2γ decay process
(P → γγ) and the Dalitz decay process (P → γe+e−) is described by Kroll-
Wada formula [136, 137] as follows.

dΓ(P → e+e−γ)

dMe+e−
∝

√
1− 4m2

e

M2
e+e−

(
1 +

2m2
e

M2
e+e−

)
1

Me+e−
S (Me+e−) Γ(P → γγ),

S (Me+e−) = |FP (Q
2)|2

(
1−

M2
e+e−

m2
P

)3

,

FP

(
Q2
)

=

(
1− Q2

Λ2
P

)−1

, (2.1)

where Me+e− is the invariant mass of di-electrons, me is the rest mass of an
electron and mP is the rest mass of a parent meson. FP (Q2) is the electro-
magnetic transition form factor. Q2 is equivalent to the square of the virtual
photon mass (i.e. Q = Me+e−). The measurements of the form factor by the
experiments [138, 139] show ΛP ≃Mρ, where Mρ is the rest mass of ρ meson.
The Kroll-Wada formula determines the branching ratio and the phase space
of Dalitz decaying di-electron.
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Photon conversion

Final-state real photons can stochastically convert into a di-electron pair by
interacting with the detector materials. Photon-conversion probability is de-
fined by

Pcnv = 1− exp

(
−ρmNA

Z
dxσcnv

)
, (2.2)

where ρm is material density (g/cm2), NA is Avogadro’s number (= 6.002×
1023), Z is molar mass (g/mol), dx is material thickness and σcnv is the total
cross section of photon conversion. σcnv is parameterized as

σcnv = Z (Z + 1)

[
F1 (X) + F2 (X)Z + F3 (X) /Z

]
, (2.3)

where X = ln (Eγ/mec
2), Eγ is energy of parent photons, me is electron mass

and c is the velocity of the light. The function Fi (i = 1 ∼ 3) is an empirical
polynomial equation obtained by a least-square fit to the data [140].

The differential cross section is expressed based on Bethe-Heilter formula
[142] with some corrections,

dσcnv
dϵ

= αr2eZ[Z + ξ (Z)]

{
[ϵ2 + (1− ϵ)2]

[
Ψ1 (δ (ϵ))−

F (Z)

2

]

+
2

3
ϵ (1− ϵ)

[
Ψ2 (δ (ϵ))−

F (Z)

2

]}
, (2.4)

ξ (Z) =
ln
(
1440/Z2/3

)
ln (183/Z1/3)− fc (Z)

, (2.5)

δ (ϵ) =
136

Z1/3

ϵ0
ϵ (1− ϵ)

, (2.6)

fc (Z) = (αZ)2
[

1

1 + (αZ)2
+ 0.20206− 0.0369 (αZ)2

+0.0083 (αZ)4 − 0.0020 (αZ)6 + · · ·
]
, (2.7)

where ϵ = E/Eγ , E is the total energy carried by one particle of the electron-
positron pair and Eγ is the energy of parent photon. ξ (Z) shows the in-
teraction with the electron cloud. Ψ1 (δ (ϵ)) and Ψ2 (δ (ϵ)) are corrections
of the screening effect. fc (Z) is Coulomb correction function to one-photon
exchange approximation [145]. The kinematic limit of ϵ in Eq.(2.4) is,

ϵ0

(
=
mec

2

Eγ

)
≤ ϵ ≤ 1− ϵ0. (2.8)
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The polar angle of a electron with respect to the direction of the parent
photon is determined by the energy-angle distribution [143, 144]. The formula
is

dσcnv
dΩdEγ

=
2α3

πEγ

(
E2

m4
e

){[
2x (1− x)

(1 + µ2)
− 12µ2x (1− x)

(1 + µ2)4

]
Z (Z + 1)

+

[
2x2 − 2x+ 1

(1 + µ2)2
+

4lx (1− x)

(1 + µ2)4

] (
X − 2Z2fc (Z)

)}
, (2.9)

where µ = Eθ/m, θ is polar angle of electron with respect to parent photon.
The photon-conversion probability in Eq.(2.2) depends on the detector

materials in a detector system. Photon-conversion probability is expected to
be, at least, a few percent because photon conversion from the beam pipe
and the first layer of the innermost detectors is not avoidable. In addition,
these photon conversions are not removable in any detector system, even
if the detector system is designed to be minimum amount of material and
photon-conversion electrons are perfectly reconstructed in the detector.

Semi-leptonic decay from kaons

The dominant branches going to electrons are K±
e3 (K

+ → π0e+νe and K
− →

π0e−ν̄e) and K
0
e3 (K0

L → π+e−ν̄e and K
0
L → π−e+νe). The branching ratio of

K±
e3 and K±

e3 decay are 5.1 % and 40.55 %. The contribution from K0
e3 decay

can be neglected due to the long lifetime of K0
L
2.

Semi-leptonic decay from heavy quarks

Electrons originating from heavy quarks such as charm and bottom are pro-
duced though the complicated processes. The overall history from the heavy
quark production to the final-state electron production is expressed by

p + p or A + A
pQCD−−−→
σpp

c (b)
fragmentation−−−−−−−→

DH
Q (z)

D (B)
weak decay−−−−−−→ electron. (2.10)

The partonic production cross section is expressed in terms of dimensionless
scaling function f

(k,l)
ij (η) [146],

σ̂ij
(
ŝ,m2

Q, µ
2
R

)
=
α2
s (µR)

m2
Q

∞∑
k=0

(4παs (µR))
k

k∑
l=0

f
(k,l)
i,j (η) lnl

(
µ2
R

m2
Q

)
, (2.11)

2cτ of K± is 3.712 m and cτ of K0
L is 15.34 m. The detector size is typically 2-5 m in

radial direction at RHIC and LHC for electron measurement. cτ of K± is comparable to
the size of detector but cτ of K0

L is not.
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where ŝ is the partonic center of mass energy squared, mQ is quark mass,
µR is the renormalization scale and η = ŝ/4m2

Q − 1. The index i and j
are combination of partons , that is, quark (q), anti-quark (q̄) and gluons
(g). k = 0 and k = 1 correspond to Leading order and Next-to-Leading
order processes, respectively. At Leading order calculation, heavy quarks are
produced by gg fusion and qq̄ annihilation, while at the next-to-leading order
qg and q̄g scattering is also included. Based on th factorization theorem, the
total partonic cross section in p+p collisions are calculated by convoluting
with the parton distribution functions in protons,

σpp
(
ŝ,m2

Q

)
=

∑
i,j=q,q̄,g

∫ 1

4m2
Q

s

dτ

τ
δ (x1x2 − τ)F p

i

(
x1, µ

2
F

)
F p
j

(
x2, µ

2
F

)
×σ̂ij

(
τ,m2

Q, µ
2
R

)
, (2.12)

where the sums i and j are over all massless partons and x1 and x2 are frac-
tional momenta of partons. µF is the factorization scale. The renormalization
scale, µR, and the factorization scale, µF , are frequently assumed to be same
(i.e. µ = µR = µF ). The differential cross section of the heavy flavor hadrons
such as D (B) mesons is expressed by,

dσH
dpT

=

∫
dp̂Tdz

dσQ
dp̂T

DH
Q (z) δ (pT − zp̂T ) , (2.13)

where z ≡ Eh/EQ, EQ is energy of initial partons and EH is energy of pro-
duced hadrons. pT and p̂T are the transverse momenta of heavy flavor hadrons
and heavy quarks, respectively.

dσQ

dp̂T
is the differential cross section of heavy

quarks. DH
Q (z) is the fragmentation function of heavy quarks. The popular

parameterizations of DH
Q (z) are listed below.

DH
Q (z) ∝ 1

z

(
1− 1

z
− ϵ

1− z

)−2

[147], (2.14)

DH
Q (z) ∝ zα (1− z) [148], (2.15)

DH
Q (z) ∝

(
1− z

z
+

(2− z) ϵC
1− z

)
×

(
1 + z2

)(
1− 1

z
− ϵC

1− z

)−2

[149], (2.16)

DH
Q (z) ∝ (1− z)α zβ[150], (2.17)

DH
Q (z) ∝ (1− z)α

z−(1+bm2
T )

exp

(
−bm

2
T

z

)
[151], (2.18)
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where ϵ, ϵC , a, bm
2
T , α and β are non-perturbative parameters depending on

the heavy flavor hadrons. The parameters are determined by the experimental
results in e++e− collisions.

Figure 2.2 illustrates examples of hadronic decay and semi-leptonic decay
from heavy quarks. Charm and bottom quark decays into electron bound for
D0 and B0 mesons.

Figure 2.2: Semi-leptonic decay from charm and bottom [152].

Hadron contamination

In a real experiment, charged hadrons are wrongly identified as electrons due
to the limitation of the detector performance. Therefore, hadron rejection ca-
pability is important and crucial for di-electron measurement. The rejection
factor of charged hadrons, which is equivalent to the inverse of the misiden-
tification probability, is often used for indicating hadron rejection capability
of a detector system. The rejection factor for the typical electron identifi-
cation device is from a few hundred to a thousand in stand-alone operation
[153, 154, 155, 156].

2.2.2 Masses and branching ratios

Masses and branching ratios to a di-electron pairs for the light vector mesons
and the other background particles are summarized in Table 2.2. The branch-
ing ratio of c → e is assumed to be 9.5 % [127]. For the other particles, the
branching ratios are cited from the particle data group [12].
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Particle Mass (GeV/c2) Decay products Branching ratio
ϕ 1.01946 e+e− 2.954× 10−4

ω 0.78265 e+e− 7.28× 10−5

ρ 0.77549 e+e− 4.72× 10−5

π0 0.13498 γγ 0.98823
γe+e− 0.01174

η 0.54785 γγ 0.03931
γe+e− 7.0× 10−3

π+ 0.13957 - -
π− 0.13957 - -
K+ 0.49368 e+π0νe 0.0507
K− 0.49368 e−π0ν̄e 0.0507
cc̄ - e+e− 0.095

Table 2.2: Masses, decay products and branching ratios of the light vector
mesons and the other background particles. Masses and branching ratios are
cited from the particle data group [12]. The branching ratio of c → e is
assumed to be 9.5 % [127].

2.3 Expected signals and backgrounds in ideal

case

Once key physics processes and experimental conditions are taken into ac-
count, the expected signals and backgrounds can be estimated via the nu-
merical simulation3. The estimations are performed under the minimum re-
quirements of the experimental conditions, that is, the performance of the
detector is almost ideal:

• photon conversion probability Pcnv: 1 %,

• rejection factor of charged pions Rπ± : 1000,

• geometrical acceptance ϵacc: 100 %,

• electron tagging efficiency ϵtag: 100 %,

• transverse momentum threshold pthT : 0.1 GeV/c,

Figure 2.3 shows the experted invariant mass spectra for individual di-
electrons sources. The curves of the combinatorial pairs are reconstructed by

3The framework of the numerical simulation is explained in Chapter 6. In this section,
the expected signals and backgrounds in ideal case are demonstrated in order to clear key
issues for di-electron measurement.
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all combinations of electrons and positrons but only true combinations are
excluded. Figure 2.4 shows the comparison between the invariant mass of the
signal pairs, the background pairs and the combinatorial background pairs.
The peak structure can be seen in p+p collisions at

√
s = 200 GeV. On the

other hand, the peaks are buries on the backgrounds in Au+Au collisions at√
sNN = 200 GeV, however the statistical significance is enough under the

ideal experimental conditions.
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Figure 2.3: The invariant mass spectra of di-electrons from individual sources
for the given dNπ0+π±/dy with Pcnv = 1 %, Rπ± = 1000, ϵacc = 100 %, ϵtag =
100 %, pthT = 0.1 GeV/c. The mass spectra from individual origins are shown
with different curves specified inside the plot. The curves of the combinatorial
pairs are reconstructed by all combinations between electrons and positrons
but only true combinations are excluded.
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Figure 2.4: The inclusive mass spectra compared to the components of signal
pairs, all background pairs and combinatorial background pairs for the given
dNπ0+π±/dy with Pcnv = 1 %, Rπ± = 1000, ϵacc = 100 %, ϵtag = 100 % and
pthT = 0.1 GeV/c. The simulated number of events for each collision system
is shown inside the plot.



Chapter 3

Experimental setup

3.1 RHIC

The Relativistic Heavy Ion Collider (RHIC) is sited at Brookhaven National
Laboratory (BNL) in the United states. The RHIC is a colliding-type acceler-
ator and has versatile capabilities of accelerating various nuclear species from
protons (p+) to gold ions (197Au79+) at the wide dynamic range of energy.
Colliding energy reaches 500 GeV in p+p collisions and 200 GeV per nucleon
pair in Au+Au collisions at maximum.

The acceleration cycle starts from producing negative gold ions by a ce-
sium sputter ion source operated in the pulse beam mode. The ions are
injected to the Tandem Van de Graaf accelerator (TANDEM) and stripped
to a the positive ion state during passing through a thin carbon foil ( 2 µ
g/cm2 ). The ions are accelerated to 1 MeV per nucleon by the TANDEM.
The ion beam from the TANDEM is again stripped to higher charge state
by another carbon stripper foil (15 µ g/cm2 ) and goes into the Booster Syn-
chrotron (BOOSTER) through 850-m-long transfer line. In the BOOSTER,
the ions are accelerated to 72 MeV per nucleon. Before being injected to
the Alternating Gradient Synchrotron (AGS), the gold ions is stripped to the
+77 charge state. The last two electrons are removed and the 197Au79 beam is
injected into the two counter-rotating rings of the RHIC. One of them, which
is called as ”blue” ring, brings the beam in the clockwise direction. The other
is ”yellow” ring providing the beam in the counterclockwise direction. The
beam energy reaches 10-100 GeV per nucleon during rotating the RHIC ring.
Two oppositely-incident beams collide at the crossing point of the two rings.

Figure 3.1 shows the overview of the RHIC complex. The RHIC ring
has a circumference of 2.8 km with maximum bunch of 120. The designed
luminosity is 2.0× 1026 cm−2s−1. Acceleration and storage of beam bunches
are performed by two RF systems. One is operating at 20 MHz to capture

80
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the AGS bunches and accelerates to the maximum energy of ions. The other
is operating at 197 MHz. It is used to squeeze the beam profile against the
Coulomb scattering of ions in a bunch. Finally 1.1× 109 ions are stored in a
bunch and the ion beams are crossing at 106-ns interval.

Figure 3.1: The overview of the RHIC complex and acceleration scheme for
heavy ions.

3.2 PHENIX overview

Heavy-ion physics are studied by 4 experiments (PHENIX [160], STAR [161],
PHOBOS [162] and BRAHMS [163] ) at the RHIC. They are approaching
by different viewpoints to elucidate the property of the quark-gluon matters
and naturally they are designed by different concepts. The PHENIX has
prominent capabilities of simultaneously measuring electromagnetic probes
such as electrons, photons and muons.

The PHENIX detector comprises the global detectors, the central arms
and the forwards arms as shown in Fig.3.2. The central arms are centered at
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zero rapidity with azimuthal coverage of about 2π. The forward arms have
full azimuthal coverage at forward and backward rapidity. Each arm consists
of a number of subsystems. Fig. 3.3 summarized the rapidity and azimuthal
angle ϕ coverage and their basic features for each subsystem.

Figure 3.2: Photograph of the PHENIX detector viewed from north to south.
The central arms are visible on the right (west) and east (left) sides. In the
back the south muon magnet and the muon identifier detectors are visible.
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Figure 3.3: Coverages and features for subsystems [160].
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3.3 PHENIX coordinate system

Fig.3.4 is the definition of coordinate variables and conventions in PHENIX
detectors. Nuclei are delivered by the blue ring and the yellow ring along with
the z axis and collide at the original point. Central arm of PHENIX detectors
is located at mid-rapidity region (i.e. at the range of θ ∼ π

2
). The detector

configurations of the central arm from the view of the beam is shown in the
top figure of Fig.3.5. Muon arm of PHENIX detectors is located at forward
or backward rapidity region. The bottom figure of Fig.3.5 is the detector
configuration of the muon arm on y-z plane.

Figure 3.4: The definition of coordinate variables and conventions in PHENIX
experiment.
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Figure 3.5: The detector configuration of the central arm on x-y plane (top)
and the detector configuration of the muon arm on y-z plane (bottom).
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3.4 The global detector

The global detectors are used to determine the collision event (trigger) and
the event topology (Zvertex, centrality and the reaction plane). Beam Beam
Counter (BBC) [164] and the Zero Degree Calorimeter (ZDC) [167, 168] are
explained in this section.

3.4.1 Beam Beam Counter

BBC is placed at ±144 cm far from the center of the central arm along with
beam axis and surrounds the beam pipe concentrically as shown in Fig.3.6 and
Fig.3.7. BBC consists of two identical sets on both side, one on the north side
(BBCN) and the other on the south side (BBCS). BBC covers the rapidity
range of 3.1 < |η| < 3.9 and full azimuthal angle of 2π. Each set consists of 64
Cherenkov detector elements with Chrenkov threshold, βth ∼ 0.7. An element
is constructed by one-inch mesh dynode phototube (Hamamatsu R6178) on
3-cm-long quartz radiator. The intrinsic timing resolution of each element is
about 90 ps in p+p collision and 40 ps in Au+Au collision after correcting
the slewing effect1. Slewing correction is performed based on the correlation
measurement between output charge and intrinsic timing of BBC. Intrinsic
timing is calculated by the difference between raw hit timing of each element
and reference hit timing, which is given by the truncated timing average of
fired elements. The timing resolution depends on multiplicities in a collision.
One of the reason is that multiple particles in a Au+Au collision enter into
an element and the falling edge of pulse becomes shaper. The second reason
is that the number of fired elements in a Au+Au collision is higher than in
a p+p collision and the truncated average of timing is measured with higher
accuracy in Au+Au collisions. The measured charge is deduced to the number
of incident charged particles. The gain of each element is well calibrated and
40 particles can be measured at maximum per element.

BBC provides important information about a collision event. The coinci-
dent hit information of BBCN and BBCS is transmitted to the level-1 board
and is processed as the trigger of inelastic collisions during taking data. In
addition, BBC is used to determine the collision geometry such as the cen-
trality and the reaction plane. The centrality has an information on the
overlap region in a nucleus-nucleus collision. The centrality is determined by
the multiplicity measurement via BBC and energy measurement of neutrons
via ZDC. The reaction plane is determined by the inclination of a nucleus-
nucleus collision to the lab frame. This variable is measured by the azimuthal

1The detected timing depends on the falling edge of the output pulse. Therefore the
output of timing and charge are usually correlated. This effect is called ”slewing”.
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deviation of charged particles on the plane of BBC. In addition, BBC pro-
vides the start timing for the time-of-flight measurement. The time-of-flight
information is used for particle identification.

Figure 3.6: (a) A single detector element. (b) An assembled module (64
elements). (c) Installed modules.
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Figure 3.7: The position of BBCs along with the beam axis.
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3.4.2 Zero Degree Calorimeter

ZDC is a sandwich-type calorimeter to measure the total energy of evaporat-
ing neutrons from the beam ion. ZDC is placed at ± 18 m from the center of
the interaction point and behind the DX dipole magnet as shown in Fig.3.8.
Due to the upstream DX dipole magnet, charged particles such as protons
are bent and go away from the acceptable region of ZDC. On the other hand,
neutrons can enter ZDC. At the beam energy of 100 GeV per nucleon, nucle-
ons diverge by less than 2 mrad from the beam axis. The angular acceptance
of ZDC is |θ| < 2 mrad. It is comparable to the neutron divergence.

ZDC consists of three identical modules. A single module is a sampling
calorimeter with 2 interaction length (ΛI) and 50 radiation length (X0).
Fig.3.9 shows the mechanical design of a single module. Each module is
constructed by 27 layers of tungsten absorber plates and Poly Methyl Meth
Acrylate (PMMA) optical fibers. A optical fiber (ϕ = 0.5 mm) is sandwiched
between 5-mm-thick tungsten plates. Fibers are bundled and pulled out to a
read-out phototube (Hamamatsu R329-2). The orientation of a module has
an inclination of 45◦ with respect to the beam axis in order to collect effec-
tively Cherenkov lights from secondary charged particles in a shower. The
energy resolution of ZDC is about 21 % for 100 GeV neutrons [169]. The
measured total energy of neutrons are used for the centrality measurement.

3.5 Magnet system

The PHENIX magnet system consists of three magnets such as Central Mag-
net (CM), North Muon Magnet (NMN) and South Muon Magnet (MMS)
[166]. The configuration of these magnets are illustrated in Fig. 3.10.

3.5.1 The Central Magnet

Two sets of circular coil are implemented in the CM pole face. The several
sets of magnetic fields are provided by combining the polarity of the inner
coil and the outer one. CM+ configuration is set by operating only outer coil.
CM++ configuration is provided under operating both the outer coil and the
inner coil with the positive polarity. CM+− configuration is provided by
operating the outer coil with the positive polarity and the inner coil with the
negative polarity. During Au+Au collision period, the data are taken under
CM++ or CM−−. The left figure of Fig. 3.11 shows the magnetic field lines
under CM++. The right figure of Fig. 3.11 shows the strength of magnetic
field as a function of distance x for individual configurations.
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Figure 3.8: The location of ZDC from the beam view and the profile of
neutorons and protons (top). The location of ZDC apart from the interaction
point (bottom) [167, 168].
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Figure 3.9: Mechanical design of the ZDC tungsten modules [167, 168]. Di-
mensions are shown by mm.
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Figure 3.10: Line drawing of the PHENIX magnet system.

2.02.00.00.0 4.04.0 Z (m)Z (m)-2.0-2.0-4.0-4.0

PH ENIX

Magnetic field lines for the two Central Magnet coils in combined (++) modeMagnetic field lines for the two Central Magnet coils in combined (++) mode

Figure 3.11: Magnetic-field lines for CM++ configuration (left). Red box is
the coils. The strength of the magnetic field for each configuration (right)
[166].
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3.6 The central-arm spectrometers

3.6.1 Drift Chamber

Drift Chamber (DC) is a multi-wire gaseous chamber to measure the trajecto-
ries of charged particles in the r-ϕ plane and determines transverse momentum
of individual particles. DC is located at a radial distance of 2.02 < R < 2.48
m from the interaction point.

DC consists of two separated gas volumes located in the west and east
sides in the residual magnetic field of 0.06 Tesla. The detector volume is
filled with a gas mixture of 50 % argon and 50 % ethane and covered by the
Titanium frame. Each frame is cylindrically shaped to cover 90◦ in azimuth
and 1.8 m along the beam axis. A single frame is divided into 20 identical
sectors. The mechanical design of a DC is shown in the left of Fig.3.12. Each
sector covers 4.5◦ in azimuth and consists of six types of wire modules, which
are called X1, U1, V1, X2, U2 and V2. Each module contains 4 anode plane
and 4 cathode plane with a 2.0 to 2.5 cm drift space in the ϕ direction. The
X1 and X2 wire cells are aligned in parallel to the beam pipe for precise track
reconstruction in the r-ϕ plane. The U and V wire cells run with stereo angle
of about 6◦ with respect to the X wires in order to measure the z coordinate
of the track. The stereo angle is selected to match the z resolution of the
downstream pad chambers for the good pattern recognition of tracks even
at high multiplicity. The X-stereo cells have 12 Sense wires. The U and
V-stereo cells have 4 S wires. In total, 40 drift cells are aligned at the unit
radius. S wires in an anode plane are separated by Potential (P) wires and
surrounded by Gate (G) and Back (B) wires. P wires provide a strong electric
field and separate sensitive regions of individual anode wires. G wires limit
the the track sample length to roughly 3 mm and terminated undesirable drift
lines. B wires have a rather low potential and terminate most of the drift
lines from these side. These configurations are helpful to eliminate left-right
ambiguity and result in decreasing the signal rate per electronics channel by
a factor of two. In order to keep efficient track recognition for up to 500
tracks, each sense wire is separated in the center into two halves. Each half
of a S wire is electrically isolated by a 100 µ-m-thick Kapton strip and read
out independently. Therefore DC contains, in total, 6500 wires and 13000
read out channels. The electric field in the chamber is adjusted to keep the
mean pulse width to near 35 nsec. The double track resolution reaches better
than 2 mm and the track-finding efficiency is beyond 99 %. The single wire
resolution is found to be 165 µm.
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Figure 3.12: A frame of a drift chamber (left). The layout of wire position
within one sector and the wire alignment inside the anode plane (middle). A
schematic diagram of the stereo wire orientation (right) [170].

3.6.2 Pad Chamber

Pad Chamber (PC) is a multiwire proportional chamber with cathode pad
read out to determine the polar angle θ which allows the momentum in the
z direction and assists in track hit association to the downstream detectors
such as RICH and EMCal. PC consists of three separate layers which are
PC1, PC2 and PC3 (Fig. 3.13). PC1 is the innermost detectors installed at
the exit of the DC at 2.47 < R < 2.52 m. The combined information between
PC1 and DC provides three dimensional momentum of charged particles and
the straight line of particle trajectory outside the magnetic field. PC2 is
installed only in the west arm and located behind RICH at 4.15 < R < 4.21
m. PC3 is located in front of the EMCal at 4.91 < R < 4.98 m. PC2 and
PC3 are used for the track projection to the outer detectors. PC is also
used to reject secondary charged particles and to veto charged particles in
identifying photons with EMCal. Each detector contains a single plane of
wires inside a gas volume bounded by two cathode planes. The gas is chosen
to be the mixture of 50 % Argon and 50 % Ethane. One cathode planes are
segmented in small cells. Each cell consists of nine pixels but three different
read outs. As shown in Fig.3.14, the interleaved pixels are gathering together
nine-by-nine and connected to a common readout channel such that three
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Figure 3.13: The orientation of the PC1, PC2 and PC3 (top).

pixels in a cell are always connected to different but neighboring channels.
Therefore hit information in a cell are established as long as three read out
coincide. This special pad design saves a factor of nine in readout channels
and decreases accidental electrical noise. The PC system has, in total, 172,800
electronic readout channels. The efficiency achieves to be better than 99.9 %

Figure 3.14: The pixel arrays in a pad (left). Single cell is defined by three
pixels (right) [170].

for individual PCs as a result of the study with cosmic rays in Run2 (2001-
2002). The position resolutions in z direction are 1.7 mm, 3.1 mm and 3.6
mm for the PC1, PC2 and PC3, respectively.
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3.6.3 Ring Imaging Cherenkov detector

Ring Imaging Cherenkov detector (RICH) separates electrons from charged
hadrons below the Cherenkov threshold of pions. RICH is located in the west
and east sides. The radial distance of RICH from the interaction points is 2.5
< R < 4.1 m.

Figure 3.15 contains a cutaway drawing of one of RICH detectors re-
vealing the internal components. Each RICH has a volume of 40 m3 with
an entrance window area of 8.9 m2 and an exit window area of 21.6 m2.
Each volume is filled with the radiator gas of CO2, which has a refractive
index of (n− 1) = 410 × 10−6 at 20◦C and 1 atm. The refractive index
of CO2 corresponds to a threshold velocity of βth = 1/n = 0.99590168 and
a γ factor of γth = 1/

√
1− β2

th = 34.932. Therefore Cherenkov thresholds
are pT = meβthγth = 0.018 GeV/c for electrons (me=0.511 MeV/c2) and
pT = mπβthγth = 4.87 GeV/c for pions (mπ = 139.570 MeV/c2), respectively.
Each detector contains 48 composite mirror panel, forming two intersecting
spherical surfaces, with a total reflecting area of 20 m2. The mirrors focus
on the emitting Cherenkov light onto two arrays of 1280 PMTs (Hamamatsu
H3171S). The PMT arrays are symmetrically aligned at the either side of the
entrance window as shown in Fig.3.16. The rejection factor of charged pions

Figure 3.15: A cutaway view of one arm of the RICH detector [165].

is estimated as a function of the electron efficiency in Fig.3.17. The rejection
factor of pions is, for example, 500 at the electron efficiency > 80 % with a
radiator of CO2.
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Figure 3.16: The orientation of the components in RICH.

3.6.4 Electromagnetic calorimeter

The main role of Electromagnetic Calorimeter (EMCal) is to measure the
energies and spatial positions of photons and electrons. EMCal consists of
lead-scintillator calorimeter (PbSc) and lead-glass calorimeter (PbGl). Four
sectors of PbSc are installed in the west arm. Two sectors of PbSc and two
sectors of PbGl are installed in the east arm.

Lead-scintillator calorimeter

Lead-scintillator calorimeter (PbSc) is a shashlik type sampling calorimeter
[173, 172] with radiation length X0 = 2.0 cm, Moliere radius RM ∼ 3.0 cm
and nuclear interaction length λI = 44 cm. PbSc has the sandwich structure
by the lead absorber with 1.5 mm thickness and the scintillator with 4 mm
thickness. The scintillating plastic is made of Polystyrene with 1.5 % of
p-Terephenyl as the primary fluorescent material and 0.01 % POPOP2 as
wavelength shift material. PbSc consists of 15552 individual towers covering
an area of about 48 m2. Each tower contains 66 sampling cells consisting of

2PT stands for p-Terephenyl. POPOP stands for p-bis[2-(5-Phenylloxazolyl)]-benzene
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Figure 3.17: Simulated pion rejection factor vs electron efficiency for Ethane,
Freon 13 and CO2 [171].

alternating tiles of lead absorber and scintillator. These cells are connected
by 36 longitudinally penetrating wavelength shifting fiber for light collection.
Light is read out by 30 mm phototubes (FEU115M) at the back of the towers.
Four towers are grouped into one module as shown in Fig.3.18. 36 modules
are attached to a backbone and held together by welded stainless steel skins
on the outside to form a rigid structure called a super module. 16 supper
modules make a single sector.

The energy linearity, the energy resolution and the position resolution are
measured with the electron beam from AGS (BNL) and SPS (CERN) [174].
They are evaluated as a function of incident energy of electrons in Fig.3.19.
The energy resolution of PbSc is given by

σE
E

=
8.1%√
E(GeV)

⊕ 2.1%. (3.1)

The position resolution is evaluated with the logarithmic method [175] as
follows,

σx (E) =
5.9 (mm)√
E(GeV)

⊕ 1.4 (mm) . (3.2)
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Figure 3.18: The Interior view of a Pb-scintillator calorimeter module showing
a stack of scintillator and lead plates, wavelength shifting fiber readout and
leaky fiber inserted in the central hole [173].

Lead-glass calorimeter

Lead-glass calorimeter (PbGl) is a Cherenkov detector with radiation length
X0 = 2.8 cm, Moliere radius RM = 3.7 cm, nuclear interaction length λI =
38 cm and refractive index n = 1.648. PbGl comprises 192 supermodeules
(SM) in an array of 16 SM wide by 12 SM high. Each SM consists of 24
modules in an array of 6 module wide by 4 module high. Figure 3.20 shows
exploded view of a PbGl supermodule. The Cherenkov light emitted in the
electromagnetic shower process is read out with the phototubes (FEU84) at
the end of each module. Each PbGl crystal consists of 55 % PbO and 45 %
SiO2 with 4×4×40 cm2. Therefore the PbGl has 9216 read out channels in
total.

The incident energy dependence of the measured energy resolution for
positron showers is shown in Fig. 3.21. The energy resolution is expressed
with the fit parameters as follows.

σE
E

=
6.0%√
E(GeV)

⊕ 0.8%. (3.3)

The position resolution can be fit with the parameterization and given by

σx (E) =
8.4 (mm)√
E (GeV)

⊕ 0.2 (mm) . (3.4)
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Figure 3.19: The energy linearity (top), energy resolution (middle) and posi-
tion resolution (bottom) as a function of incident electron energy [173, 174].
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Figure 3.20: Exploded view of a lead-glass detector supermodule [173].

Figure 3.21: The energy resolution of the PbGl as a function of incident
energy [173]
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3.7 Data acquisition system

The PHENIX detectors have capabilities of measuring several kinds of parti-
cles simultaneously at various collision species. The occupancy in the PHENIX
detectors is expected to be a few tracks in p+p collisions and 10 % of all de-
tectors in central Au+Au collisions. The interaction rate at design luminosity
varies from a few kHz in central Au+Au collisions to 500 kHz for minimum
bias p+p collisions. In order to handle a variety of the event sizes and event
rates, the PHENIX Data Acquisition (DAQ) systems have the pipelined and
deadtimeless front-ends read outs and high-level triggers. The data record-
ing rate of the DAQ system is typically ∼ 1 kHz for Au+Au collisions in
Run4 (2004) and ∼ 5 KHz for p+p collisions in Run5 (2005), respectively. A
schematic diagram of the data acquisition flow in shown in Fig.3.22.

Figure 3.22: Schematic diagram of the data acquisition flow [176].

The DAQ system adopts the concepts of granule and partition. A granule
has features of timing control and data collection for each detector subsystem.
A partition is a combination of granules, sharing busy signals and accept
signals. Therefore the DAQ system takes the data in desired combinations of
subsystems.

The data acquisition flow has to be synchronized with the beam clock
of 94 MHz in the RHIC. The beam clock is transferred to the Master Tim-
ing Module (MTM). The MTM distributes the clock to the Granule Timing
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Modules, which are timing modules for individual detector, and the Global
Level-1 (GL1). The GTM delivers the clock, the control command bits (Mode
bits) and the Level-1 trigger accept signals to the Front End Modules (FEM).
The GTM distributes the busy signal to GL1 from its internal busy state or
the busy state of the Data Collection Module (DCM). In addition, the GTM
equips a fine delay of 50 ps steps in order to compensate timing differences
among the FEMs. The GL1 collect the Local Level-1 trigger signals and
decide the event trigger.

A FEM can store the data for up to 40 bunch-crossings (∼ 4.24 µs) to wait
for the accept signal from the Local Level-1 (LL1) and converts the analog
signals from the detectors into the digital data. There are two types of data
processing methods in the FEMs. One is that the analog signal is digitized
in every clock period. The other is that the analog signal is stored in Analog
Memory Units and digitized after the event trigger is accepted by the LL1.
The former is used for the BBC, ZDC, DC and PC. The latter is used for the
RICH and EMCal. Figure 3.23 is an example of the data flow in the FEM.

Figure 3.23: The photograph of the front-end module for BBC and the data
flow diagram.

The digitized data in each FEM are collected in the DCM at over 100 G
bytes per second via optical fiber cable. The DCM provides data buffering,
performs zero suppression for all subsystem data, checks the errors, formats
the data and outputs the compressed data to the Event Builder (EvB).
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The EvB consists of 39 Sub Event Builders (SEBs), Asynchronous Trans-
fer Mode (ATM) switches and 52 Assembly Trigger Processors (ATPs). A
SEB communicates with a granule and transfers the data to the ATP via
ATM, where the event assembly is performed. The data are combined in
units of event and stored on disk with a maximum recording rate of 400 M
bytes per second. The EvB architecture is shown in Fig.3.24. The format of
the raw data is called ”PHENIX Raw Data Format (PRDF)”. These data
are sent to the High Performance Storage System at thr RHIC Computing
Facility (RCF) and converted into a useful format for the data analysis.

Figure 3.24: Block diagram of the event builder system [176].



Chapter 4

Analysis

4.1 Data set

4.1.1 Integrated luminosity and the number of events

Run4 Au+Au physics runs were performed from the beginning of Jan. 2004
to the middle of Mar. 2004. The integrated luminosity of 241 µb−1 was deliv-
ered to the PHENIX experiment. Figure 4.1 shows the integrated luminosity
vs days during Au+Au runs. PHENIX has successfully recorded 1.5 × 109

”Minimum Bias (MB)” triggered events. The MB trigger fulfills the following
requirements:

BBCN ≥ 2 ∩ BBCS ≥ 2 ∩ |bbcz| < 38.0 cm, (4.1)

where BBCN and BBCS is the number of hits for the north-side BBC and
the south-side BBC, respectively. bbcz is the measured collision vertex in z
direction (beam axis). The relation between the integrated luminosity and
the number of MB events is described by∫

Ldt =
NMB

σAuAuϵAuAu
MB

=
NMB

⟨NMB
coll ⟩σppϵAuAu

MB

, (4.2)

where
∫
Ldt is the integrated luminosity, NMB is the number of MB events.

ϵAuAu
MB is the MB trigger efficiency in Au+Au collisions. The MB trigger
efficiency is

ϵAuAu
MB = ϵBBC × ϵZDC = 92.22.5−3.0 %, (4.3)

where ϵBBC and ϵZDC are the trigger efficiencies of BBC and ZDC, respectively.
ϵBBC is 93.1 ± 0.4 ± 1.6 % [179] and ϵZDC is 99.0+1.0

−1.5 % [180]. The inelastic
cross section of Au+Au collision is deduced by the inelastic cross section of
p+p collision, σpp = 42mb [181], and the number of binary collisions, ⟨NMB

coll ⟩.

104



105

⟨NMB
coll ⟩ is calculated by the Glauber Monte Carlo simulation [50, 51]. In this

study, 0.9× 109 (880 M) events are analyzed with selecting good runs.

Figure 4.1: The integrated luminosity vs days during whole Au+Au runs
(Run4) [178]. The black line is MB and the blue line is MB with Muon
active.

4.2 Event classification

Heavy-ion collisions can be classified by the collision vertex and the collision
geometry. The basic quantities for the event classification and the treatments
in the data analysis are introduced.

4.2.1 Collision vertex

Collision vertex, bbcz, is determined by the timing measurement of BBCs as
follows.

bbcz =
Tsouth − Tnorth

2
× c+ zoffset, (4.4)

where c is the speed of light (c = 299792458 m/s). zoffset is an intrinsic offset
BBCs have. Tsouth and Tnorth are the arrival times of charged particle from a
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collision for the south-side BBC and the north-side BBC, respectively. Figure
4.2 schematically shows the timing measurement with BBC. In this example,
3 hits are detected in the north side and 2 hits are detected in the south side.

Figure 4.2: Schematic view of timing measurement for BBCs. Charged par-
ticles from a collision enter the BBC element.

Figure 4.3 shows the number of electrons as a function of bbcz. The en-
hancement in the vertex range, |bbcz| < 5.0 cm and bbcz > 25 cm, suggests
the secondary producing electrons interacted with the detector materials in
the central arm and the muon arm, respectively. In order to avoid the con-
tamination from the muon arm, the events with |bbcz| < 25 cm are used in
this analysis.

4.2.2 Collision geometry and centrality

In high-energy heavy-ion collisions, collision geometry is characterized by the
number of binary collision, Ncoll , the number of participant nucleons, Npart,
and the impact parameter, b. The parameters are provided by the Glauber
model.

Experimentally, collision geometry is measured as ”Centrality”. Central-
ity is determined by the correlation between the sum of charge for scattering
particles and the energy for spectators (neutrons). Figure 4.4 shows the cen-
trality classification and the correlation of the output between BBC and ZDC.
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Figure 4.3: The number of electrons (red) and positrons (blue) vs bbcz

As a collision becomes central (i.e. centrality approaches 0%), more charged
particles enter BBC but less neutrons go to ZDC. Figure 4.5 shows the mea-
sured correlation between the charge of particles by BBC and the energy of
neutrons by ZDC. Negatively correlated distribution is seen from mid-central
to central collisions. In peripheral collisions, however, the correlation is hardly
seen due to the decline of the detection efficiency for BBC.

The measured centrality is often converted into Ncoll and Npart in order to
compare with the different data in different experiments. In addition, Ncoll

and Npart are often used as a kind of scaling parameter for comparing between
nucleus-nucleus collisions and nucleon-nucleon collisions.

Table 4.1 is the results of the Glauber Monte Carlo simulation in Au+Au
collisions at

√
sNN = 200 GeV [51].

4.3 Run selection

The run-by-run stabilities of the detectors are checked over the entire run pe-
riod. Table 4.2 shows period-by-period information for whole runs in Au+Au
collisions. Au+Au runs are classified into eleven run groups (G1-G9, CV1-
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Figure 4.4: Centrality classification and the correlation of the output ampli-
tude for BBC and ZDC.

Centrality ⟨Npart⟩ sys. ⟨Ncoll⟩ sys. TAB sys. ⟨b⟩ sys.
err. err. (mb−1) err. (fm) err.

0-10 % 325.2 3.3 955.4 93.6 22.75 1.56 3.2 0.2
10-20 % 234.6 4.7 602.6 59.3 14.35 1.00 5.7 0.3
20-30 % 166.6 5.4 373.8 39.6 8.90 0.72 7.4 0.3
30-40 % 114.2 4.4 219.8 22.6 5.23 0.44 8.7 0.4
40-50 % 74.4 3.8 120.3 13.7 2.86 0.28 9.9 0.4
50-60 % 45.5 3.3 61.0 9.9 1.45 0.23 11.0 0.4
60-70 % 25.7 3.8 28.5 7.6 0.68 0.18 11.9 0.5
70-92.2 % 9.5 1.9 8.3 2.4 0.20 0.06 13.5 0.5
0-20 % 279.9 4.0 779.0 75.2 18.55 1.27 4.4 0.2
20-60 % 100.2 3.4 193.7 19.1 4.61 0.36 9.3 0.4
60-92.2 % 14.5 2.5 14.5 4.0 0.35 0.10 13.0 0.5
0-92.2 % 109.1 4.1 257.8 25.4 6.14 0.45 9.5 0.4
(MB)

Table 4.1: The results of the Glauber Monte Carlo simulation for individual
centrality divisions.

CV2) by the stabilities of main detectors and the detection efficiency of elec-
trons.
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Figure 4.5: The sum of charge in BBC vs the sum of energy in ZDC. Centrality
is determined by the fraction relative to all entries in the scattering plot.

The detector condition in the reference run (run 120496) is used for the
simulation study. Therefore the fluctuations of each run with respect to the
reference run group (G8) are important. Figure 4.6 is the number of electrons
or positrons per event normalized by that of the reference run group G8. The
data for electrons (red) and positrons (blue) are superimposed on Fig.4.6.
The dotted line is the boundary between the magnetic field configurations of
CM++ and CM−−. Since the polarities of the CM++ and CM−− are opposite,
the detector acceptances of electrons and positrons become upside down. CV1
and CV2 are excluded due to the existence of many background electrons. G1-
G3 groups are also excluded because there are large dead areas in the EMCal
sector. In addition, the runs, whose efficiencies are within ±2σ deviation from
the mean efficiency of each run group, are selected as good runs.
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Group Run period Magnet Remarks
G1 108280-108714 CM−− E0 and E1 off
G2 108769-110236 CM−− E0 off
CV1 110237-111033 CM−− E0 off, converter run
G3 111350-113528 CM−− E0 off
G4 113529-114330 CM−−
G5 114331-115780 CM−−
G6 115979-116691 CM++

G7 116701-118110 CM++

G8 118110-120528 CM++ include reference run (run 120496)
CV2 120845-121111 CM++ converter run
G9 121113-122223 CM++

Table 4.2: The first column is the name of a run group. CV1 and CV2 are
converter runs. In converter run period, the additional materials are im-
plemented to study the amount of photon-conversion electrons. The second
column shows run number which belongs to each group. The third column
shows the polarities of two central magnet. The last column shows the re-
marks.

4.4 Track reconstruction and momentummea-

surement

4.4.1 Track reconstruction

The measurement of charged particles starts from the track reconstruction.
The trajectory of a particle is determined by hit information on the tracking
device. The PHENIX applies a track finding algorithm called ”Combinato-
rial Hough Transform (CHT)” technique [183, 184]. In this technique, an
arbitrary trajectory is reconstructed by combining hits on the plane (i.e. x-y
plane or r-ϕ plane) perpendicular to the magnetic field. Each trajectory char-
acterizes Hough transform parameters, ϕ0 and α, where ϕ0 is polar angle at
the intersection of the tracks with a reference circle near the mid-point of DC
and α is the inclination angle relative to the straight line from the interaction
point. Hough transform parameters and an example of a reconstructed track
in x-y plane are shown in the top figure in Fig.4.7. The bottom figure in
Fig.4.7 shows a schematic view of a reconstructed track in r-z plane. Figure
4.8 shows an example of hits in a part of DC (left) and the corresponding
hit distribution (right) in the Hough transform parameter space. The more
details of the track reconstruction used in the PHENIX experiment are ex-
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Figure 4.6: Relative efficiency of the number of electrons (red) and positrons
(blue) per event with respect to the run group G8 without run selection (top)
and after selecting good runs (bottom).

plained in the reference [182].
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Figure 4.7: Schematic view of a reconstructed track by DC in x-y plane (top)
and r-z plane (bottom). Hough transform parameters, ϕ and α, are shown
on the top.

4.4.2 Track quality

The quality of a track is assured by requiring the hits on X wires (X1,X2)
and stereo UV wires and associated clusters in PC1. The hit information is
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Figure 4.8: The track reconstruction by the CHT technique [182]. The hits
on DC in x-y plane (left) and the hit distribution in the parameter space (ϕ,
α) (right).

recorded as a bit, which is named ”quality bit”. Quality bit is defined as

quality bit = a× 20 + b× 21 + c× 22 + d× 23 + e× 24 + f × 25, (4.5)

The coefficients of quality bit are summarized in Table 4.3.

Track quality has an influence on the accuracy of the momentum mea-
surement. In addition, track quality is related to the methods of electron
identification, since some variables for electron identification often require
the track projection. The highest track quality is quality bit = 63. In this
case, both hits of X1 and X2, unique UV hit and unique PC1 hit are required.
The second best one is quality bit = 31. In order to increase the statistics,
not only the best case but also the second best one,

quality bit = 31 ∪ 63, (4.6)

are used in this analysis. Figure 4.9 shows the distribution of quality bit.
Filled bits in Fig.4.9 are selected in this analysis.
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coefficients bit description

a 0 X1 hit is not used
1 X1 hit is used

b 0 X2 hit is not used
1 X2 hit is used

c 0 UV hit is not found
1 UV hit is found

d 0 UV hit shares from other track
1 UV hit is unique

f 0 PC1 hit is not used
1 PC1 hit is used

f 0 PC1 hit shares from other track
1 PC1 hit is unique

Table 4.3: The definition of quality bit.
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Figure 4.9: quality bit distribution. Filled bit patterns are used in this anal-
ysis.

4.4.3 Momentum measurement

Transverse momenta of charged tracks are determined by the effective mag-
netic field, K, and the measured Hough parameter, α as follows.

pT ∼ K

α
,

K =
e

RDC

∫
lBdl, (4.7)
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where e is the elementary charge (e=0.2998 GeV/c T−1m−1), RDC is the
reference radius of DC (RDC=220 cm). The effective field integral K is 87
mrad GeV/c in the central arm. The momentum resolution is directly related
to α resolution of DC [182, 185] as follows.

δp

p
=
δα

α
=

1

K

√(
σms

β

)2

+ (σαp) (4.8)

where δα is the measured angular spread, which depends on the multiple scat-
tering deviation, σms, and the intrinsic angular resolution, σα. The multiple
scattering deviation σms mainly contributes in the low momentum region. σα
is 0.84±0.005 mrad (GeV/c)−1, which is obtained by the data analysis in
zero-field runs. Figure 4.10 shows the momentum resolution as a function
of momentum [182]. At high momentum, σα is the dominating contribution,

Figure 4.10: The momentum resolution as a function of momentum for DC
[182].

that is, δα ∼ σα. Finally,

δp

p
∼ 0.7 (%)⊕ 1.0 (%)× p (GeV/c) (4.9)

is obtained.
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4.5 Electron identification

4.5.1 Electron identification by RICH

The reconstructed track is projected onto RICH as shown in Fig.4.11. If
this track is an electron, conical light with a certain angle is radiated during
passing though the radiator. Emitted Cherenkov lights are reflected on the
spherical mirror and detected on the PMT array. Fired phototubes on the
array are distributed around the nominal ring-shaped range with respect to
the track projection point on the array.

Figure 4.11: Electron detection in RICH.

The parameter ricor is the distance between the center of a phototube
and the projection point Rcross = (zcross, ϕcrosss). The projection point is
calculated by the extrapolation from the trajectory on DC and PC. Several
variables for electron identification are defined on the basis of the projection
points.

The variable n0 is the number of fired phototubes found in the expected
range from the nominal Cherenkov ring (3.4 ≤ ricor ≤ 8.4 cm).

The variable npe0 is defined as

npe0 =
∑

3.4≤ricor≤8.4 cm

Np.e. (i) , (4.10)

where Np.e. is the number of the photoelectrons in i-th phototube in the
expected range of 3.4 ≤ ricor ≤ 8.4 cm.
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The variable disp is defined by the distance between the center of Cherenkov
ring center Rcenter and the track projection point Rcross. Rcenter is calculated
by the weighted average of the position of fired phototubes. Therefore,

Rcenter =

∑
3.4≤ricor≤8.4 cmNp.e. (i) ·Ri

npe0
. (4.11)

disp is expressed as

disp =
√

(zcross − zcenter)2 + (ϕcross − ϕcenter)2. (4.12)

In other words, disp shows the consistency between the center of Cherenkov
light calculated by fired phototubes in RICH and the projection point from
DC and PC1.

The variable chi2 is obtained by the weighted average of deviation of fired
phototubes from the ideal ring radius rideal(= 5.9 cm).

chi2 =

∑
3.4≤ricor≤8.4 cmNp.e. (i) · (ricor − rideal)

2

npe0
(4.13)

z-flipped technique

Under high multiplicity environment produced by a Au+Au collision, charged
hadron tracks are accidentally associated with the fired phototubes in RICH.
”z-flipped” technique is used in order to estimate randomly associated back-
grounds. The track projection point R = (x, y, z) is flipped in the z direction
and z-flipped point Rs = (x, y,−z) is determined. n0, npe0, disp and chi2
of R correspond to sn0, snpe0, sdisp and schi2 of Rs, respectively. The net
distributions of n0, npe0, disp and chi2 for electron candidates are obtained
by subtracting the estimated distribution of randomly associated tracks from
the raw distribution. Figure 4.12 is n0 distribution of electron (left) and
positron (right) with the requirements of disp < 4 and chi2 < 7. The ran-
dom associated distribution is obtained with the requirements of sdisp < 4
and schi2 < 7.

RICH misalignment

The array of phototubes in RICH is composed of four sectors as East South,
East North, West South and West North. Thus sector-by-sector response
to Cherenkov light should be checked and calibrated. Figure 4.13 shows
disp distribution of electrons at the east-south sector (left) and west-south
sector (right). Red filled points are the real data, blue open points are the
simulation. The distribution of the real data is much different from that
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Figure 4.12: n0 distribution of the West-south sector for electron (left) and
positron (right).

of the simulation at the east-south sector because of the misalignment of
RICH. The biases caused by the RICH misalignment are taken into account
by embedding the misalignment into the simulation. Figure 4.14 shows disp
distribution with embedding the RICH misalignment into the simulation.
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Figure 4.13: disp distribution of the east-south sector (left) and the west-
south (left).
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Figure 4.14: disp distribution of the east-south sector (left) and the west-
south (left) after the biases of the RICH misalignment are embedded into the
simulation.

Comparison between the real data and the simulation

The detector responses are studied by comparing the real data with the sim-
ulation. The contributions from randomly associated tracks are estimated in
the real data analysis. The biases of the RICH misalignment are embedded
into the simulation. Figure 4.15 shows sector-by-sector n0 distributions for
electrons (top) and positrons (bottom). Figure 4.16 shows sector-by-sector
disp distributions for electrons (top) and positrons (bottom). The distribu-
tions of the RICH variables are reasonably consistent between the real data
and the simulation.

4.5.2 Electron identification by track matching

Track matching variable is defined by the displacement between the track
projection point (Rpemc = (pemcz, pemzphi)) from DC and PC1 onto the
backward EMCal surface and the energy centroid (Remc = (emcz, emcphi)) of
an electromagnetic shower developing in the EMCal. The z and ϕ components
of the track matching are expressed by

emcdz = emcz − pemcz, (4.14)

emcdphi = emcphi− pemcphi, (4.15)

The definition of them is illustrated in Fig.4.17. emcdz and emcdphi dis-
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Figure 4.15: The comparison of the net distribution between the real data and
the simulation, taking the RICH misalignment effect into account. The com-
parisons are shown for East-South, West-South, East-North and West-North.
The top and bottom plots are n0 distribution for electrons and positrons,
respectively.
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Figure 4.16: The comparison of the net distribution between the real data
and the simulation, taking the RICH misalignment effect into account. The
comparisons are shown for East-South, West-South, East-North and West-
North. The top and bottom plots are disp distribution for electrons and
positrons, respectively.

tribution is shown in the panel (a) of Fig.4.18 and Fig.4.20, respectively. The
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dotted black points and the blue line in the panel (a) show the net distri-
bution and the contribution from randomly associated tracks, respectively.
The red points in the panel (b) show the net distribution after subtract-
ing the distribution of the randomly associated tracks. The contribution
from random associated tracks is estimated under the conditions of sn0 > 2,
schi2/snpe0 < 7 and sdisp < 4.

In order to clarify the selecting criteria of electrons, the track mathing
variables in units of radian and cm are normalized into the units of one
standard deviation σ. The normalized matching variables, emcsdphie and
emcsdze, are defined by

emcsdze =
emcdz − ⟨emcdz⟩

σemcdz

, (4.16)

emcsdphie =
emcdphi− ⟨emcdphi⟩

σemcdphi

, (4.17)

where ⟨emcdz⟩ and ⟨emcdphi⟩ are the mean values of the net distribution of
the track matching. σemcdz and σemcdphi are the standard deviations.

Track matching calibration

The track matching variables depend on the momentum of a track, the EMCal
sector, the bending direction and the incident position. These dependences
are summarized in Table 4.4.

Variables Dependences
emcsdze The total momentum (mom)

EMCal sector (sector and dcarm)
Bending direction (sign of α)
Incident polar angle (θ)

emcsdphie The total momentum (mom)
EMCal sector (sector and dcarm)
Bending direction (sign of α)
Incident position (zed)

Table 4.4: The dependences considered for the track matching calibration.

The track matching variables are calibrated for not only the real data
but also the simulation. Figure 4.18 and Fig. 4.19 is an example to explain
the procedure of the calibration. The panel (b) in the figure shows the net
distribution after subtracting the randomly associated distribution from the
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raw distribution. The fit with Gauss function is superimposed on the plot.
The mean parameter, ⟨emcdz⟩ and the sigma parameter, σemcdz are extracted
by the Gauss fit. ⟨emcdz⟩ and σemcdz as a function of the inverse momentum
are shown in the panel (c) and (d), respectively. ⟨emcdz⟩ and σemcdz change
linearly at low 1/pT region (i.e. high pT region) but non-linear tendencies
are seen at high 1/pT region (i.e. low pT region). Therefore, the following
function is used by this calibration.

f(x) =
3∑

i=1

aisin

(
iπx

L

)
+ a4 + a5x, (4.18)

where L is determined by the dynamic range of the data points. The summa-
tion term of Eq.(4.18) is introduced to take non-linear tendency and point-
to-point fluctuation into account. In addition, this term has the good con-
vergence at the edge of the data points, that is, it is preferable for the ex-
trapolation out of the data points. Figure 4.19 is the normalized matching
variable emcsdze, which is defined in Eq.(4.16), after the calibration. Mean
parameter is distributed around 0 and sigma parameter is distributed around
1 σ independent of the inverse pT and the bending direction α. The depen-
dences on the sector (E0-E3, W0-W3) and incident position (θ) are also taken
into account in the calibration. The results of the calibration are referred to
Appendix D.

The calibration of emcdphi is performed in the same way of emcdz. The
results are shown in Fig.4.20 and Fig.4.21.

The calibrations for the simulation are performed in the same procedure.
The results are shown in Fig.4.22 to Fig.4.25.
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Figure 4.17: The definition of track matching, emcdz and emcdphi.
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Figure 4.18: The track matching parameter emcdz of the real data before the
calibration.
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Figure 4.19: The normalized track matching parameter emcsdze of the real
data after the calibration.
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Figure 4.20: The track matching parameter emcdphi of the real data before
the calibration.
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Figure 4.21: The normalized track matching parameter emcsdphie of the real
data after the calibration.
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Figure 4.22: The track matching parameter emcdz of the simulation before
the calibration.
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Figure 4.23: The normalized rack matching parameter emcsdze of the simu-
lation after the calibration.
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Figure 4.24: The track matching parameter emcdphi of the simulation before
the calibration.
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Figure 4.25: The normalized track matching parameter emcsdphie of the
simulation after the calibration.
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4.5.3 Electron identification by energy-momentummatch-
ing

The Energy-momentum matching, E/p, is defined by the fraction between
the energy deposit in the EMCal and the momentum measured by DC,

E/p = ecore/mom, (4.19)

where ecore is the core energy of the energy deposit in the EMCal, mom
is the measured momentum. In case of electrons, E/p should distribute
around 1 since electrons mass (me=0.511 MeV/c2) is negligible in compar-
ison to measuring momentum scale of a few hundreds MeV to GeV (i.e.
E =

√
p2 +m2

e ≈ p). On the other hand, E/p of charged hadrons is much
smaller because they deposit only the minimum ionization energy in EMCal1.
The raw E/p distribution is shown in the panel (a) of Fig.4.26. The black
points are the E/p with the requirements of n0 > 2, chi2/npe0 < 7 and
disp < 4. The blue line is the distribution of the randomly associated tracks
with sn0 > 2, schi2/snpe0 < 7 and sdisp < 4. The net distribution after
subtracting the distribution of random associated tracks is shown in the panel
(b).

In order to clarify the criterion of electron identification, the normalized
energy-momentum variable dep is defined as

dep =
E/p− 1

σE/p

. (4.20)

Energy-momentum matching calibration

The energy-momentum matching is not always distributed around 1.0 even in
case of electrons. Because the nonlinearity response of the detector becomes
apparent especially in the low momentum region due to the inhomogeneity of
the material in the EMCal, the bremsstrahlung of electrons passing through
the detector material and so on. In addition, photon-conversion electrons
produced at the off-vertex point have higher momentum than the original
one due to the biases of the tracking algorithm. The panel (c) and (d) in
Fig.4.26 show the mean and standard deviation of the energy-momentum
matching distribution. The non-linear behavior is remarkably seen at the low
momentum region (i.e. high 1/p in the figures)

The energy-momentum calibration is performed dependent on the mo-
mentum, the bending direction and the EMCal sector. These dependences
are summarized in Table 4.5

1Hadronic shower with high energy can be produced in nuclear reaction with a small
probability.
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Variables Dependences
E/p The total momentum (mom)

Bending direction (sign of α)
EMCal sector (sector and dcarm)

Table 4.5: The dependences considered for the energy-momentum matching
calibration.

The calibrations are applied to not only the real data but also the simula-
tion. Figure 4.26 is an example to explain the procedure of this calibration.
The panel (b) shows the net distribution and the fitting results of the linear
combination between the Gauss function and the exponential function. The
exponential function is applied to estimate the residual backgrounds. The
fitting parameters, ⟨E/p−1⟩ and σE/p−1, are extracted by the Gauss fit. The
panel (c) and (d) show the parameters as a function of the inverse p. The
fitting function in the panel (c) and (d) is

f(x) =
3∑

i=1

aisin

(
iπx

L

)
+ a4 + a5x, (4.21)

where L is determined by the dynamic range of the data points. The sum-
mation term of Eq.(4.21) is introduced to take non-linear tendency, point-to-
point fluctuation and into account. The fitting results of Eq.(4.21) are used
for calibration. Figure 4.27 is the normalized matching variable dep after the
calibration. The mean parameter is distributed around 0 and sigma parame-
ter is distributed around 1 σ independent of the inverse p. The dependences
of the EMCal sector (E0-E3, W0-W3) are shown in Appendix D.

The calibrations for the simulation are performed in the same way above.
The results are shown in Fig.4.28 and Fig.4.29

4.5.4 Summary of the electron identification variables

The definition of the variables for electron identification are summarized in
Table 4.6.

The selection criteria in this data analysis are summarized in Table 4.7.
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Figure 4.26: The energy-momentum matching parameter E/p− 1 of the real
data before the calibration.
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Figure 4.27: The normalized energy-momentum matching parameter dep of
the real data after the calibration.
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Figure 4.28: The energy-momentum matching parameter E/p − 1 of the
simulation before the calibration.
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the simulation after the calibration.
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Variables Descriptions
n0 The number of fired phototubes in the nominal ring area

(3.8 ≤ r ≤ 8.0 cm)
npe0 The number of photoelectrons detected in nominal ring radius
disp Displacement between the projection point onto RICH PMT plane

and the centroid of the fired phototubes
chi2 The weighted average of deviation for fired phototubes

from the ideal ring radius ( rideal = 5.9 cm).
emcdz The difference of z between the track projection points

and the centroid of the electromagnetic shower.
emcdphi The difference of ϕ between the track projection points

and the centroid of the electromagnetic shower.
emcsdphie The track matching in ϕ direction normalized by σemcdph

emcsdze The track matching in z direction normalized by σemcdz

mom The measured momentum.
ecore The core energy in the EMCal (summed up for 3 towers)
E/p The ratio between ecore and mom.
dep The energy-momentum matching normalized by σE/p

Table 4.6: The definitions of the variables for electron identification

Variables Selection criteria
Track quality bit 31 ∪ 63
Number of fired PMT n0 > 2
Ring quality chi2 < 10
Track matching to RICH disp < 5 cm

Track matching to EMCal
√
emcsdphi2e + emcsdz2e < 3 σ

Energy-momentum matching |dep| < 2 σ

Table 4.7: The summary of the selection criteria in this analysis.
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4.6 Fiducial area selection

In order to select fiducial area in the detector, low-efficiency or noisy regions
to electrons are identified by the following hit informations.

• hit maps on cosθ vs bbcz

• hit maps on charge/momentum vs ϕ of the DC. (c/p vs ϕ)

• hit maps on z-ϕ plane projected to the PC1 plane (ppc1z vs ppc1phi)

• hit maps on z-ϕ plane on the DC (zed vs phi)

The criteria of the track selection are as follows.

• track quality bit = 31 ∪ 63

• n0 >2,

• chi2/npe0 <10,

• disp < 5 cm,

•
√
emcsdphi2e + emcsdz3e < 3σ

• |dep| < 2σ.

The procedure to select fiducial area consists of three steps as follows.

Step(1) reject obviously dead area in the real data.

Step(2) compare the hit maps between the real data and the simulation.

Step(3) identify and reject the low-efficiency or noisy area with the relative
amplitude between the real data and the simulation.

Figure 4.30 is an example of 2-dimensional hit maps. The top-left and
bottom-left figures show the cosθ vs bbcz before and after selecting fiducial
areas for the real data, respectively. The right two figures show cosθ vs bbcz
for the simulation.

Figure 4.31 is the acceptance comparison between the real data and the
simulation for zed and phi. The black points show the real data and the blue
lines show the simulation. There is good agreement between the real data
and the simulation after selecting fiducial area. Sector-by-sector comparisons
are shown in Fig.4.32 and 4.33.
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Figure 4.30: cosθ vs bbcz.
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Figure 4.31: Acceptance comparison between the real data and the simulation
before (left) and after selecting fiducial areas (right).
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Figure 4.32: phi distribution of single electrons after selecting fiducial areas.
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Figure 4.33: zed distribution after selecting fiducial areas.
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4.7 Pair analysis

4.7.1 Pair reconstruction

Since the source of any particular electron and positron in an event cannot be
known in advance, all possible electrons and positrons are combined into pairs.
Therefore, the signal pairs, that is, the light vector mesons are identified by
the invariant mass spectra of the di-electrons and found on the backgrounds
pairs. The invariant mass is reconstructed by

Me+e− =

√
(Ee+ + Ee−)

2 − (p⃗e+ + p⃗e−)
2,

Ee± =
√
m2

e± + p2e± ,

p⃗e± = (pe±x, pe±y, pe±z) , (4.22)

where Ee± is the energy of electrons and positrons. p⃗e± is the momentum
vector of them. The vector components of the momentum are expressed in

(px, py, pz) = (p sinθ cosϕ, p sinθ sinϕ, p cosθ) , (4.23)

where θ and ϕ are polar angle with respect to the beam axis and azimuthal
angle, respectively. The definition of the PHENIX coordinate system is ex-
plained in Chapter 3.

Figure 4.34 shows the invariant mass spectra of unlike-sign pairs changing
the severity of the electron identification. The peak of J/ψ meson becomes
clearer as more severely electrons are selected.

4.7.2 Backgrounds of electron-positron pairs

The invariant mass spectra are reconstructed by all combinations of electrons
and positrons since the origin of any electron cannot be identified. There-
fore the inclusive invariant mass spectrum consists of the signal pairs, the
correlated background pairs and the combinatorial background pairs. The
background pairs are mainly classified into the two types from experimental
viewpoints. Background Type (i) is classified as follows.

(1) Overlapping pairs

(2) Photon-conversion pairs

They are basically identical in the pair-by-pair analysis. Background Type
(ii) consists of

(3) Combinatorial background pairs,
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(4) Correlated background pairs from individual sources: Decaying di-electron
pair originated from a meson, final-state di-electron pair from two hadron
within a jet or in back-to-back jets and semi-leptonic decay from a
hadron.

It is hard to remove these backgrounds in the pair-by-pair analysis, therefore,
they are subtracted statistically.

Overlapping background pairs

Under high multiplicity environment produced in heavy-ion collisions, multi-
ple particles enter RICH. When two tracks are parallel to each other, one is an
electron and the other is a charged hadron at most cases, their track projec-
tion points onto the PMT array are same due to the feature of the reflecting
mirrors. This effect is named ”ring sharing effect” and illustrated in Fig.4.35.
Since the angle of the ring sharing tracks are close to zero , these tracks pro-
duce strong angular correlation and make the undesirable peak structure on
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the invariant mass distribution.
Strong angular correlations of the ring sharing pairs appears as the corre-

lations between two track projection points on the PMT array. The difference
of two projection points, (zcross,ϕcrosss), on the PMT array is defined by

dcross z = zcrossi − zcrossj ,

dcross phi = ϕcrossi − ϕcrossj , (4.24)

where (zcrossi , ϕcrossi) is the projection point on the PMT array for i-th track.
Figure 4.36 shows the relative amplitude in the parameter space (dcross z, dcross phi).
The relative amplitude is defined as the ratio between the distribution in
a same event and estimated ones with the event-mixing pairs2. The rel-
ative amplitude shows the strength of the correlation because the event-
mixing pairs are uncorrelated. The strong correlations are clearly seen around
(dcross z, dcross phi) = (0, 0). Any two tracks which fulfill the following re-
quirements are rejected in this analysis.

RRICH =

√(
dcross z

7.5 cm

)2

+

(
dcross phi

0.02 rad

)2

< 4.0 σ (4.25)

Figure 4.35: Schematic diagram of the ring sharing effect in RICH.

Similar overlapping effect appears in reconstructing the trajectory of the
tracks. If two incident charged particles are close to each other in DC, mul-
tiple hits are discovered in neighborhood. In this case, multiple tracks are

2The distribution of the event-mixing pairs are made by the event mixing technique.
The details of the event mixing technique are explained later
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Figure 4.36: The relative amplitude of the pairs in the parameter space
(dcross z, dcross phi). The left and right plots show the relative amplitude
before and after rejecting ring sharing tracks, respectively.

reconstructed as long as the combinations of the hit points look reasonable
for a track finding algorithm. This effect is named ”ghost track effect” and
illustrated in Fig.4.37. For instance, if four hits are observed as shown in
Fig.4.37, four probable trajectories of all 4C2 combinations3 are selected as
real tracks. In this case, two true tracks and two fake ones are included.

These tracks are gathered around 0 in the parameter space of (dzed, dphi).
dzed and dphi are defined as the difference of the hit position, (zed, phi) in z
direction and ϕ direction, respectively. The definitions are shown by

dzed = zedi − zedj,

dphi = ϕi − ϕj, (4.26)

where (zedi, ϕi) is the hit point in DC for i-th track.
Figure 4.38 shows the relative amplitude in the parameter space (dzed, dphi).

In this analysis, any two tracks to fulfill the following requirements are re-
jected.

RDC =

√(
dzed

0.2 cm

)2

+

(
dphi

0.01 rad

)2

< 4.0 σ. (4.27)

3All combinations are not necessarily taken, but some of fake combinations can be
selected.



141

Figure 4.37: Schematic diagram of the ghost track effect in DC.
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Figure 4.38: The relative amplitude of the pairs in the parameter space
(dzed, dphi). The left and right plots show the relative amplitude before
and after rejecting ghost tracks, respectively.



142

Photon-conversion di-electron pairs

The pairs from photon-conversion process in the detector materials are recon-
structed as backgrounds. The track reconstruction algorithm in PHENIX,
which is based on the combinatorial Hough transform technique, assumes
that all charged particles are produced at the collision vertex, that is, at az-
imuthal radial distance R = 0. Thus the produced pairs at the off-axis point
are wrongly reconstructed and have higher momentum than the original ones.
Figure 4.39 shows the relation between real tracks and wrongly reconstructed
tracks. The wrongly reconstructed pairs have higher invariant mass than
original one and the increase of invariant mass depends on the radial distance
between the collision vertex and the photon-conversion point. The photon-
conversion pairs at R ≤ RDC mainly contribute to the backgrounds since
the pairs at R > RDC can be removed by requiring track quality. The main
detector materials at R ≤ RDC and fake invariant masses are listed in Table
4.8.

Detector materials Invariant mass (mee)

The beam pipe at R = 4 cm mee ≈ 20 MeV/c2

Detector support structure at R = 25 cm mee ≈ 125 MeV/c2

Helium bags at R < 200 cm mee < 300 MeV/c2

The entrance window of the DC mee ≈ 300 MeV/c2

Table 4.8: The main source of the photon conversion and the relation between
the photon-conversion points and misreconstructed invariant masses.

The photon-conversion pairs have no intrinsic opening angle, that is, their
opening angle is zero at the conversion point, due to zero mass of real photon.
Thus the photon-conversion pairs can be bent in the azimuthal direction by
only the magnetic field. The direction of the magnetic field is designed to be
parallel with respect to the beam axis z⃗. A resultant unit momentum vector
of the pairs, µ̂ and a normal unit vector with respect to the plane of the pair,
v̂, are defined by

µ̂ =
p⃗+ + p⃗−
|p⃗+ + p⃗−|

,

v̂ = p̂+ × p̂−, (4.28)

where p̂± = p⃗±/|p⃗±| is the three momentum vector of the e±. The orientation
of the expected opening angle ω̂exp and that of the actual opening angle ω̂act
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are defined as

ω̂exp = µ̂× ẑ,

ω̂act = µ̂× v̂, (4.29)

where ẑ is the unit vector of the beam axis. The useful variable ϕV is defined
by

ϕV = arccos (ω̂exp · ω̂act) . (4.30)

The ϕV of photon-conversion pairs should be zero4. In other words, these
pairs are gathering on the perpendicular plane to the beam axis. On the other
hand, the di-electron pairs from hadron decays as well as the combinatorial
pairs have no preferred orientation.

The reduction of the backgrounds with ϕV cut turned out to be a few
percents in the mass region of the light vector mesons. This is because ϕV

cut becomes effective in case the detector system has significantly large ac-
ceptance. The ϕV is not calculated until electrons and positrons are detected
as a pair, unfortunately many of electrons are detected as a single track in
the limited acceptance of the PHENIX5.

Combinatorial backgrounds

The combinatorial pairs cannot be identified in the pair-by-pair analysis.
Therefore the contributions from the combinatorial pairs are estimated by
the statistical treatment.

The shape of combinatorial background spectrum is estimated by the
event mixing technique [186, 187]. The event mixing technique is that an
electron in an event and a positron in another event are mixed as shown in
Fig.4.40. The similar event classes, in concrete, the similar centrality and
collision vertex, are selected in mixing events to avoid the biases from the
event topology in a collision. Any event-mixing pair is naturally uncorrelated
because there is no correlation between events in principle. Therefore the
event mixing technique has the advantage of estimating the shape of the un-
correlated distribution. The other advantage of the event mixing is that the
statistical errors of the event mixing can be significantly small because the
analyzed number of mixing events is selectable. Substantially the statistical
errors from the residual distribution after subtracting the combinatorial dis-
tribution are determined by the distribution in the same event, that is, the
error propagation of the event-mixing subtraction becomes negligible.

4The ϕV are calculated to avoid ϕv = π as a solution for photon conversion by ordering
positive and negative tracks within the pair

5Even in such situation, ϕV is useful for the low-mass di-electron continuum analysis
(mee < 0.7 GeV/c

2
).
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Figure 4.39: Schematic diagram of the photon conversion at the off-vertex
point.

Figure 4.40: The definition of a signal pair, a background pair, a combinato-
rial pair and an event-mixing pair.

The combinatorial background distribution via the event mixing technique
is needed to be normalized. The absolute yield of uncorrelated pairs in same
events is estimated by the geometrical mean of the number of like-sign pairs
2
√
N++N−−, where N++ and N−− are the number of e+e+ and e−e− pairs, re-
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spectively. This estimation is valid as long as e+ and e− with equal acceptance
are usually produced as pairs. Counting the uncorrelated pairs in like-sign
distribution is much easier than in unlike-sign distribution because there is
no existence of e+e+ or e−e− decay from hadrons except for the following
processes.

• The cross pairs from π0/η, that is, π0/η → γ1γ2 or e
+
1 e

−
1 γ2 → e+1 e

−
1 e

+
2 e

−
2

• The e+e+ or e−e− pairs in a jet

The left plot in Fig.4.41 shows the invariant mass spectra of the cross pairs
estimated by the simulation6. The mass spectra of the cross pairs from π0/η
are radically dropped at the mass range of 0.1-0.2 GeC/c2 and 0.5-0.6 GeV/c2,
respectively. The like-sign pairs in a jet has strong correlation in azimuth.
The azimuthal angle difference between pairs are close to zero and such cor-
relations make the mass peak at mee ∼ 0 GeV/c2. The right plot in Fig.4.41
is an example of the jet-like correlation of like-sign pairs when the pairs are
found in a same jet or back-to-back jets7. The contributions from the jet
pairs are much smaller than the cross pairs. Therefore the like-sign pairs are
counted in the mass range of mee > 0.6 GeV/c2 in order to minimize the
effects from the correlated like-sign pairs.

The normalization factor is calculated in the following procedure. First,
the integrated number of like-sign pairs, N ′

++ and N ′
−−, are defined as follows.

N ′
++ =

∫ ∞

0

A++ ×B++ (mee) dmee,

N ′
−− =

∫ ∞

0

A−− ×B−− (mee) dmee,

A++ =

∫
N.R.

N++ (mee)∫∞
N.R.

B++ (mee)
dmee,

A−− =

∫
N.R.

N−− (mee)∫∞
N.R.

B−− (mee)
dmee, (4.31)

6π0 and η are singly generated based on the differential cross section in p+p 200 GeV.
The geometrical acceptance and momentum resolution of the PHENIX detector system are
taken into account. The pT threshold sets 150 MeV/c, which is equivalent to minimum pT
in cEWG data file. The invariant mass distribution of η meson is scaled by the η/π0 ratios
in p+p 200 GeV.

7The four-momentum vector of an electron is generated based on the differential cross
section of single electron in p+p 200 GeV and embedding azimuthal correlation. The
azimuthal correlation is determined by the assumption that a jet has Gauss profile with
the sigma of 0.25 rad and like-sign pairs are found in a same jet or back-to-back jet.
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Figure 4.41: The left figure is the invariant mass spectra of the cross pairs
from π0/η. The spectra in case of ideal detector coverage and PHENIX
acceptance are depicted as the different curves. The η spectra is scaled with
the η/π0 ratio based on the measured production cross section in p+p 200
GeV. The right figure is the invariant mass spectra when the pairs are found
in a same jets or back-to-back jets. The case of ideal detector acceptance and
the PHENIX acceptance are depicted as the different curves.

where N±±(mee) is the number of like-sign pairs in the same events, B±±(mee)
is the number of like-sign pairs in the mixed events. N.R. is the chosen
normalization region. The invariant mass range of 0.6 <Mee <∞ are selected
as the normalization region in this analysis in order to minimize the effect
from the correlated like-sign pairs. Therefore the normalization factor, α, is
estimated by the following equation.

α =
2
√
N ′

++N
′
−−

B+−

=

√√√√∫∞
mth

N++ (mee) dmee ×
∫∞
mth

N−− (mee) dmee∫∞
mth

B++ (mee) dmee ×
∫∞
mth

B−− (mee) dmee

(4.32)

where mth = 0.6 GeV/c2, B+− is the integrated number of unlike-sign pairs
in the mixed events.

The top two figures in Fig.4.42 show the invariant mass spectra of e+e+

and e−e−, respectively. The like-sign pairs in same events and the normalized
like-sign pairs in mixed events are depicted on each plot. Both of them
reasonably agree with each other at the accuracy of a few % in the mass
region of mee > 0.3 GeV/c28.

8The uncertainty of this normalization method is confirmed by the originally developed
numerical simulation. The details of the simulation is explained in Chapter 6.
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Figure 4.42: The invariant mass spectra of e+e+ pairs (top-left) and e−e−

pairs (top-right). The ratio between the same-event mass spectrum and
the normalized event-mixing mass spectrum for e+e+ pairs (bottom-left) and
e−e− pairs (bottom-right).

Dalitz decay: π0/η → γe+e−

The invariant mass spectrum of Dalitz decaying di-electrons reproduces Kroll-
Wada formula as shown in Chapter 2. The mass spectrum has a character
whose leading edge of the summation of masses of decay products (i.e. 2me =
1 MeV/c2) and the distribution continues up to their parent mass (i.e. mπ0 =
135 MeV/c2 and mη = 548 MeV/c2). Therefore the tails of invariant mass
does not affect in the mass region of light vector mesons.

Heavy flavor decay: cc̄
(
bb̄
)
→ DD̄

(
BB̄

)
→ e+e−

The mass shape of di-electrons from heavy quarks strongly depends on the
heavy quark and anti-heavy quark production, the fragmentation process
of hadrons and decays. Therefore the correlation between electrons and
positrons are complicated since final-state electrons are produced bound for
for many processes. Figure 4.43 shows the two extreme cases of these corre-
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lations. One of them is the case di-electrons have no correlation. The other
is the case di-electrons have the back-to-back correlation. The number of
di-electrons between two cases vary by the factor of 2 to 3 in the mass region
of light vector mesons (i.e. 0.6 < Mee < 1.2 GeV/c2). In real data analysis,
it is unknown how much the correlations exist. Therefore the contributions
to the mass spectrum are estimated by the empirical fitting to the residual
distribution after rejecting the combinatorial backgrounds.
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Figure 4.43: The invariant mass spectra of di-electrons originating from
heavy flavor decays (left). Uncorrelated di-electrons and back-to-back cor-
relations are assumed in case of the perfect acceptance and the PHENIX
acceptance. The ratio of the mass spectra between the uncorrelated case and
the back-to-back case (right).

J/ψ → e+e− and Drell-Yan process

The contributions from J/ψ → e+e− and Drell-Yan process are negligible due
to the small productions9 and the large gap from the masses of light vector
mesons.

4.7.3 Inclusive invariant mass spectra of di-electrons

Figure 4.44 shows the invariant mass spectra of unlike-sign pairs (top) and
like-sign pairs (bottom). The contributions from the overlapping background
pairs are superimposed on the plots.

9According to the production cross section in p+p 200 GeV, the yield of the final-state
di-electrons is about one-third of that for ϕmeson. In addition, J/ψ production is known to
be suppressed in heavy-ion collisions. The yield of di-electrons from the Drell-Yan process
are smaller than that of J/ψ meson.
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Figure 4.44: The invariant mass spectra of unlike-sign pairs (top) and like-sign
pairs (bottom). The contributions from the overlapping pairs are superim-
posed on the plot.

4.7.4 Light vector mesons: ϕ/ω/ρ→ e+e−

The correlated components are extracted by subtracting the combinatorial
backgrounds estimated by the event mixing technique. The signals of the
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light vector mesons can be identified by their intrinsic masses [12]. The top
plot in Fig.4.45 is the invariant mass spectrum focusing on the mass region
of the light vector mesons. The bottom plot in Fig.4.45 is the invariant
mass spectrum after subtracting the combinatorial backgrounds. The mass
spectra of the light vector mesons are assumed to follow the Breit-Wigner
function in this analysis, since the resonance peaks of the light vector mesons
with short lifetime are known to follow the Breit-Wigner distribution. The
mass resolution is expressed in the form of the Gauss function. The residual
background shape, which dominates the correlated backgrounds, is estimated
by a polynomial function. Therefore, the signals of the ϕ and ω are extracted
by the fits with the linear combination between the Breit-Wigner function
convoluted with the Gauss function and a polynomial function. In the mass
range of ϕ meson, we use

dNe+e−

dMe+e−
= A

∫
Fϕ (M

′)Ggauss (Me+e− −M ′) dM ′ +Hbg (Me+e−) . (4.33)

In the mass range of ω/ρ meson, two Breit-Wigner functions should be con-
voluted with the Gauss function.

dNe+e−

dMe+e−
= B

∫
{RFω (M

′) + (1−R)Fρ (M
′)}Ggauss (Me+e− −M ′) dM ′

+Hbg (Me+e−) ,

R =
NωBR (ω → e+e−)

NωBR (ω → e+e−) +NρBR (ρ→ e+e−)
, (4.34)

where Nω and Nρ are the inclusive yields of ω and ρ meson, respectively. The
inclusive yield of the mesons are assumed to be as same as those in p+p 200
GeV10. This assumption is not realistic because ρ mesons are considered to
be significantly melting in heavy-ion collisions. However, even in the case,
this assumption provides the candles whether or not the yields of ω and
ρ mesons change11. BR (ω → e+e−) and BR (ρ→ e+e−) are the branching
ratios to a di-electron for ω and ρmeson, respectively. Fϕ,ω,ρ (M

′) in Eq.(4.33)
and (4.34) indicate the Breit-Wigner function describing the intrinsic mass
spectra of the light vector mesons and Ggauss (Me+e− −M ′) shows the Gauss
function expressing the smearing effect caused by the transverse momentum
resolution. The residual backgrounds are estimated by the empirical function,
Hbg (Me+e−). These functions are expressed as

Fϕ,ω,ρ (M
′) =

Γϕ,ω,ρ/2π

(M ′ −Mϕ,ω,ρ)
2 + (Γϕ,ω,ρ/2)

2 , (4.35)

10The production cross sections are listed in Chapter 2.
11The uncertainty of the ρ yield are evaluated in the systematic study.
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Ggauss (Me+e− −M ′) =
1√
2πσ

e−(Me+e−−M ′)
2
/2σ2

, (4.36)

Hbg (Me+e−) = C (4.37)

where the mass center Mϕ,ω,ρ and the width Γϕ,ω,ρ of the light vector mesons
are fixed to their intrinsic values [12]. The mass resolution σ is also fixed to
the experimental resolution in PHENIX. A, B and C in the equations are
normalization factors. The fitting ranges are from 0.9 to 1.2 GeV/c2 for ϕ
meson and from 0.6 to 0.9 GeV/c2 for ω/ρ meson. The number of the light
vector mesons is counted by the integration of the convolution function over
the signal mass region.

The pT dependent mass resolutions for ϕ/ω are summarized in Table 4.9.

pT range ϕ meson ω meson
all pT 6.9 MeV/c2 5.6 MeV/c2

0.0 ≤ pT < 1.5 GeV/c 5.4 MeV/c2 4.5 MeV/c2

1.5 ≤ pT < 3.0 GeV/c 7.3 MeV/c2 4.9 MeV/c2

3.0 ≤ pT < 4.5 GeV/c 8.6 MeV/c2 6.9 MeV/c2

Table 4.9: The pT dependent mass resolutions for ϕ and ω mesons. The mass
resolutions are calculated by the PISA simulation.
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Figure 4.45: The invariant mass spectra of the di-electrons around the mass
range of the light vector mesons (top). The invariant mass spectra of the
di-electrons after subtracting the combinatorial backgrounds (bottom). The
fitting results are superimposed in the plot.
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Figure 4.46: The invariant mass spectra of the di-electrons at the centrality
class of 0-92.2% (MB).
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Figure 4.47: The invariant mass spectra of the di-electrons after subtracting
the event mixing distribution at the centrality class of 0-92.2% (MB).
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Figure 4.48: The invariant mass spectra of the di-electrons at the centrality
class of 0-20%.
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Figure 4.49: The invariant mass spectra of the di-electrons after subtracting
the event mixing distribution at the centrality class of 0-20%
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Figure 4.50: The invariant mass spectra of the di-electrons at the centrality
class of 20-60%.
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Figure 4.51: The invariant mass spectra of the di-electrons after subtracting
the event mixing distribution at the centrality class of 20-60%
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Figure 4.52: The invariant mass spectra of the di-electrons at the centrality
class of 60-92.2%.
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Figure 4.53: The invariant mass spectra of the di-electrons after subtracting
event mixing distribution at the centrality class of 60-92.2%
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4.7.5 Efficiency calculation

Monte Carlo simulation

The efficiency study is performed by the Monte Carlo simulation. The pro-
duction and the decay kinematics are simulated by the single event generator
called ”EXODUS”. The ω and ϕ mesons are singly generated and decay into
e+e−. The parent particles are uniformly generated at the rapidity range of
|y| < 0.5 and at the ZVertex of |z| < 25 cm. The azimuthal angle is isotrop-
ically distributed in 0 < ϕ < 2π. The input transverse momentum spectra
are determined based on the Tsalis fit to the measured ϕ → K+K− data
[188, 189, 190] for ϕ mesons. The spectra of ω mesons are assumed to be
the same shape in p+p 200 GeV [191, 192, 193, 194, 195]. The consistency
between the spectrum shape by the fit and the ω → π0γ data [196, 197] in
Au+Au 200 GeV is confirmed. They are shown in Fig.4.54. The particle
generation is performed at 0 < pT < 5 GeV/c, which covers measurable pT
range in analyzed luminosity.

The simulation of the PHENIX detection system is performed with the
PISA (PHENIX Integrated Simulation Application), which is based on the
GEANT code. The PISA simulation simulates the interaction between the
generating particles and the materials of the concrete detector system, and
traces all physics processes. The real detector performance such as spacial
and energy resolution, active area, track reconstruction and so forth are im-
plemented in the simulation. The real detector conditions in the reference
run (i.e. run 120496 in run group G8) are implemented in the simulation.
Therefore, the PISA simulation is essentially equivalent to the real experi-
ment.

Pair detection efficiency

The pair detection efficiency of light vector mesons is defined by

ϵpair (pT ) = ϵgeo (pT ) · ϵrec (pT ) · ϵtrk (pT ) , (4.38)

where ϵgeo (pT ), ϵrec (pT ), ϵtrk (pT ) are the geometrical acceptance, the re-
construction efficiency of di-electrons, the efficiency of track selection. The
efficiency of track selection includes the requirement of the track quality and
electron identification. The pair detection efficiency is calculated by the PISA
simulation. The left plot in Fig 4.55 shows the generating pT spectra (tagged
as ”input”) and the reconstructed pT spectra (tagged as ”output”). The right
plot in Fig.4.55 shows the pair detection efficiency.
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efficiency for ϕ and ω meson as a function of pair pT .

Multiplicity dependent efficiency

The mass shape for di-electrons is smeared by multiply entering the detector
even if there is no mass shift from the physics process. Its effect results in
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inefficiency of di-electron pairs in the signal mass region. The multiplicity
dependent efficiency is calculated by the embedding simulation, which is per-
formed by embedding simulated signal di-electron pairs (i.e. ϕ/ω → e+e−)
into the real data. Table 4.10 is the results of multiplicity dependent efficien-
cies for ϕ mesons.

Centrality ϵe+ ϵe− ϵe+e−

MB 0.9099 ± 0.0172 0.9099 ± 0.0172 0.8360 ± 0.0220
0-10 0.8700 ± 0.0482 0.8712 ± 0.0509 0.7577 ± 0.0611
10-20 0.8722 ± 0.0492 0.8914 ± 0.0512 0.7775 ± 0.0626
20-30 0.9661 ± 0.0541 0.8545 ± 0.0493 0.8255 ± 0.0663
30-40 0.9038 ± 0.0516 0.9512 ± 0.0548 0.8598 ± 0.0698
40-50 0.9172 ± 0.0505 0.9124 ± 0.0518 0.8369 ± 0.0661
50-60 0.9269 ± 0.0521 0.9365 ± 0.0537 0.8680 ± 0.0696
60-70 0.9382 ± 0.0529 0.9343 ± 0.0538 0.8766 ± 0.0707
70-80 0.9283 ± 0.0546 0.8982 ± 0.0571 0.8339 ± 0.0686
80-94 0.9432 ± 0.0252 0.9361 ± 0.0089 0.8950 ± 0.0223

Table 4.10: The multiplicity dependent efficiencies for di-electrons for ϕ
mesons.

4.7.6 The invariant yield of ϕ and ω meson

The invariant yield as a function of pT for a given pT bin at a given centrality
class for ϕ and ω meson is obtained by

1

2πpT

d2N (cent)

dydpT
=

1

2πpTNevent (cent)

1

BR

1

ϵ (pT , cent)

N (∆pT , cent)

∆y∆pT
,

ϵ (pT , cent) = ϵpair (pT ) · ϵmul (cent) · CFrun, (4.39)

whereNevent (cent) is the number of events for the given centrality class. BR is
the branching ratios to di-electron decay for ϕmesons and ω mesons. ϵpair (pT )
is the pair detection efficiency including acceptance, pair reconstruction and
track selection. ϵmul (cent) is the multiplicity dependent efficiency. CFrun is
the correction factor of the run-by-run pair fluctuation with respect to the
reference run12.

12The detector condition in the reference run is applied to the PISA simulation. There-
fore the additional correction is applied to the results.
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Bin shift correction

The extracted yield of a given finite pT bin at the bin center introduces
a wrong result in case the spectra is not flat such as exponentially falling
spectra. Therefore the data points should be shifted to the correct points.
There are two possibilities to get the true pT spectra.

Method (A) move the data point vertically by fixing the pT of the data
point.
Step(1) Fit the uncorrected data points with the function f (pT ).
Step(2) Calculate the ratio r between the average yield in this pT bin
and the value of the function at the bin center pcT as follows.

r =

∫ pcT+∆/2

pcT−∆/2
f (pT ) dpT

∆ · f (pT )
(4.40)

where ∆ is the bin width.
Step(3) Calculate the corrected yield via the ratio r.

dN

dpT

∣∣∣∣∣
corrected

=
1

r

dN

dpT

∣∣∣∣∣
uncorrected

(4.41)

Method (B) move the data point along the pT axis by fixing.
Step(1) Fit the uncorrected data points with the function f (pT ).
Step(2) Take the value f (p̄T ) to correspond to the average yield in the
bin, that is,

f (p̄T ) =
1

∆

∫ pcT+∆/2

pcT−∆/2

f (pT ) dpT (4.42)

where p̄T is correct pT , which is the weighted average pT in a pT bin.
Step(3) Calculate correct pT .
If f (pT ) is an exponential function, that is, f (pT ) ∝ exp (−pT/T ), the
solution is

p̄T = pcT − 1

24

∆2

T
(4.43)

In this analysis, we applied the method (A) for the bin shift correction.
The bin shift correction is performed with the following fitting function.

f (mT ) = N exp (−mT/T ) , (4.44)

where N and T are the parameters. The total energy of a particle is approx-
imately equal to mT at mid-rapidity. The exponential behavior is seen as a
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function of mT rather than pT . That is why mT instead of pT is applied to the
bin shift correction in this analysis. Figure 4.56 and 4.57 are the comparisons
between the uncorrected spectra and the corrected ones for ϕ and ω meson,
respectively. The correction is iteratively performed. The correction is clearly
converged after a few tries in both figures.
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Figure 4.56: Bin shift correction for ϕ meson.
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Figure 4.57: Bin shift correction for ω meson.
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4.8 Systematic study

The systematic error is defined by

Sys.Err. =
2×Dmax√

12
, (4.45)

where Dmax is the largest deviation in all possible cases. This definition is
based on the standard deviation suppose the distribution follows the uniform
function. Each deviation is defined by the difference between the result given
in the basic analysis procedure and that in an arbitrary case. This assumption
gives a conservative consequence as a systematic error but it is reasonable
if the number of possible cases is very limited. The classification and the
evaluation for each systematic study are listed below.

Run-by-run fluctuation

The uncertainty of the run-by-run pair efficiency is estimated by the fluctua-
tion of the each run group with respect to the reference run group G813. The
systematic error of the run-by-run pair efficiency is 10.1%.

Acceptance

The difference of the acceptance between the real data and the simulation
should be taken into account. The systematic error from the acceptance
mismatch comes from the uncertainty of the normalization between the real
data and the simulation. The normalization is performed by the integration
in six kinds of ϕ ranges: −0.54 < ϕ < −0.40 rad, 0.30 < ϕ < 0.21 rad, 0.0 <
ϕ < 0.1rad, 0.48 < ϕ < 0.57rad, 2.52 < ϕ < 2.61rad and 3.26 < ϕ < 3.41rad.
The systematic error from the acceptance mismatch is 5.2%.

eID

The systematic errors of the eID parameters are well studied by the single
electron analysis. The systematic errors for the eID parameters are summa-
rized in Table 4.11.

Input pT spectra of the simulation

The uncertainty of the input pT spectra for the efficiency calculation is esti-
mated by the two types of the functions. The Tsallis function and the flat
distribution are assumed. The systematic errors are shown in Table 4.12.

13The definition of the run group are explained in Chaper 3
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n0 chi2/npe0 disp emcsdze ⊕ emcsdphie dep Total
7 % 1 % 5 % 1.4 % 1 % 8.8 %

Table 4.11: The systematic errors from the electron identification [198].

pT range ω meson ϕ meson
0 < pT ≤ 1.5 GeV/c 12.7 % 3.7 %
1.5 < pT ≤ 3.0 GeV/c 6.5 % 6.4 %
3.0 < pT ≤ 4.5 GeV/c 3.5 % 1.8 %

Table 4.12: The systematic errors from the uncertainty of the input pT spec-
tra.

Normalization

The uncertainty of the normalization is estimated by the numerical simulation
14. The difference between the true combinatorial backgrounds and the esti-
mated event-mixing ones with the normalization factor of 2

√
N++N−−/N

mix
+−

is distributed to 0.05 to 0.30 % in central Au+Au collisions, depending on
the detector conditions such as the amount of the detector materials and the
purity of electrons. Therefore the uncertainty of 0.3% is assumed for the eval-
uation of the systematic error. The systematic errors of the normalization
factor are summarized in Table 4.13.

Residual background shape

The correlated backgrounds such as cc̄→ e+e− are estimated by the empirical
fits. The uncertainty of the correlated background shape is evaluated under
the assumption that the residual background shape is constant, the first-order
polynomial function and the exponential functions. The systematic errors are
summarized in Table 4.14.

Signal extraction

The systematic errors are evaluated by fitting the Breit-Wigner function, fit-
ting the relativistic Breit-Wigner function and directly counting the data.
The yield of the correlated backgrounds is estimated by the fits. The esti-
mated background level is used in counting the signals. The systematic errors
are in Table 4.15.

14The simulation can estimate the true combinatorial backgrounds under consideration
of the detector performance. The details of the simulation are explained in Chapter 5.
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Centrality pT range ω meson ϕ meson
MB all pT 2.1 % 1.2 %

0 < pT ≤ 1.5 GeV/c 3.0 % 1.4 %
1.5 < pT ≤ 3.0 GeV/c < 1.0 % < 1.0 %
3.0 < pT ≤ 4.5 GeV/c < 1.0 % -

0-20 % all pT 3.6 % 1.9 %
0 < pT ≤ 1.5 GeV/c - 2.5 %
1.5 < pT ≤ 3.0 GeV/c < 1.0 % < 1.0 %
3.0 < pT ≤ 4.5 GeV/c < 1.0 % -

20-60 % all pT 1.0 % < 1.0 %
0 < pT ≤ 1.5 GeV/c 1.0 % 1.0 %
1.5 < pT ≤ 3.0 GeV/c < 1.0 % < 1.0 %

60-92.2 % all pT < 1.0 % < 1.0 %
0 < pT ≤ 1.5 GeV/c < 1.0 % < 1.0 %
1.5 < pT ≤ 3.0 GeV/c < 1.0 % < 1.0 %

Table 4.13: The systematic errors from the uncertainty of the normalization
factor for ω and ϕ meson.

Centrality pT range ω meson ϕ meson
MB all pT 5.8 % 2.7 %

0 < pT ≤ 1.5 GeV/c 11.8 % 4.6 %
1.5 < pT ≤ 3.0 GeV/c 2.7 % 3.4 %
3.0 < pT ≤ 4.5 GeV/c 4.2 % -

0-20 % all pT 3.0 % 8.1 %
0 < pT ≤ 1.5 GeV/c - 13.2 %
1.5 < pT ≤ 3.0 GeV/c 1.4 % 5.1 %
3.0 < pT ≤ 4.5 GeV/c 4.2 % -

20-60 % all pT 4.7 % 2.6 %
0 < pT ≤ 1.5 GeV/c 11.0 % 2.7 %
1.5 < pT ≤ 3.0 GeV/c 1.3 % 1.0 %

60-92.2 % all pT 12.8 % 1.2 %
0 < pT ≤ 1.5 GeV/c 12.8 % 2.8 %
1.5 < pT ≤ 3.0 GeV/c 4.5 % 1.0 %

Table 4.14: The systematic errors from the uncertainty from the residual
background shape for ω and ϕ meson.

The uncertainty of the ρ yield

The uncertainty of the yield for ρ mesons is estimated by assuming three
cases: ρ/ω = 0.9, ρ/ω = 0.5 and ρ/ω = 0.0 (i.e. there is no ρ meson.). The
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Centrality pT range ω meson ϕ meson
MB all pT 4.0 % 7.4 %

0 < pT ≤ 1.5 GeV/c 1.1 % 16.2 %
1.5 < pT ≤ 3.0 GeV/c 18.0 % 16.2 %
3.0 < pT ≤ 4.5 GeV/c 47.0 % -

0-20 % all pT 33.3 % 27.2 %
0 < pT ≤ 1.5 GeV/c - 50.0 %
1.5 < pT ≤ 3.0 GeV/c 17.5 % 15.2 %
3.0 < pT ≤ 4.5 GeV/c 36.2 % -

20-60 % all pT 22.7 % 12.3 %
0 < pT ≤ 1.5 GeV/c 34.1 % 12.9 %
1.5 < pT ≤ 3.0 GeV/c 15.8 % 19.6 %

60-92.2 % all pT 12.4 % 10.3 %
0 < pT ≤ 1.5 GeV/c 14.5 % 14.6 %
1.5 < pT ≤ 3.0 GeV/c 12.2 % 8.9 %

Table 4.15: The systematic errors from the uncertainty from signal counting
for ω and ϕ meson.

case of ρ/ω = 0.915 is the baseline to calculate the ω yield. The systematic
errors are summarized in Table 4.16.

Bin shift correction

The systematic errors of the fitting function for the binshift correction are
evaluated by assuming two types of function: the exponential function and
the Tsalis function. The results are shown in Table 4.17

Total systematic errors

Total systematic errors are obtained by the quadratic sum of the errors above
and summarized in Table 4.18.

15This value is obtained by the production cross section in p+p 200 GeV and the branch-
ing ratio to di-electron.
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Centrality pT range ω meson
MB all pT 3.2 %

0 < pT ≤ 1.5 GeV/c 1.8 %
1.5 < pT ≤ 3.0 GeV/c 8.0 %
3.0 < pT ≤ 4.5 GeV/c 1.0 %

0-20 % all pT 9.1 %
0 < pT ≤ 1.5 GeV/c -
1.5 < pT ≤ 3.0 GeV/c 8.3 %
3.0 < pT ≤ 4.5 GeV/c 1.0 %

20-60 % all pT 2.3 %
0 < pT ≤ 1.5 GeV/c 4.8%
1.5 < pT ≤ 3.0 GeV/c 7.6 %

60-92.2 % all pT 8.4 %
0 < pT ≤ 1.5 GeV/c 7.9 %
1.5 < pT ≤ 3.0 GeV/c 13.6 %

Table 4.16: The systematic errors from the uncertainty from ρ yield for ω
meson.

Centrality pT range ω meson ϕ meson
MB 0 < pT ≤ 1.5 GeV/c < 1.0 % < 1.0 %

1.5 < pT ≤ 3.0 GeV/c 1.0 % 2.2 %
3.0 < pT ≤ 4.5 GeV/c 6.0 % -

0-20 % 0 < pT ≤ 1.5 GeV/c - < 1.0 %
1.5 < pT ≤ 3.0 GeV/c 2.7 % 1.2 %
3.0 < pT ≤ 4.5 GeV/c 2.6 % -

20-60 % 0 < pT ≤ 1.5 GeV/c 1.3 % < 1.0 %
1.5 < pT ≤ 3.0 GeV/c 5.6 % 1.8 %

60-92.2 % 0 < pT ≤ 1.5 GeV/c 6.1 % 1.2 %
1.5 < pT ≤ 3.0 GeV/c 21.0 % 6.7 %

Table 4.17: The systematic errors from the fitting function for the binshift
correction for ω and ϕ meson.
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Centrality pT range ω meson ϕ meson
MB all pT 16.5 % 16.4 %

0 < pT ≤ 1.5 GeV/c 22.8 % 22.5 %
1.5 < pT ≤ 3.0 GeV/c 25.4 % 22.9 %
3.0 < pT ≤ 4.5 GeV/c 49.8 % -

0-20 % all pT 37.7 % 31.9 %
0 < pT ≤ 1.5 GeV/c - 53.9 %
1.5 < pT ≤ 3.0 GeV/c 25.2 % 22.5 %
3.0 < pT ≤ 4.5 GeV/c 39.4 % -

20-60 % all pT 27.4 % 19.1 %
0 < pT ≤ 1.5 GeV/c 41.0 % 19.9 %
1.5 < pT ≤ 3.0 GeV/c 24.3 % 25.2 %

60-92.2 % all pT 24.4 % 17.7 %
0 < pT ≤ 1.5 GeV/c 29.0 % 21.0 %
1.5 < pT ≤ 3.0 GeV/c 32.3 % 19.3 %

Table 4.18: The total systematic errors for a given centrality in pT bins for ϕ
meson and ω meson.



Chapter 5

Results of the data analysis

5.1 The invariant transverse momentum spec-

tra and the particle production

The underlying physics in heavy-ion collisions are different from the momen-
tum range of particles. According to the pQCD, the particle production in
the high pT region is described by the power-law function. The modified
power-law function, which has good agreement with the production of ϕ and
ω mesons in p+p collisions at

√
s = 200 GeV, is described as

1

2πpT

d2N

dydpT
= N

(
1 +

pT
b

)−n

, (5.1)

whereN is a normalization factor. b and n are the parameters of this function.
On the other hand, the particle production in the low pT region is domi-

nantly caused by thermal or thermal-like processes. Therefore, the data are
well described by an exponential function as follows.

1

2πpT

d2N

dydpT
=

1

2πT 2

dN

dy
exp (−pT/T ) , (5.2)

where T is the inverse slope parameter of the function.
The Tsallis function [135] is widely used for explaining the properties of

the particle production. At midrapidity, the total energy of each particle is
approximately represented by transverse mass, mT =

√
p2T +m2

0 (m0 is rest
mass of a particle). The Tsallis function is formulated as a function of mT as
follows.

1

2πpT

d2N

dydpT
=

1

2π

dN

dy

(n− 1) (n− 2)

(nT +m0 (n− 1)) (nT +m0)

(
nT +mT

nT +m0

)−n

, (5.3)
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where n = −1/ (1− q), and dN/dy is the inclusive yield over all pT range at
midrapidity. Equation (5.3) simultaneously represents the power-law behav-
ior at high pT and the exponential behavior at low pT by the two parameters
q and T .

In the limit of m0 → 0, Eq.(5.3) becomes

1

2πpT

d2N

dydpT
=

1

2π

dN

dy

(n− 1) (n− 2)

(nT )2

(
1 +

pT
nT

)−n

. (5.4)

Equation (5.4) is essentially equivalent to the modified power-law function in
Eq.(5.1).

In the limit of m0 → 0 and q → 1 (i.e. n→ −∞), Eq. (5.3) becomes

1

2πpT

d2N

dydpT
= N exp (−pT/T ) , (5.5)

where N is a normalization factor. Equation (5.5) is similar to Eq.(5.2). The
slope parameter T characterizes the thermal-like production of the particles.

Figure 5.1-5.8 are the invariant yield of ϕ and ω meson as a function of
transverse momentum at the centrality class of 0-92.2% (MB), 0-20%, 20-
60% and 60-92.2%. The spectrum shape is characterized by the parameters
of three types of the fitting function: The modified power-law function, the
exponential function and the Tsallis function. The fitting parameters are
summarized in Table 5.1 to 5.4.

The inclusive yields of the light vector mesons at midrapidity, dN/dy,
are estimated by three methods: the direct count of the signals, the estima-
tion with Tsallis fit and the estimation with exponential fit. The results are
summarized in Table 5.5.
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Figure 5.1: The invariant yield as a function of transverse momentum for ϕ
meson at the centrality class of 0-92.2 % (MB). The error bars and the brack-
ets in the figure show the statistical errors and systematic errors, respectively.
The data points of ϕ→ K+K− are cited from the reference [132].
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Figure 5.2: The invariant yield as a function of transverse momentum for ω
meson at the centrality class of 0-92.2 % (MB). The error bars and the brack-
ets in the figure show the statistical errors and systematic errors, respectively.
The data points of ω → π0γ are cited from the reference [133].
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Figure 5.3: The invariant yield as a function of transverse momentum for ϕ
meson at the centrality class of 0-20 %. The error bars and the brackets in
the figure show the statistical errors and systematic errors, respectively. The
data points of ϕ→ K+K− are cited from the reference [132].
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Figure 5.4: The invariant yield as a function of transverse momentum for ω
meson at the centrality class of 0-20 %. The error bars and the brackets in
the figure show the statistical errors and systematic errors, respectively. The
data points of ω → π0γ are cited from the reference [133].
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Figure 5.5: The invariant yield as a function of transverse momentum for ϕ
meson at the centrality class of 20-60 %. The error bars and the brackets in
the figure show the statistical errors and systematic errors, respectively. The
data points of ϕ→ K+K− are cited from the reference [132].
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Figure 5.6: The invariant yield as a function of transverse momentum for ω
meson at the centrality class of 20-60 %. The error bars and the brackets in
the figure show the statistical errors and systematic errors, respectively. The
data points of ω → π0γ are cited from the reference [133].
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Figure 5.7: The invariant yield as a function of transverse momentum for ϕ
meson at the centrality class of 60-92.2 %. The error bars and the brackets in
the figure show the statistical errors and systematic errors, respectively. The
data points of ϕ→ K+K− are cited from the reference [132].
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Figure 5.8: The invariant yield as a function of transverse momentum for ω
meson at the centrality class of 60-92.2 %. The error bars and the brackets in
the figure show the statistical errors and systematic errors, respectively. The
data points of ω → π0γ are cited from the reference [133].
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Particle Function Fitting range T (GeV) n

ϕ meson Tsallis 0.0 ≤ pT ≤ 4.0 GeV/c 0.158 ± 0.028 -
4.0 ≤ pT ≤ 8.0 GeV/c - 7.65 ± 0.24

Exponential 0.0 ≤ pT ≤ 4.0 GeV/c 0.456 ± 0.004 -
Power-law 4.0 ≤ pT ≤ 8.0 GeV/c - 9.06 ± 0.30

ω meson Tsallis 4.0 ≤ pT ≤ 15.0 GeV/c - 6.97 ± 0.53
Exponential 0.0 ≤ pT ≤ 4.0 GeV/c 0.427 ± 0.050 -
Power-law 4.0 ≤ pT ≤ 15.0 GeV/c - 7.65 ± 0.59

Table 5.1: The comparison of the parameters among Tsallis fit, exponential
fit and power-low fit at the centrality class of 0-92.2 % (MB).

Particle Function Fitting range T (GeV) n

ϕ meson Tsallis 0.0 ≤ pT ≤ 4.0 GeV/c 0.268 ± 0.072 -
4.0 ≤ pT ≤ 8.0 GeV/c - 8.31 ± 1.10

Exponential 0.0 ≤ pT ≤ 4.0 GeV/c 0.413 ± 0.012 -
Power-law 4.0 ≤ pT ≤ 8.0 GeV/c - 9.87 ± 1.04

ω meson Tsallis 4.0 ≤ pT ≤ 15.0 GeV/c - 6.94 ± 0.78
Exponential 0.0 ≤ pT ≤ 4.0 GeV/c 0.464 ± 0.067 -
Power-law 4.0 ≤ pT ≤ 15.0 GeV/c - 7.53 ± 1.15

Table 5.2: The comparison of the parameters among Tsallis fit, exponential
fit and power-low fit at the centrality class of 0-20 % (Central).

Particle Function Fitting range T (GeV) n

ϕ meson Tsallis 0.0 ≤ pT ≤ 4.0 GeV/c 0.215 ± 0.052 -
4.0 ≤ pT ≤ 8.0 GeV/c - 8.07 ± 0.51

Exponential 0.0 ≤ pT ≤ 4.0 GeV/c 0.447 ± 0.007 -
Power-law 4.0 ≤ pT ≤ 8.0 GeV/c - 7.86 ± 0.62

ω meson Tsallis 4.0 ≤ pT ≤ 15.0 GeV/c - 9.61 ± 0.60
Exponential 0.0 ≤ pT ≤ 4.0 GeV/c 0.369 ± 0.050 -
Power-law 4.0 ≤ pT ≤ 15.0 GeV/c - 8.69 ± 0.67

Table 5.3: The comparison of the parameters among Tsallis fit, exponential
fit and power-low fit at the centrality class of 20-60 % (Semi-central).

5.2 Conclusions for the mass modification of

the light vector mesons

The mass modification is discussed from the viewpoints of the mass spectrum
shape and the branching ratio. The change of the mass spectrum shape is
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Particle Function Fitting range T (GeV) n

ϕ meson Tsallis 0.0 ≤ pT ≤ 4.0 GeV/c 0.320 ± 0.058 -
4.0 ≤ pT ≤ 8.0 GeV/c - 7.55± 0.49

Exponential 0.0 ≤ pT ≤ 4.0 GeV/c 0.438 ± 0.006 -
Power-law 4.0 ≤ pT ≤ 8.0 GeV/c - 7.54 ± 0.69

ω meson Tsallis 4.0 ≤ pT ≤ 15.0 GeV/c - 8.98 ± 0.59
Exponential 0.0 ≤ pT ≤ 4.0 GeV/c 0.411 ± 0.074 -
Power-law 4.0 ≤ pT ≤ 15.0 GeV/c - 7.66 ± 0.46

Table 5.4: The comparison of the parameters among Tsallis fit, exponential
fit and power-low fit at the centrality class of 60-92.2 % (Peripheral).

Particle Centrality Method dN/dy

ϕ meson MB Direct counting 1.43 ± 0.33 ± 0.23
Tsallis (0.0 ≤ pT ≤ 4.0 GeV/c) 1.72 ± 0.20

Exponential (0.5 ≤ pT ≤ 4.0 GeV/c) 1.28 ± 0.05

0-20 % Direct counting 3.53 ± 1.47 ± 1.13
Tsallis (0.0 ≤ pT ≤ 4.0 GeV/c) 4.02 ± 0.88

Exponential (0.5 ≤ pT ≤ 4.0 GeV/c) 4.94 ± 0.60

20-60 % Direct counting 1.51 ± 0.32 ± 0.29
Tsallis (0.0 ≤ pT ≤ 4.0 GeV/c) 1.48 ± 0.25

Exponential (0.5 ≤ pT ≤ 4.0 GeV/c) 1.43 ± 0.10

60-92.2 % Direct counting 0.18 ± 0.06 ± 0.03
Tsallis (0.0 ≤ pT ≤ 4.0 GeV/c) 0.09 ± 0.02

Exponential (0.0 ≤ pT ≤ 4.0 GeV/c) 0.12 ± 0.01

ω meson MB Direct counting 5.55 ± 2.12 ± 0.92
Exponential (0.0 ≤ pT ≤ 4.0 GeV/c) 8.35 ± 3.11

0-20 % Direct counting 13.1 ± 9.6 ± 4.9
Exponential (0.0 ≤ pT ≤ 4.0 GeV/c) 24.3 ± 15.6

20-60 % Direct counting 6.06 ± 2.06 ± 1.66
Exponential (0.0 ≤ pT ≤ 4.0 GeV/c) 9.29 ± 4.10

60-92.2 % Direct counting 0.66 ± 0.34 ± 0.16
Exponential (0.0 ≤ pT ≤ 4.0 GeV/c) 0.58 ± 0.46

Table 5.5: The inclusive yield at midrapidity for ϕ and ω meson.

a direct signature of the mass modification. The mass spectra are shown in
Fig.4.46 to Fig.4.53 in the previous chapter. As a result, the characteristics
of the mass spectra are not extracted from the data due to the poverty of
the signal-to-background ratios and the statistical significances. So far any
clear statement is not made about the mass modification. The signal-to-
background ratios and the statistical significances are evaluated at the mass
range of Mcenter ± 3×

√
Γ2 + σ2

reso for the centrality class of 0-92.2 % (MB),
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0-20 % (Central), 20-60 % (Semi-central) and 60-92.2 % (Peripheral). They
are listed in Table 5.6 and Table 5.7.

Centrality pT range ω meson ϕ meson

MB all pT 4.2× 10−3 1.3× 10−2

0 < pT ≤ 1.5 GeV/c 3.0× 10−3 1.1× 10−2

1.5 < pT ≤ 3.0 GeV/c 4.2× 10−2 4.6× 10−2

3.0 < pT ≤ 4.5 GeV/c 1.2× 10−1 1.1× 10−1

0-20 % all pT 2.5× 10−3 8.2× 10−3

0 < pT ≤ 1.5 GeV/c 1.4× 10−3 6.4× 10−3

1.5 < pT ≤ 3.0 GeV/c 3.4× 10−2 3.7× 10−2

3.0 < pT ≤ 4.5 GeV/c 1.5× 10−1 5.0× 10−2

20-60 % all pT 1.1× 10−2 3.3× 10−2

0 < pT ≤ 1.5 GeV/c 8.5× 10−3 3.0× 10−2

1.5 < pT ≤ 3.0 GeV/c 6.9× 10−2 7.2× 10−2

3.0 < pT ≤ 4.5 GeV/c 1.3× 10−1 5.7× 10−1

60-92.2 % all pT 6.7× 10−2 2.3× 10−1

0 < pT ≤ 1.5 GeV/c 6.2× 10−2 1.9× 10−1

1.5 < pT ≤ 3.0 GeV/c 3.2× 10−1 1.1× 10−1

Table 5.6: The signal-to-background ratios for ω and ϕmeson. The number of
signals is obtained by the fits. The signal-to-background ratios are evaluated
in the mass range of Mcenter ± 3×

√
Γ2 + σ2

reso.

The yield fraction between different decay channels indirectly provides
the information about the mass modification. Especially the comparison be-
tween the yield of ϕ→ e+e− and ϕ→ K+K− is important since the branch of
ϕ→ K+K− is expected to be suppressed even in the case of small mass modi-
fication due to small Q value, Q = (Mϕ − 2×MK) ∼ 30 MeV. The change of
the branching ratios can be observed as the inconsistency of the yield among
difference decay channels, since the invariant yield, which is shown in Fig.5.1
to Fig.5.8, is calculated under the assumption that the branching ratios are
the same in vacuum [12]. The results suggest that the invariant yield of
ϕ→ e+e− and ϕ→ K+K− are consistent with each other within the errors.

In conclusion, any symptom for the mass modifications is not observed in
Au+Au collisions at

√
sNN = 200 GeV in current data set. The main origins

of the poor signal-to-background ratios and the statistical significances are
the residual backgrounds from photon-conversion process and Dalitz-decay
process. These backgrounds are removable in the data analysis only if final-
state di-electrons are detected as pairs. In most cases, however, one of a pair
is out of the PHENIX acceptance and the other is detected. Typical two
cases are illustrated in Fig.5.9. The detection efficiency of the background



178

Centrality pT range ω meson ϕ meson

MB all pT 1.8 σ 3.4 σ
0 < pT ≤ 1.5 GeV/c 1.3 σ 2.8 σ
1.5 < pT ≤ 3.0 GeV/c 3.0 σ 2.5 σ
3.0 < pT ≤ 4.5 GeV/c 1.6 σ 1.0 σ

0-20 % all pT 1.0 σ 1.8 σ
0 < pT ≤ 1.5 GeV/c 0.5 σ 1.4 σ
1.5 < pT ≤ 3.0 GeV/c 2.2 σ 1.9 σ
3.0 < pT ≤ 4.5 GeV/c 1.7 σ 0.6 σ

20-60 % all pT 2.1 σ 3.6 σ
0 < pT ≤ 1.5 GeV/c 1.6 σ 3.2 σ
1.5 < pT ≤ 3.0 GeV/c 2.3 σ 1.8 σ
3.0 < pT ≤ 4.5 GeV/c 0.8 σ 1.9 σ

60-92.2 % all pT 1.5 σ 2.7 σ
0 < pT ≤ 1.5 GeV/c 1.4 σ 2.2 σ
1.5 < pT ≤ 3.0 GeV/c 1.2 σ 2.3 σ

Table 5.7: The statistical significances for ω and ϕ meson. The statistical
significances are evaluated in the mass range of Mcenter ± 3×

√
Γ2 + σ2

reso.

Figure 5.9: (a) One of a pair is going out of the PHENIX acceptance. (b)
One of a pair is curling up in a magnetic field.

pairs depends on the coverage of the detection system and a magnetic field.
Therefore the detection system should be upgraded to identify the background
pairs for the improvement of the signal-to-background ratio.
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5.3 Centrality dependence on the particle pro-

duction

In order to compare the inclusive yield in different collision geometries, the
normalization with the number of participant pairs, 0.5 ×Npart is often used.
Since the number of participant pairs is strongly related to participant nucleon
density in a nucleus per a collision, this normalization clarifies the linear or
nonlinear relation between the data points and the initial-state nuclear effect
in a collision. Figure 5.10 shows the inclusive yield normalized by 0.5 ×Npart

for ϕ (top) and ω meson (bottom). The results suggest that the inclusive
yield is scaled with the number of participant pairs independent of centrality
within the errors.

5.4 Comparisons with p+p collisions at
√
s =

200 GeV

The inclusive yield as a function of transverse momentum in Au+Au collisions
can be compared with those in p+p collisions by scaling with the number of
binary collisions, Ncoll. Ncoll is a useful indicator whether or not the particle
production in a nucleus-nucleus collision is explained by the superposition of
a reaction in a nucleon-nucleon collision. Figure 5.11 shows the transverse
momentum spectra of ϕ and ω meson at the centrality class of 0-92.2% (MB),
0-20%, 20-60% and 60-92.2%. The scaling curves with Ncoll are superimposed
on the figure. The ratios between the data points and the scaling curves are
shown in Fig.5.12 (ϕ meson) and Fig.5.13 (ω meson).
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Figure 5.10: The ratio between the data points and the scaling lines with
the number of participant nucleon pair, 0.5×Npart, for ϕ (top) and ω meson
(bottom). The error bars and the brackets in the figure show the statistical
errors and systematic errors, respectively.
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Figure 5.11: The comparison between the invariant transverse momentum
spectra and the scaling curves via Ncoll for ϕ (top) and ω meson (bottom).
The scaling curves show the dotted lines. The shape of the curves are obtained
from the fitting result to the p+p data [122] (solid line). The error bars and
the brackets in the figure show the statistical errors and systematic errors,
respectively. The data points of ϕ→ K+K− and ω → π0γ are cited from the
references [132, 133].
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Figure 5.12: The ratios between the data points and the scaling lines of
the number of binary collisions, Ncol, for ϕ mesons. The error bars and
the brackets in the figure show the statistical errors and systematic errors,
respectively. The data points of ϕ → K+K− are cited from the reference
[132].
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Chapter 6

Numerical simulation for the
feasibility study of di-electron
measurement

The numerical simulation has been developed to search the experimental pa-
rameter ranges for di-electron measurement in heavy-ion collisions. This sim-
ulation takes key issues relevant to the di-electron measurement into account.
In this chapter, the framework of the numerical simulation are explained.

6.1 The framework of the numerical simula-

tion

The numerical simulation is developed to estimate the signal-to-background
ratios and the statistical significance of light vector mesons via di-electron de-
cays in heavy-ion collisions. Instead of directly simulating the multi-particle
production with detailed dynamics in heavy-ion collisions, high multiplic-
ity states are first represented by the form of the total pion multiplicity,
dNπ0+π±/dy. The production of the relevant particles other than pions is
determined based on the individual production cross sections relative to that
of pions as a function of the transverse momentum, pT . They are evaluated
by the measured data points, or the extrapolation via the proper scaling
for missing data points. In addition, the key experimental parameters for
the di-electron measurement are set as the inputs. As the idealized baseline
parameters on the experimental conditions, we choose the following set of
parameters:

1. photon conversion probability Pcnv: 1%,

183
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2. rejection factor of charged pions Rπ± , which is defined by the inverse of
the probability that charged pions are identified as electrons: 500,

3. geometrical acceptance ϵacc: 100%,

4. electron tagging efficiency ϵtag: 100%,

5. transverse momentum threshold pthT : 0.1 GeV/c,

6. transverse momentum resolution σref
pT

(we quote the ALICE-TPC reso-

lution [200]):
√
(0.01 · pT )2 + (0.0056)2 GeV/c.

Figure 6.1 shows the flowchart of the numerical simulation. The step (1)
sets the input parameters above. In the step (2), primary particles are gener-
ated with the weights of the invariant pT spectra. The pT spectra are provided
by the experimental data and the proper scaling for missing data. The de-
tails of the input pT spectra are explained later. Rapidity y of a particle is
uniformly generated in |y| ≤ 0.5 [46, 201]. Primary particles branch into sub-
sequent decay processes according to their branching ratios. The branching
ratios are summarized in Table 2.2 of Chapter 2. ϕ, ω and ρ mesons decay
into di-electrons through the two-body decay process in the step (3). The
phase space of di-electrons from the light vector mesons is determined by the
Gounaris-Sakurai model [202]. π0 and η mesons branch into 2γ or the Dalitz
decay process (γe+e−) in the step (3) or (4). The decaying γ’s are subse-
quently converted into di-electrons with the given photon-conversion proba-
bility in the step (5). Kinematics of di-electron in the photon-conversion pro-
cess, that is, energy and scattering angle, are simulated by the well-established
GEANT algorithm [142, 143, 144]. All photon-conversion points are fixed to
the primary vertex points1. The phase space of Dalitz decaying di-electrons
is determined by the Kroll-Wada formula [136, 137]. The detailed formula is
expressed in Chapter 2. Charged kaons decay into electrons through the three-
body decay process in the step (6). In the step (7), electrons and positrons
from open charms are directly generated to be consistent with the input pT
spectra of single electrons2 as shown in Fig.6.2. They are randomly gener-
ated in azimuth with the branching ratio of 9.5% [127]. A di-electron pair

1The contribution to the di-electron background shape depends on where the photon
conversion takes place, in other words, depends on the arrangement of the detector mate-
rials. They should be considered in association with the track reconstruction algorithms.

2The pT spectrum of single electrons originates from not only charm quarks but also
bottom quarks. The contributions from them are calculated by the fixed-order-plus-next-
to-leading-log perturbative QCD calculation (FONLL) [203] and its calculation is compared
to the measurements [204, 205, 206]. The results suggest that Nb→e/ (Nc→e +Nb→e) is
smaller than 0.2 at pT ≤ 2.0 GeV/c in p+p 200 GeV and Nb→e/Nc→e are smaller than 0.3
at pT ≤ 2.0 GeV/c in p+p 7 TeV, where Nb→e and Nc→e is the number of electrons from
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originating from the open charm production is assumed to be uncorrelated
in this simulation. The effect on the correlation is discussed later. Charged
pions are identified as electrons with the given probability corresponding to
the rejection factor of charge pions in the step (8). At the final stage of the
simulation, final-state electrons are filtered by the geometrical acceptance,
the electron tagging efficiency and pT threshold in the step (9).

Figure 6.1: The flowchart of the numerical simulation.

The dNπ0+π±/dy and the invariant pT spectra are applied to the simula-
tion taking the given collision species and energies into account. The input
dNπ0+π±/dy is estimated by the measured dNch/dy [46, 47]. dNπ0+π±/dy =
6 is set for the simulation of p+p 7 TeV. The simulated results in p+p 7
TeV are shown as the reference. For central Pb+Pb 5.5 TeV collisions, the
dNπ0+π±/dy is estimated by the extrapolation of the scaling curve as a func-
tion of collision energy [47]. The extrapolated dNπ0+π±/dy corresponds to
2700.

Figure 6.2 shows the invariant pT spectra in p+p 7 TeV. The pT spectra
of pions, η mesons, ϕ mesons and single electrons are determined by the data

bottom quarks and charm quarks, respectively. These ratios tend to drop rapidly as the
pT reduces. Therefore we neglect the contributions from bottom quarks in the calculation
of particle production and decay kinematics in this simulation.
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points and the fits. The dotted curves show the pT spectra of the other
hadrons. The spectrum shape is estimated by the mT scaling based on the
π0 data points, where mT =

√
p2T +m2

0 and m0 is the rest mass of a particle.
Their absolute production cross sections are estimated by the inclusive ratios
between pions and the other hadrons in p+p 200 GeV. The production cross
sections are summarized in the table of Chapter 2. The invariant pT spectra in
p+p 7 TeV are commonly used for the simulations of p+p 7 TeV and Pb+Pb
5.5 TeV, since the relative production cross sections between pions and the
other hadrons are expected to be common for both collision systems, as long
as the particle production between 7 TeV and 5.5 TeV has little dependence
on the collision energy.
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shown in this figure. Tsallis fitting curves are depicted as the solid curves. The
dotted curves of ρ, ω and K± are obtained by assuming the same spectrum
shape of π0 and normalizing the individual production ratios with respect to
pions in p+p 200 GeV.



Chapter 7

Measurability of light vector
mesons via di-electron in
central Pb+Pb collisions at√
sNN = 5.5 TeV

Feasibility study of the light vector mesons vi di-electron in central Pb+Pb
collisions at

√
sNN = 5.5 TeV is performed with the numerical simulation in-

troduced in the previous chapter. The expected transverse momentum spec-
tra of the final-state electrons and the invariant mass spectra for individual
sources are shown in Section 7.1 and 7.2. They are simulated for the ide-
alized detection system, that is, the baseline experimental parameters are
applied to the simulation. In the Section 7.3, the results of the feasibility
study are shown in the forms of the signal-to-backgrounds ratios and the sta-
tistical significance for the light vector mesons. At the end of this chapter,
the non-trivial effects are discussed.

7.1 The transverse momentum spectra of the

final-state electrons with the baseline ex-

perimental parameters

Figure 7.1 shows the simulated results of the pT spectra for the final-state
electrons from individual sources with the baseline parameter set in p+p
collisions at

√
s = 7 TeV (dNπ0+π±/dy = 6) and central Pb+Pb collisions at√

sNN = 5.5 TeV (dNπ0+π±/dy = 2700), separately. The parents of electrons
are all indicated with different symbols specified inside the plot.
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Figure 7.1: The transverse momentum spectra of final-state electrons and
misidentified charged pions from individual sources at the pion multiplic-
ities, dNπ0+π±/dy = 6 (panel (a)) and 2700 (panel (b)) with the base-
line parameters: Pcnv = 1 %, Rπ± = 500, ϵacc = 100 %, ϵtag = 100 %,

σref
pT

=
√
(0.01 · pT )2 + (0.0056)2 GeV/c and without pT cutoff.
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7.2 The invariant mass spectra of di-electrons

with the baseline experimental parame-

ters

The panel (a) and (b) in Fig.7.2 show the invariant mass distributions of di-
electron pairs in p+p collisions at

√
s = 7 TeV (dNπ0+π±/dy = 6) and central

Pb+Pb collisions at
√
sNN = 5.5 TeV (dNπ0+π±/dy = 2700), respectively. The

components from individual di-electron sources are indicated with different
types of curves in the figure. The mass shapes of ϕ, ω and ρ characterize
their short lifetimes and show Breit-Wigner resonance peaks. The invariant
mass spectrum of photon-conversion pairs obeys dynamics of the pair-creation
process in materials. The invariant mass spectrum of Dalitz decaying pairs
has a character whose leading edge is the summation of masses of decay
products and the distribution continues up to their parent masses. The mass
spectrum of cc̄ → e+e− is reconstructed by randomly pairing di-electrons in
azimuth.

The panel (a) and (b) in Fig.7.3 show the inclusive invariant mass spectra
of di-electrons in p+p collisions at

√
s = 7 TeV (dNπ0+π±/dy = 6) and central

Pb+Pb collisions at
√
sNN = 5.5 TeV (dNπ0+π±/dy = 2700), respectively. The

component of signal pairs, combinatorial background pairs and all background
pairs is superimposed in the figures. The peaks of the light vector mesons are
clearly seen at the multiplicities in p+p collisions, but hardly seen in Pb+Pb
collisions, though the statistical significance is not necessarily small. The
quantitative evaluations of the signal-to-background ratios and the statistical
significance are discussed in the next section.
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Figure 7.2: The invariant mass spectra of di-electrons from individual sources
at the pion multiplicities, dNπ0+π±/dy = 6 (panel (a)) and 2700 (panel (b))
with the baseline experimental parameters: Pcnv = 1 %, Rπ± = 500, ϵacc =

100 %, ϵtag = 100 %, pthT = 0.1 GeV/c and σref
pT

=
√

(0.01 · pT )2 + (0.0056)2

GeV/c. The mass spectra from individual origins are shown with different
curves specified inside the plot. The curves of the combinatorial pairs are
reconstructed by all combinations between electrons and positrons but only
true combinations are excluded.
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baseline experimental parameters: Pcnv = 1 %, Rπ± = 500, ϵacc = 100 %, ϵtag
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(0.01 · pT )2 + (0.0056)2 GeV/c. The

simulated number of events for each collision system is shown inside the plot.
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7.3 Signal-to-background ratios and the sta-

tistical significance for light vector mesons

The feasibility to measure ϕ/ω/ρ → e+e− is evaluated by the signal-to-
background ratios and the statistical significance in the signal mass region.
The signal mass region for each meson is defined as the invariant mass range

of Mϕ,ω,ρ ± 3×
√

Γ2
ϕ,ω,ρ + σ2

ϕ,ω,ρ, where Mϕ,ω,ρ is the mass center and Γϕ,ω,ρ is

the decay width. Mϕ,ω,ρ and Γϕ,ω,ρ are cited from the particle data group [12].
The mass resolutions σϕ,ω,ρ are calculated by the single particle simulation1

and result in 7.6, 5.7 and 5.6 MeV/c2 for ϕ, ω and ρ mesons, respectively.

Figure 7.4 shows the signal-to-background ratios S/B as a function of the
experimental parameters in central Pb+Pb collisions at

√
sNN = 5.5 TeV

(dNπ0+π±/dy = 2700). Only one parameter is changed by fixing the other
parameters at the baseline values: Pcnv = 1 %, Rπ± = 500, ϵacc = 100 %,

ϵtag = 100 %, pthT = 0.1 GeV/c and σref
pT

=
√

(0.01 · pT )2 + (0.0056)2 GeV/c.

The top figure shows the S/B as a function of photon-conversion probability
Pcnv. The minimum amount of detector materials typically corresponds to
Pcnv = 1-2 %, because photon conversions from the beam pipe and the first
layer of the innermost detector are unavoidable in any detector system, even
though electron trajectories coming from the off-axis point are rejected by
tracking algorithm. Thus the tendency below Pcnv = 10 % is important for
the detector system with typical amount of the materials.

The dependence on the rejection factor of charged pions Rπ± is shown in
the middle plot of Fig. 7.4. Typical devices for the electron identification
have the rejection factor of a few hundreds in the stand-alone operation [153,
154, 155, 156], although it varies by the principle of detection. Therefore,
the information in the range of Rπ± = 100-1000 are useful. The S/B can be
changed by a factor of 3-5 for ϕ/ω meson in this range.

The bottom figure shows the S/B as a function of the azimuthal accep-
tance ϵacc. The S/B depends on decay kinematics of the signal particles
and the backgrounds. Therefore the geometrical configuration in azimuthal
coverage as well as the absolute acceptance in azimuth should be taken into
account. Two types of geometrical configurations are considered in this sim-
ulation. Type I simply covers the azimuthal range of 0 ≤ ϕ ≤ ϕ1. Type II
covers two separated domains which are symmetrically arranged in azimuth

1The mass resolutions are calculated as follows. ϕ, ω and ρ mesons are singly gener-
ated under the condition that their mass widths are set at zero, respectively. The mass
distributions fluctuate around individual mass centers due to only the transverse momen-
tum resolution σref

pT
. The mass resolutions σϕ,ω,ρ are estimated by the fits with the Gauss

function.
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with respect to the collision point, that is, the coverage is set to 0 ≤ ϕ ≤ ϕ1

2

and π ≤ ϕ ≤ π + ϕ1

2
. Both of them have the same total acceptance in az-

imuth with different geometry. The difference between the two geometrical
configurations increases in the case of the imperfect coverage. If ϵacc is 40 %,
for instance, the S/B differs by a factor of 3-4 for ϕ/ω meson depending on
the detector geometry.

The statistical significance S/
√
S +B depends on the square root of the

number of events, in other words, depends on available luminosity in exper-
iments. Figure 7.5-7.7 show the statistical significance as a function of the
experimental parameters in central Pb+Pb collisions at

√
sNN = 5.5 TeV

(dNπ0+π±/dy = 2700) for ϕ, ω and ρ meson, separately. The data points
and the empirical curves are shown as filled symbols and the solid curves in
the figures. The number of simulated events for central Pb+Pb collisions
corresponds to 1M events. The other dotted curves show the scaled curves
with the square root of the expected number of events with the highest cen-
trality selection. The two horizontal lines indicate S/

√
S +B = 3 and 5.

The S/B is independent of the electron tagging efficiency ϵtag, whereas the
S/

√
S +B scales with the square root of the statistics. Therefore we added

the dependence on the ϵtag to the bottom figure for the discussion on the
statistical significance. Depending on the available statistics in the specific
collision centrality and the detector conditions, The results provide a guide-
line to evaluate whether or not a detection system is able to measure the light
vector mesons with a reasonable statistical significance.
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Figure 7.4: The signal-to-background ratio S/B of ϕ, ω and ρ meson as a
function of the experimental parameters Pcnv, Rπ± and ϵacc in central Pb+Pb
collisions at

√
sNN = 5.5 TeV (dNπ0+π±/dy = 2700). Only one parameter is

changed by fixing the other parameters at the baseline values for each plot.
Type I of the bottom figure shows the azimuthal coverage of 0 ≤ ϕ ≤ ϕ1.
Type II shows two separated coverages of 0 ≤ ϕ ≤ ϕ1

2
and π ≤ ϕ ≤ π + ϕ1

2
.
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Figure 7.5: The statistical significance S/
√
S +B of ϕ mesons as a function

of the experimental parameters Pcnv, Rπ± , ϵacc and ϵtag in central Pb+Pb
collisions at

√
sNN = 5.5 TeV (dNπ0+π±/dy = 2700). Only one parameter is

changed by fixing the other parameters at the baseline values for each plot.
The results of the simulation are shown as the symbols and the empirical
curves are superimposed on the data points as the solid curves. The other
dotted curves are the scaled curves with the square root of the expected
number of events found in the highest centrality class. Two horizontal lines
indicate S/

√
S +B = 3 and 5.
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Figure 7.6: The statistical significance S/
√
S +B of ω mesons as a function

of the experimental parameters Pcnv, Rπ± , ϵacc and ϵtag in central Pb+Pb
collisions at

√
sNN = 5.5 TeV (dNπ0+π±/dy = 2700). Only one parameter is

changed by fixing the other parameters at the baseline values for each plot.
The results of the simulation are shown as the symbols and the empirical
curves are superimposed on the data points as the solid curves. The other
dotted curves are the scaled curves with the square root of the expected
number of events found in the highest centrality class. Two horizontal lines
indicate S/

√
S +B = 3 and 5.
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Figure 7.7: The statistical significance S/
√
S +B of ρ mesons as a function

of the experimental parameters Pcnv, Rπ± , ϵacc and ϵtag in central Pb+Pb
collisions at

√
sNN = 5.5 TeV (dNπ0+π±/dy = 2700). Only one parameter is

changed by fixing the other parameters at the baseline values for each plot.
The results of the simulation are shown as the symbols and the empirical
curves are superimposed on the data points as the solid curves. The other
dotted curves are the scaled curves with the square root of the expected
number of events found in the highest centrality class. Two horizontal lines
indicate S/

√
S +B = 3 and 5.



198

7.4 Uncertainties of the simulation study

The signal-to-background ratios and the statistical significance of the light
vector mesons are evaluated with the idealized detection system so far. In
this section, we discuss the non-trivial aspects originating from the real data
analysis and the correlations in the open charm production. As the other
issues beyond the scope of the numerical simulation, we mention the track
reconstruction algorithm bias, the correlation between the electron identifica-
tion and the rejection of charged hadrons, the fiducial effect on the acceptance
to charged particles in the magnetic field, and unproved physics processes.
The studies of this section are performed by simulating 5 M events in Pb+Pb
5.5 TeV with the baseline parameters set: Pcnv = 1 %, Rπ± = 500, ϵacc =

100 %, ϵtag = 100 %, pthT = 0.1 GeV/c and σref
pT

=
√

(0.01 · pT )2 + (0.0056)2

GeV/c.

7.4.1 The uncertainty from signal extraction procedures

The numerical simulation so far is performed under the assumption that
we know the exact number of signals and backgrounds. In the real data
analysis, however, the source of any electron cannot be identified. There-
fore all electrons and positrons are combined into pairs and reconstructed
into the invariant mass. The mass distribution of pairs from one source
(”true pairs”) is extracted by subtracting that of pairs from different source
(”combinatorial pairs”) statistically. The mass shape of combinatorial pairs
is estimated by mixing an electron in an event and a positron in another
event (”event mixing”). The mass distribution of event-mixing pairs is nor-
malized by 2

√
N++N−−/N

mix
+− , where N++, N−− and Nmix

+− are the numbers
of positron-positron pairs, electron-electron pairs and event-mixing electron-
positron pairs, respectively. A series of procedures is equivalent to the real
data analysis explained in Chapter 4.

The mass distribution of true pairs includes the light vector mesons and
the other sources. The contributions from the light vector mesons and the
background sources are separately estimated by the fits based on the linear
combination between the Breit-Wigner function convoluted with the Gauss
function and an empirical function. We apply a series of procedures used
in the real data analysis to the simulated data and evaluate how much the
signal-to-background ratios change by applying these procedures. The top
panel of Fig.7.8 shows the invariant mass spectra assuming central Pb+Pb
collisions at

√
sNN = 5.5 TeV (dNπ0+π±/dy = 2700). The component of all

reconstructed pairs (open symbols), the combinatorial pairs (closed circles)
and the event-mixing pairs (solid curve) are superimposed on the top panel
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in Fig.7.8. The middle panel in Fig.7.8 shows the ratio between the number
of combinatorial pairs and that of event-mixing ones. The ratio is close to
unity within a few % of statistical fluctuations below the mass of 1.0 GeV/c2.
Therefore the event-mixing pairs in the real data analysis can provide the
reliable baseline representing the combinatorial pairs which is known only at
the simulation study2. The bottom panel in Fig.7.8 shows the invariant mass
distribution after subtracting the event-mixing distribution. The solid curves
are the fitting results by the linear combination of the Breit-Wigner function
convoluted with the Gauss function and a first-order polynomial function. In
the mass range of ϕ meson,

dNe+e−

dMe+e−
= A

∫
Fϕ (M

′)Ggauss (Me+e− −M ′) dM ′ +Hbg (Me+e−) , (7.1)

In the mass range of ω/ρ meson,

dNe+e−

dMe+e−
= A

∫
{RFω (M

′) + (1−R)Fρ (M
′)}Ggauss (Me+e− −M ′) dM ′

+Hbg (Me+e−) ,

R =
NωBR (ω → e+e−)

NωBR (ω → e+e−) +NρBR (ρ→ e+e−)
, (7.2)

where Nω and Nρ are the inclusive yields of ω and ρ meson, respectively.
The absolute values of the inclusive yields are fixed to the measured values
listed in Table 2.1 of Chapter 2. BR (ω → e+e−) and BR (ρ→ e+e−) are the
branching ratios to a di-electron for ω and ρ meson, respectively. Fϕ,ω,ρ (M

′)
in Eq.(7.1) and (7.2) indicate the Breit-Wigner function describing the intrin-
sic mass spectra of the light vector mesons and Ggauss (Me+e− −M ′) shows
the Gauss function expressing the smearing effect caused by the transverse
momentum resolution. The residual backgrounds are assumed to follow a
first-order polynomial function Hbg (Me+e−). These functions are expressed
as

Fϕ,ω,ρ (M
′) =

Γϕ,ω,ρ/2π

(M ′ −Mϕ,ω,ρ)
2 + (Γϕ,ω,ρ/2)

2 , (7.3)

Ggauss (Me+e− −M ′) =
1√
2πσ

e−(Me+e−−M ′)
2
/2σ2

, (7.4)

2The normalization factor of 2
√
N++N−−/N

mix
+− overestimates the combinatorial back-

grounds by 0.05-0.3 %. For instance, if a detection system has large amount of materials
(i.e. Pcnv is high) or has a poor capability of hadron rejection (i.e. Rπ± is low), this
estimation excessively subtracts the backgrounds.
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Hbg (Me+e−) = BMe+e− + C, (7.5)

where the mass center Mϕ,ω,ρ and the width Γϕ,ω,ρ of the light vector mesons
are fixed to their intrinsic values [12], whereas the mass resolution σ is a free
parameter. A, B and C in the equations are normalization factors. The fitting
ranges are from 0.9 to 1.2 GeV/c2 for ϕ meson and from 0.6 to 0.9 GeV/c2

for ω/ρ meson. Each dotted curve in the bottom plot of Fig. 7.8 is obtained
by the fitting results and shows the components of the light vector mesons
and the residual background sources. The squares, triangles and diamonds
show the invariant mass of the true di-electron pairs decaying from the light
vector mesons.

The number of the light vector mesons is counted by the integration of the

convolution function in the mass range of Mϕ,ω,ρ ± 3×
√

Γ2
ϕ,ω,ρ + σ2

ϕ,ω,ρ. The

signal-to-background ratios are 1.7 × 10−2, 6.7 × 10−3 and 1.7 × 10−4 for ϕ,
ω and ρ mesons, respectively, in central Pb+Pb collisions at

√
sNN = 5.5 TeV

(dNπ0+π±/dy = 2700). They correspond to 3.2%, 12.1% and 14.3% differences
with respect to the case of the simple counting of the simulated true pairs.
The differences depend on the experimental parameters. It is unlikely for
them to exceed 50% at a realistic range of the experimental parameters3.

3The differences of the signal-to-background ratios between the estimation with the fit
and the counting of the simulated true pairs originate from the background shape mainly
depending on the subtraction of the combinatorial background. The differences are studied
at the experimental parameter range of 1 < Pcnv < 5% or 100 < Rπ± < 500, and result in
∼ 20% for the three mesons.
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Figure 7.8: The invariant mass spectra in central Pb+Pb collisions at
√
sNN

= 5.5 TeV (dNπ0+π±/dy = 2700) with the baseline experimental parameters:
Pcnv = 1 %, Rπ± = 500, ϵacc = 100 %, ϵtag = 100 %, pthT = 0.1 GeV/c and

σref
pT

=
√
(0.01 · pT )2 + (0.0056)2 GeV/c.
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7.4.2 The uncertainty from the correlation of cc̄ pro-
duction

Electrons and positrons from open charms are randomly generated and com-
bined into pairs in this simulation. These pairs are, in fact, azimuthally
correlated at midrapidity, because they originate from the jets due to the
large mass of charm quarks. We assume the back-to-back e+e− correlation
in azimuth as the extreme case of the open charm production. Realistic cor-
relations would exist between the random pairing case and the back-to-back
correlated case. The top plot in Fig.7.9 shows the invariant mass spectra of
all true pairs, combinatorial pairs and cc̄ → e+e−, respectively. The distri-
butions of the random di-electron pairs and the back-to-back correlated ones
in azimuth are superimposed in the same plot. The middle plot in Fig.7.9
shows the ratio of the number of cc̄ → e+e− as a function of the invariant
mass. The denominator is the number of di-electrons with random pairing
and the numerator is the number of di-electrons with the back-to-back corre-
lation. This ratio varies by a factor of 1.5 to 3 around the mass range of the
light vector mesons. The ratio between the number of combinatorial pairs in
the random pairing case and in the back-to-back correlated case is consistent
within a few % as shown in the bottom plot in Fig.7.9 The correlation of the
cc̄ production has little influence on the signal-to-background ratios of the
light vector mesons.

7.4.3 Residual uncertainties

Track reconstruction algorithms bias

Track reconstruction algorithms can bias momentum measurement of charged
particles. For example, the algorithm based on the combinatorial Hough
transform technique [183, 184] reconstructs higher momentum than true one,
especially for a charged particle producing from the off-axis point. The
photon-conversion electrons at the off-axis point contribute to the background
shape in the relatively higher mass region. In addition, especially under a high
multiplicity environment, fake tracks are reconstructed by chance depending
on the algorithms. These tracks can contribute as the additional backgrounds.

Correlation between the tagging efficiency of electrons and the re-
jection factor of charged hadrons

The correlation between electron tagging efficiency and the rejection factor
of charged hadrons depends on the method of particle identification. For
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instance, if particles are identified by dE/dx, the correlation has a trade-
off relation. Another example is the degradation in the situation where a
number of particles simultaneously pass through the detector. If a hadron and
an electron enter the same area of the electron identification device, either or
both of them can be wrongly identified. In the more general case, complicated
correlations may appear, since particles are identified with a combination of
multiple devices.

Fiducial effect in the magnetic field

This simulation considers the detector acceptance under the assumption that
di-electron kinematics is completely reconstructed. In real experiments, charged
particles are bent in the magnetic field and entered into the imperfect cov-
erage of the detectors. The fiducial effect becomes apparent at the edge of
the acceptance. Therefore the inefficiency of the electron detection should be
taken into account as a function of the magnetic field, the detector positions
from the collision point and the detector configurations.

Unproved physics processes

The possible but unproved processes such as thermal di-electron radiation,
mini-jet production and the in-medium modification of ρ mesons in heavy-ion
collisions, are not implemented into the simulations. They can affect on the
feasibility of the light vector meson.
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one (middle). The ratio between the number of combinatorial pairs in the
random pairing case and in the back-to-back correlated one (bottom).



Chapter 8

Summary and conclusion

The production of ϕ and ω mesons in Au+Au collisions at
√
sNN = 200 GeV

has been studied at the centrality class of 0-92.2% (MB), 0-20% (Central),
20-60% (Semi-central) and 60-92.2% (Peripheral) with 9.0 ×108 Minimum
Bias events in the PHENIX experiment. The invariant yield as a function
of transverse momentum with the range of 0 < pT < 3 GeV/c has been
measured, and the data covers 0 < pT < 8 GeV/c for ϕ mesons and 0 <
pT < 20 GeV/c for ω mesons by combining with different decay channels.
The characteristics of the spectrum shape are systematically investigated by
semi-empirical functions: the Tsallis function, the exponential function and
the modified power-law function. The power parameter n and the inverse
slope parameter T have little dependence of centrality. The inclusive yields
of ϕ and ω mesons have been measured. The results suggest that the inclusive
yield is scaled with the number of participant pairs independent of centrality
within the errors. In addition, the transverse momentum spectra in Au+Au
collisions at

√
sNN = 200 GeV are compared with those in p+p collisions at√

s = 200 GeV via the number of binary collisions.

The mass modification is discussed from the viewpoints of the mass spec-
trum shape and the branching ratio. The signature of the mass modification
cannot be extracted from the mass spectrum shape of the light vector mesons
due to the poverty of the signal-to-background ratio and the statistical signif-
icance. The yield fraction between ϕ→ e+e− and ϕ→ K+K− is studied. As
a result, there is consistency between different decay channels. In conclusion,
any symptom of the mass modification is not observed in Au+Au collisions
at

√
sNN = 200 GeV.

The numerical simulation has been developed for di-electron measurement
in heavy-ion collisions. The feasibility of the light vector meson measurement
via di-electrons in central Pb+Pb collisions at

√
sNN = 5.5 TeV is studied via

the numerical simulation. The simulation takes the key aspects of heavy-ion

205
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collisions and experimental issues relevant to di-electron measurement into
account, and provides a guideline to be applicable to a concrete detector
design with the wide range of experimental parameters. The results of the
simulation study suggest that there are realistic parameter ranges to measure
light vector mesons via di-electrons with the reasonable significance level in
realizable luminosity in central Pb+Pb collisions at

√
sNN = 5.5 TeV.
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Appendix A

Natural units

In high-energy heavy-ion domains, natural units are usually used. Natural
units are composed by taking h̄ = c = 1, that is,

h̄ ≡ h

2π
= 6.5821× 10−25GeV s = 1,

c = 2.9979× 108m s−1 = 1. (A.1)

In natural units system, the dimensions of mass, momentum and energy
are shown as GeV, and time and length are shown in GeV−1. These results
are obtained by dimension analysis as follows. Suppose that the dimensions
of mass, momentum, energy, time and length are expressed as [m], [p], [E],
[T] and [L] respectively,

[c] = [L] [T ]−1 , (A.2)

[h̄] = [E] [T ] . (A.3)

These relations and energy the conservation law E2 = p2c2 +m2c4 result in

[T ] = [L] , (A.4)

[E] = [m] = [p] , (A.5)

[E] = [m] = [T ]−1 = [L]−1 (A.6)

The fine structure constant in the quantum electrodynamics α is defined as

α =
e2

4πh̄c
=
e2

4π
∼ 1

137.04
. (A.7)

The pion Compton wavelength is given by

λπ =
h̄

mπc
∼ 1

140
MeV−1 ∼ 1.41 fm, (A.8)
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where 1 fm = 1 × 10−15 m. A typical hadronic cross section is obtained by
the pion Compton wavelength as follows.

σ ∼ λ2π ∼ 2 fm2 = 20 mb (A.9)

where 1 b (barn) = 10−28 m2 = 100 fm2. The Boltzmann constant kB is often
treated as kB = 1 in studying relativistic thermodynamics as follows.

kB = 8.6173× 10−14 GeV K−1 = 1. (A.10)

Table A.1 is transformation among different units in h̄ = c = kB = 1.

[J] [MeV] [g] [cm−1] [K]

1 J 1 6.2415 ×1012 1.1127 ×1014 3.1630 ×1023 7.2430 ×1022

1 MeV 1.6022 ×10−13 1 1.7830 ×10−27 5.0677 ×1010 1.1605 ×1010

1 g 8.9876 ×1013 5.6096 ×1026 1 2.8428 ×1037 6.5096 ×1036

1 cm−1 3.1615 ×10−24 1.9733 ×10−11 3.5177 ×10−38 1 2.2290 ×10−1

1 K 1.3807 ×10−23 8.6173 ×10−11 1.5362 ×10−37 4.3670 1

Table A.1: Transformation among different units in h̄ = c = kB = 1.



Appendix B

Relativistic kinematics and
variables

B.1 Laboratory frame and center-of-mass frame

Initially a two-body reaction is assumed as follows.

a+ b→ c+ d+ · · ·, (B.1)

where a and b are the projectile and the target particle, respectively. In the
laboratory frame, the projectile particle hits the target one, which is at rest,
with am energy-momentum (Elab, p lab). After the collision, final-state paricles
are usually moving. In the center-of-mass frame, the sum of the momentum
vectors of all particles in the initial state is zero, consequently the sum of
the momentum vectors of final-state particles vanish. The features of both
frames are summarized as follows.
Laboratory frame:

plab
b = 0, Elab

b = mb, (B.2)

Center-of-mass frame:

pcm
a + pcm

b = pcm
c + pcm

d + · · · = 0, (B.3)

where mBtar is the rest mass of the target particle.
In order to obtain the relation between the energies in laboratory and

center-of-mass frame, Lorentz invariant quantity s, which is one of Mandel-
stam variables, is introduced:

s ≡ (pa + pb)
2 ≡ (pa + pb)µ (pa + pb)

µ , (B.4)
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where pa and pb is the four momentum of particle a and b. By definition, s is
the same in all coordinate systems.

Consider a relativistic collision between two particles with the same rest
mass m (e.g. p+p collision). The following formula are obtained by Eq (B.2)-
(B.4):
Laboratory frame:

plaba =
(
Elab,plab

)
,

plabb = (m,0) ,

s =
(
plaba + plabb

)2
=

(
Elab +m

)2 − (plab
)2

= 2mElab + 2m2. (B.5)

Center-of-mass frame:

pcma = (Ecm/2,pcm) ,

pcmb = (Ecm/2,−pcm) ,

s = (pcma + pcmb )2

= (Ecm)2 . (B.6)

Therefore,

Elab =
(Ecm)2

2m
−m. (B.7)

In the extreme limit of relativistic collision, that is, Elab ≫ m,
√
s = Ecm ∼

√
2mElab. (B.8)

The center-of-mass energy increases only as the square root of the laboratory
energy.

B.2 Rapidity and pseud-rapidity

At the relativistic limit, the addition law of the velocities is non-linear.

v =
v1 + v2
1 + v1v2

c2

or β =
β1 + β2
1 + β1β2

, (B.9)

where β ≡ v/c = v. In order to fulfill the addition law, a new variable y,
which is so-called rapidity, as a function of β is introduced:

y ≡ tanh−1β =
1

2
ln
1 + β

1− β
. (B.10)
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At the non-relativistic limit, y is approximately equal to β. It means the
rapidity is relativistic analogue of the velocity. Since β = pz/E, Eq.(B.10) is
expressed by

y =
1

2
ln
E + pz
E − pz

, (B.11)

where pz is the momentum component of z axis. Equation (B.10) and (B.11)
fulfill the addition law:

y1 ± y2 = tanh−1β1 ± tanh−1β2 = tanh−1 β1 + β2
1± β2β2

. (B.12)

Therefore a Lorentz boost along the z axis from a frame S to a new frame S’
changes the rapidity in a simple additive way:

y′ = y + tanh−1β′, (B.13)

where β′ is the velocity of the S’ frame with respect to the S frame.
If the particle masses are negligible, that is, E2 = p2 +m2 ∼ p2, pseudo-

rapidity η can be used instead of the rapidity y.

y ≃ 1

2
ln
p+ pz
p− pz

=
1

2
ln
1 + cosθ

1− cosθ

= −ln

(
tan

θ

2

)
≡ η (B.14)

The pseudo-rapidity η is useful because it can be directly determined from
the particle production angle θ, where θ is measured angle with respect of
the z axis (beam axis) in experiments.

B.3 Four-momentum in center-of-mass collid-

ing system

The transverse momentum pT and the longitudinal momentum pz of a particle
with the rest mass m and momentum vector p = (px, py, pz) are given by

pT =
√
p2x + p2y = |p| sinθ,

pz = |p| cosθ, (B.15)

where θ is the polar angle of the vector p with respect to the longitudinal
axis (beam axis). Then transverse mass mT is defined by

mT =
√
p2T +m2

=
√
E2 − p2z. (B.16)
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The rapidity y can be rewritten by,

y = ln
E + pz
mT

. (B.17)

Therefore the four momentum pµ are parameterized as

pµ = (E, px, py, pz)

= (mT cosh y, pT cos ϕ, pT sin ϕ, mT simh y) . (B.18)

where ϕ is azimuthal angle in the perpendicular plane to the longitudinal axis
(beam axis).

B.4 Lorentz-invariant cross section

A transformation of a four momentum (E, px, py, pz) in the S frame to a
four momentum

(
E ′, p′x, p

′
y, p

′
z

)
in the S′ frame moving with β along the z

axis with respect to S is
E ′

p′x
p′y
p′z

 =


γ 0 0 −βγ
0 1 0 0
0 0 1 0

−βγ 0 0 γ



E
px
py
pz



=


γ (E − βpz)

px
py

γ (pz − βE)

 , (B.19)

where γ =
√

1− β2 = E/m is the Lorentz factor. If px and py are fixed,
pzdpz = EdE are obtained by E2 − p2x − p2y − p2z = m2. Therefore

dp′x = dpx,

dp′y = dpy,

dp′z
E ′ =

γ (dpz − βdE)

γ
(
1− β pz

E

)
E

=
dpz
E
. (B.20)

Therefore,
d3p′

E ′ ≡
dp′xdp

′
ydp

′
z

E ′ =
dpxdpydpz

E
≡ d3p

E
. (B.21)

The Lorentz-invariant differential cross section for a particle with mo-
mentum p lying in the phase-space element d3p and energy E is given by
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E (d3σ/d3p). The transverse momentum, pT , the azimuthal angle, ϕ, and the
rapidity, y, of the produced particle are related to p as follows.

dpxdpy = dϕpTdpT ,

dy =
dpz
E
. (B.22)

Therefore Lorentz-invariant differential cross section is expressed by

E
d3σ

dp3
= E

d3σ

dpxdpydpz
=

d3σ

pTdpTdϕdy
=

d3σ

mTdmTdϕdy
. (B.23)



Appendix C

RICH variables
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Figure C.1: Sector-by-sector n0 distribution for electron and positron.
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Figure C.2: Sector-by-sector disp distribution for electron and positron.
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Figure C.3: The comparison of the net distribution between the real data and
the simulation, taking the RICH misalignment effect into account. The com-
parisons are shown for East-South, West-South, East-North and West-North.
The top and bottom plots are n0 distribution for electrons and positrons,
respectively.
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Figure C.4: The comparison of the net distribution between the real data
and the simulation, taking the RICH misalignment effect into account. The
comparisons are shown for East-South, West-South, East-North and West-
North. The top and bottom plots are disp distribution for electrons and
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Figure D.1: The mean of dz before calibration for sector E0 (Real data).
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Figure D.2: The sigma of dz before calibration for sector E0 (Real data).
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Figure D.3: The mean of dz after calibration for sector E0 (Real data).
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Figure D.4: The sigma of dz after calibration for sector E0 (Real data).
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Figure D.5: The mean of dphi before calibration for sector E0 (Real data).
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Figure D.6: The sigma of dphi before calibration for sector E0 (Real data).
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Figure D.7: The mean of dphi after calibration for sector E0 (Real data).
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Figure D.8: The sigma of dphi after calibration for sector E0 (Real data).
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Figure D.9: The mean of dz before calibration for sector E0 (Simulation).
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Figure D.10: The sigma of dz before calibration for sector E0 (Simulation).
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Figure D.11: The mean of dz after calibration for sector E0 (Simulation).
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Figure D.12: The sigma of dz after calibration for sector E0 (Simulation).
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Figure D.13: The mean of dphi before calibration for sector E0 (Simulation).
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Figure D.14: The sigma of dphi before calibration for sector E0 (Simulation).
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Figure D.15: The mean of dphi after calibration for sector E0 (Simulation).
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Figure D.16: The sigma of dphi after calibration for sector E0 (Simulation).
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Figure E.1: The mean of E/p−1 before calibration for sector E0 (Real data).
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Figure E.2: The sigma of E/p−1 before calibration for sector E0 (Real data).
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Figure E.3: The mean of E/p− 1 after calibration for sector E0 (Real data).
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Figure E.4: The sigma of E/p− 1 after calibration for sector E0 (Real data).
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Figure E.5: The mean of dep before calibration for sector E0 (Simulation).
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Figure E.6: The sigma of dep before calibration for sector E0 (Simulation).
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Figure E.7: The mean of dep after calibration for sector E0 (Simulation).
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Figure E.8: The sigma of dep after calibration for sector E0 (Simulation).
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