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#### Abstract

SUMMARY Conventional class of weak keys on RC4 stream cipher is defined as a specific case that combinations of the first three bytes of secret key satisfy two relational equations. This paper expands and generalizes the classes of weak keys using generalized relational equations and special classes of the internal state (called predictive state). We derive the probability that generalized classes of weak keys leak the information of bytes of the secret key. Furthermore, we enumerate the generalized classes of weak keys and show that most of them leak more information of the secret key than Roos' one. key words: cryptanalysis, stream cipher, RC4, weak key, predictive state


## 1. Introduction

RC4 [1] is the stream cipher designed by Rivest in 1987. It is adopted by part of encrypting protocols such as Secure Sockets Layer (SSL), Transport Layer Security (TLS) [2], Wired Equivalent Privacy (WEP) [3], Wi-Fi Protected Access (WPA) [4] etc. The internal state of RC4 consists of the permutation array of the $N\left(=2^{n}\right)$ elements with the size of $n$ bits. RC4 generally has very large internal state of approximately 1,700 bits when $n=8$ is used. In addition, the length of the secret key is variable, and 40-256 bits are usually used.

Several vulnerabilities of RC4 have been reported. These are divided into two classes. One is the vulnerability of the protocol using RC4 and the other is that of RC4 itself. The typical example of the former is the attack against WEP. The previous works concluded that WEP is not secure [5]-[11], but these cannot affect the security of RC4 itself.

Many attacks on RC4 itself have been proposed, but so far no one has found an attack on RC4 which is even close to being practical. As the attack for RC4 itself, some internal state reconstruction attacks have been proposed [12][16]. These attacks exploit the special classes of RC4 partial states called predictive state. The predictive state creates unique patterns in the output stream and allows a viewer of the output stream to recover parts of the internal state with a non-negligible probability. In addition, several key recovery attacks on RC4 have been proposed. Most of them recover a secret key from an internal state when the Key Schedul-

[^0]ing Algorithm (KSA) was finished (called initial state) [17][20]. They used the relational equations between an initial state and a secret key for these attacks. These attacks need the information of the initial state, but it is generally not observable. This means that a key recovery attack from an initial state does not immediately pose an additional threat to the security of RC4. Unlike the initial state, it is relatively easy for an adversary to get the output stream. Thus, the key recovery attack from output stream poses more serious threat to the security of RC4 than that from an initial state. The key recovery attack from output stream has been proposed by Roos [21]. This attack exploits the class of weak keys. The class of weak keys proposed by Roos satisfies two relational equations between the bytes of the secret key and leaks the information of 8 bits of the secret key with probability $2^{-2.9}$. However, Roos has used only two specific equations and has not mentioned other equations between the bytes of the secret key.

Our motivation comes from the suspicion such that another relational equation must be included between the bytes of the secret key. In this paper, we present generalized classes of weak keys on RC4 using predictive state. First, we generalize relational equations between the bytes of the secret key, and analyze internal states obtained by the secret key that satisfies the generalized equations. Next, considering the relation between the analyzed internal state and the predictive state, we show that many secret keys satisfy the generalized relational equations. Hence, we obtain many secret keys whose the output stream leaks the information of them. Furthermore, we distinguish the classes with respect to the probability that a class of weak keys leaks the information of bytes of secret key, and enumerate the number of classes when the number of predictive state is small. It is revealed that most of them leak more information of bytes of the secret key than conventional one. For example, one of the generalized classes of weak keys that satisfies the five relational equations between the key bytes leaks the information of 40 bits of the secret key with probability $2^{-7.1}$.

This paper is organized as follows: In Sect. 2, we review the algorithm of RC4 and class of weak keys proposed by Roos. We expand and generalize the class of weak keys and derive the probability the weak keys leaks these information in Sect. 3. We show the number of generalized class of weak keys and an example in Sect. 4. Finally, we conclude this paper in Sect. 5.

## 2. RC 4

In this section, we briefly review the algorithm of the stream cipher RC4.

### 2.1 Description of RC4

The stream cipher RC4 consists of two algorithms: Key Scheduling Algorithm (KSA) and Pseudo-Random number Generation Algorithm (PRGA). The KSA initializes an internal state from a secret key $K$ of $l$ words of $n$ bits and the PRGA generates a pseudo-random output stream $Z$ from the initialized internal state as described in Fig. 1. RC4's internal state consists of an N -byte permutation array $S$ and two indices $i$ and $j$. Let $S_{i}[x]$ be the value of the array $S$ at the index $x$ and $S_{i}^{-1}[y]$ be the index of the value $y$ in the array $S$ after the $i$-th round in the PRGA, respectively. Then $j_{i}$ is the value of $j$ during the $i$-th round where the rounds are indexed with respect to $i$. We will use $S^{*}$ for the array $S$ during the KSA (i.e. $S_{0}=S_{N}^{*}$ ). We define $Z_{i}$ as the output stream after the $i$-th round in the PRGA. In this paper, all operations are carried out under modulo $N$.

### 2.2 Roos' Weak Key

In 1995, Roos [21] defined a class of weak keys that satisfies the following equations,

$$
\begin{align*}
& K[0]+K[1]=0,  \tag{1}\\
& K[2]=X, \tag{2}
\end{align*}
$$

where $X \in\{0,1, \ldots, N-1\}$. When a secret key is included in such a class, the output stream generated from the key satisfies $Z_{1}=X+3$ with probability $2^{-2.9}$. This implies that the information of one secret key byte is leaked.

In 2007, Paul and Maitra [17], [18] theoretically analyzed the Roos' weak key. First, they showed that the equation

$$
\begin{equation*}
S_{t+1}^{*}[t]=\sum_{x=0}^{t}\left(S_{0}^{*}[x]+K[x]\right) \tag{3}
\end{equation*}
$$

holds if the following two conditions are satisfied:
Condition 2.1 $S_{r}^{*}[r]=r$ for all $r \in\{0, \ldots, t\}$ (i.e., the value of $S^{*}[r]$ was not swapped before the $r$-th iteration).
Condition 2.2 $S_{t}^{*}\left[j_{t+1}^{*}\right]=j_{t+1}^{*}$.
If $j$ is a random variable, then the probability that the element $S_{t+1}^{*}[t]$ is assigned the value of $\sum_{x=0}^{t}\left(S_{0}^{*}[x]+K[x]\right)$;

$$
\begin{align*}
& P\left[S_{t+1}^{*}[t]=\sum_{x=0}^{t}\left(S_{0}^{*}[x]+K[x]\right)\right] \\
& \quad \approx\left(\frac{N-1}{N}\right)^{\frac{t(t+1)}{2}} \cdot\left(\frac{N-t}{N}\right)+\frac{1}{N} . \tag{4}
\end{align*}
$$

From this equation, $S_{2}^{*}[1]=K[0]+K[1]+1$ and $S_{3}^{*}[2]=$ $K[0]+K[1]+K[2]+3$ hold with a high probability. Next, they presented the equation $S_{0}[t]=S_{t+1}^{*}[t]$ holds if the following condition is satisfied:

Condition 2.3 $j_{r}^{*} \neq t$ for all $r \in\{t+1, \ldots, N-1\}$

If $j$ is a random variable, then the probability that a particular single element of $S_{t}^{*}$ will not be indexed by $j$ at any time of the KSA is

$$
\begin{equation*}
P\left[S_{0}[t]=S_{t+1}^{*}[t]\right] \approx\left(\frac{N-1}{N}\right)^{N-t-1} \tag{5}
\end{equation*}
$$

From Eqs. (4) and (5), the following equation

$$
\begin{align*}
S_{0}[t] & =\sum_{x=0}^{t}\left(K[x]+S_{0}^{*}[x]\right) \\
& =\sum_{x=0}^{t} K[x]+\frac{t \cdot(t+1)}{2} \tag{6}
\end{align*}
$$

holds for $t=1,2$ with the probability

$$
\begin{align*}
& P\left[S_{0}[t]=\sum_{x=0}^{t} K[x]+\frac{t \cdot(t+1)}{2}\right] \\
& \quad \approx\left(\frac{N-t}{N}\right) \cdot\left(\frac{N-1}{N}\right)^{\frac{t(t+1)}{2}+N}+\frac{1}{N} \tag{7}
\end{align*}
$$

Suppose that $N=256$. From Eq. (7), the probability that $S_{0}[1]=K[0]+K[1]+1$ holds is approximately 0.368 and that $S_{0}[2]=K[0]+K[1]+K[2]+3$ holds is 0.362 . If a secret key satisfies Eqs. (1) and (2), then $S_{0}[1]=0+1=1$ and $S_{0}[2]=0+X+3=X+3$ hold. Hence, $Z_{1}=S_{1}\left[S_{1}\left[i_{1}\right]+\right.$ $\left.S_{1}\left[j_{1}\right]\right]=S_{1}[2]=X+3$ is output at the 1 st round on the PRGA. This probability is approximately $0.368 \cdot 0.362 \approx$ $2^{-2.9}$.

### 2.3 Key Recovery Attack from Initial State

Although initial states using Eq. (6) are applied for the key
recovery attack in the cases $t=1,2$ in [21], Paul and Maitra expanded the attack from the initial state in all cases $t=0, \ldots, N-1$ in [17], [18], Their attack algorithm needs the information of the initial state as the input and tries to find the correct key. This attack is improved by Biham and Carmeli in [19].

However, their attacks have some faults. First, an adversary must know the information of initial state in advance. In general, it is difficult to observe the initial states. Second, Eq. (6) cannot be used to recover the secret key from the initial state satisfying the following condition ${ }^{\dagger}$ :

$$
\begin{equation*}
S_{0}[t]<t \text { for } t \in\{0, \ldots, N-1\} \tag{8}
\end{equation*}
$$

### 2.4 Predictive State

Fluhrer and McGrew have observed stronger correlations between output streams and the internal states, and introduced the notion as fortuitous state [13]. This is a special class of internal states defined by the values of $i_{t}, j_{t}$, and some state elements of array $S$ at the $t$-th round, which can predict the output streams. Mantin and Shamir expanded and generalized the notion of fortuitous state as predictive state [14]. The predictive state is defined as follows.

Definision 1: An $a$-state is a partially specified RC 4 states, that includes $i_{t}, j_{t}$ and $a$ elements of array $S$ at the $t$-th round $\left(S_{t}\left[x_{1}\right], \ldots, S_{t}\left[x_{a}\right]\right)$.
Definision 2: Let $X_{a}$ be a set of internal states that include an $a$-state and let $S_{a}$ be an arbitrary internal state in $X_{a}$. If every $S_{a}$ outputs a same sequence of $b$ bytes then $a$-state is said to be $b$-predictive.

When $n=8$, an example of $(b=4)$-predictive $(a=4)$ state is given as

$$
\begin{align*}
& \left\{\begin{array}{l}
S_{0}[1]=4, \\
S_{0}[2]=1, \\
S_{0}[3]=255 \\
S_{0}[4]=0
\end{array}\right.  \tag{9}\\
& i_{0}=0, j_{0}=0
\end{align*}
$$

If four elements of the internal state satisfy Eq. (9), the internal state necessarily outputs $Z_{1}=4, Z_{3}=4, Z_{4}=255$, and $Z_{5}=4$ regardless of the values of other 252 elements. In general, such a $b$-predictive $a$-state can induce some biases in the output distribution. Mantin and Shamir [14] proposed a distinguish attack and an internal state recovery attack using the characteristic of predictive state.

In this section, we explain the internal state recovery attack. The existence of $b$-predictive $a$-state is important for the cryptanalyst since the information of $b$ elements of the internal state are leaked. If an internal state includes a $b$-predictive $a$-state, $a$ elements of $S_{t}$ and $j_{t}$ (note that $i_{t}$ is always available to the cryptanalyst) can be extracted with a non-negligible probability by observing $b$ specific output bytes in the output stream. Let $E_{\text {pre }}$ be the event that the internal state includes $b$-predictive $a$-state $S^{A}$, and $E_{\text {out }}$ be
the event that $b$ bytes of the output stream are corresponding to that of $S^{A}$ predicts. If $j_{t}$ is a random value and $S$ is a random array, then the probability that $E_{\text {pre }}$ happens is ( $(N-$ a)!/N!) $\cdot N^{-1}$ and the probability that $E_{\text {out }}$ happens is $N^{-b}$. Assuming that $a$ is much smaller than $N$, we can derive the probability $P\left[E_{\text {pre }} \mid E_{\text {out }}\right]$ by applying Bayes' theorem.

$$
\begin{align*}
P\left[E_{\text {pre }} \mid E_{\text {out }}\right] & =\frac{P\left[E_{\text {pre }}\right]}{P\left[E_{\text {out }}\right]} \cdot P\left[E_{\text {out }} \mid E_{\text {pre }}\right] \\
& \approx \frac{N^{-(a+1)}}{N^{-b}} \cdot 1 \\
& =N^{b-a-1} \tag{10}
\end{align*}
$$

The predictive state tends to satisfy Eq. (8). About $50 \%$ of 3-predictive 4 -state and about $90 \%$ of 4 -predictive 5-state satisfy Eq. (8). Moreover, all 3-predictive 3-state, 4-predictive 4 -state, and 5-predictive 5-state satisfy Eq. (8). This means that the number of weak keys that satisfy all conditions is very small.

## 3. Generalization of Weak Key

The class of weak keys presented by Roos is merely a specific case which satisfies the two equations given by Eq. (1) and Eq. (2). We expand the class by generalizing the equations and the number of them using the predictive state proposed by Mantin and Shamir.

### 3.1 Idea

The two relational equations between the bytes of secret key were proposed by Roos. We generalize the relational equation as follows:

$$
\begin{equation*}
\sum_{x=0}^{L-1} w_{x, y} K[x]=W_{y} \tag{11}
\end{equation*}
$$

where $w_{x, y} \in\{0,1\}, W_{y} \in\{0,1, \ldots, N-1\}$ and $y=$ $0,1,2, \ldots$. For example, in Roos' case,

$$
\begin{align*}
\mathbf{w} & =\left[\begin{array}{cccccc}
w_{0,0} & w_{0,1} & w_{0,2} & w_{0,3} & \ldots & w_{0, L-1} \\
w_{1,0} & w_{1,1} & w_{1,2} & w_{1,3} & \ldots & w_{1, L-1}
\end{array}\right]  \tag{12}\\
& =\left[\begin{array}{llllll}
1 & 1 & 0 & 0 & \ldots & 0 \\
1 & 1 & 1 & 0 & \ldots & 0
\end{array}\right] \tag{13}
\end{align*}
$$

and

$$
\mathbf{W}=\left[\begin{array}{l}
W_{0}  \tag{14}\\
W_{1}
\end{array}\right]
$$

[^1]\[

=\left[$$
\begin{array}{l}
0  \tag{15}\\
X
\end{array}
$$\right]
\]

We try to expand the weak key class using the predictive states. The procedure is divided into three steps. At first, we check if $a$ values of $S_{x+1}^{*}[x]$ at the KSA can be determined uniquely by given $a$ relational equations whose successful probability is denoted by $P\left[E_{S_{1}}\right]$. Then, we check if the determined $a$ values of $S_{x+1}^{*}[x]$ can be assigned to $a$ elements of $S_{0}[x]$ at the PRGA whose successful probability is denoted by $P\left[E_{S_{2}}\right]$. Finally, we check if the assigned $a$ values of $S_{0}[x]$ can be assigned to $a$ values of $S_{t}[x]$ that satisfy the condition of a $b$-predictive $a$-state whose successful probability is denoted by $P\left[E_{S_{3}}\right]$. If we succeed to operate these three steps, then the output stream must include the information of $b$ relational equations between the bytes of secret key. Thus, the information of $b$ bytes of secret key is leaked with probability $P[l e a k]=$ $P\left[E_{S_{1}}\right] \cdot P\left[E_{S_{2}}\right] \cdot P\left[E_{S_{3}}\right]+P[$ rand $]$, where $P[$ rand $]$ is the probability that the information leaks by accident.

We define the generalized weak key as follows:
Definision 3: Let $x_{1}, \ldots, x_{a}$ be $a$ indices satisfying $0 \leq$ $x_{1} \leq \cdots \leq x_{a} \leq L-1$. Let $S_{t}\left[x_{1}\right], \ldots, S_{t}\left[x_{a}\right]$ be $a$ values of a $b$-predictive $a$-state, and let $S_{x_{1}+1}^{*}\left[x_{1}\right], \ldots, S_{x_{a}+1}^{*}\left[x_{a}\right]$ be $a$ values generated by a secret key $K_{w}$ at the KSA. If $S_{x_{1}+1}^{*}[x]=S_{t}[x]$ is satisfied for all $x \in\left\{x_{1}, \ldots, x_{a}\right\}$ on the $\mathrm{KSA}, K_{w}$ is in the generalized class of weak key.

### 3.2 Step 1

We discuss how to derive the relational equations that assign an arbitrary value $X_{1}$ to $S_{x_{1}+1}^{*}\left[x_{1}\right]$. From the operation of the KSA described in Fig. 1, we can represent the value of $j_{x_{1}+1}^{*}$ as follows:

$$
\begin{align*}
j_{x_{1}+1}^{*} & =j_{x_{1}}^{*}+S_{x_{1}}^{*}\left[x_{1}\right]+K\left[x_{1}\right]=\ldots \\
& =\sum_{t=0}^{x_{1}} K[t]+\sum_{t=0}^{x_{1}} S_{t}^{*}[t] \tag{16}
\end{align*}
$$

Remember that the value of $S_{x_{1}}^{*}\left[j_{x_{1}+1}^{*}\right]$ is assigned to $S_{x_{1}+1}^{*}\left[x_{1}\right]$. Thus, $X=S_{x+1}^{*}[x]$ is satisfied if the following equation holds.

$$
\begin{equation*}
S_{x_{1}}^{*-1}[X]=j_{x_{1}+1}^{*}=\sum_{t=0}^{x_{1}} K[t]+\sum_{t=0}^{x_{1}} S_{t}^{*}[t] \tag{17}
\end{equation*}
$$

where $S_{x_{1}}^{*-1}[X]$ is the index of the value $X$ in the array $S^{*}$ in the $x_{1}$-th round in the KSA.

From Eq. (17), we derive the relational equation:

$$
\begin{equation*}
\sum_{x=0}^{L-1} w_{x, y} K[x]=W_{y} \tag{18}
\end{equation*}
$$

where $w_{x, y}$ and $W_{y}$ are

$$
w_{x, y}= \begin{cases}1 & \text { if }\left(0 \leq x \leq x_{1}\right)  \tag{19}\\ 0 & \text { if }\left(x_{1}+1 \leq x \leq L-1\right)\end{cases}
$$

and

$$
\begin{equation*}
W_{y}=S_{x_{1}}^{*-1}\left[X_{1}\right]-\sum_{t=0}^{x_{1}} S_{t}^{*}[t] \tag{20}
\end{equation*}
$$

respectively. Here $X_{1}$ is an arbitrary value and $x_{1}$ is an index satisfying $0 \leq x_{1} \leq L-1$. If Eqs. (19) and (20) are satisfied, $S_{x_{1}+1}^{*}\left[x_{1}\right]$ is always assigned a value $X_{1}$.

We assume that $a$ following relational equations for $x^{\prime} \in\left\{x_{1}, x_{2}, \ldots, x_{a}\right\}$ hold in next steps.

$$
w_{x, y}= \begin{cases}1 & \text { if }\left(0 \leq x^{\prime} \leq x_{1}\right)  \tag{21}\\ 0 & \text { if }\left(x_{1}+1 \leq x^{\prime} \leq L-1\right)\end{cases}
$$

and

$$
\begin{equation*}
W_{y}=S_{x^{\prime}}^{*-1}\left[X^{\prime}\right]-\sum_{t=0}^{x^{\prime}} S_{t}^{*}[t] . \tag{22}
\end{equation*}
$$

where $X^{\prime} \in\left\{X_{1}, X_{2}, \ldots, X_{a}\right\}$. Unlike Eq. (3), Eq. (22) holds whether Condition 2.1 and 2.2 are satisfied or not. Therefore, $X^{\prime}$ is always assigned to $S_{x^{\prime}+1}^{*}\left[x^{\prime}\right]$ for $x^{\prime} \in$ $\left\{x_{1}, x_{2}, \ldots, x_{a}\right\}$, hence $P\left[E_{S_{1}}\right]=1$.

### 3.3 Step 2

The value of $S_{x+1}^{*}[x]$ is unchanged if Condition 2.3 is satisfied. From Eq. (5), the probability that $S_{x+1}^{*}[x]$ is unchanged until the KSA was finished is approximately ( $(N-$ 1) $/ N)^{N-x-1}$.

Let $E_{S_{1}}$ be the event that satisfies Eqs. (21) and (22). Then, $a$ values of $\left(X_{1}, X_{2}, \ldots, X_{a}\right)$ are assigned to $a$ elements of an internal state in the KSA $\left(S_{x_{1}+1}^{*}\left[x_{1}\right], S_{x_{2}+1}^{*}\left[x_{2}\right], \ldots, S_{x_{a+1}}^{*}\left[x_{a}\right]\right)$. Let $E_{S_{2}}$ be the event that the values of $\left(X_{1}, X_{2}, \ldots, X_{a}\right)$ are assigned to $a$ elements of an initial state in the $\operatorname{KSA}\left(S_{0}\left[x_{1}\right], S_{0}\left[x_{2}\right], \ldots, S_{0}\left[x_{a}\right]\right)$. From Eq. (5), we can derive

$$
\begin{align*}
& P\left[E_{S_{2}}\right] \approx\left(\frac{N-1}{N}\right)^{N-x_{1}-1} \cdot\left(\frac{N-1}{N}\right)^{N-x_{2}-1} \\
& \cdots \cdots \cdot\left(\frac{N-1}{N}\right)^{N-x_{a}-1} \\
& \approx\left(\frac{N-1}{N}\right)^{a \cdot(N-1)-A} \tag{23}
\end{align*}
$$

where $A$ is sum of the indices $\left\{x_{1}, x_{2}, \ldots, x_{a}\right\}$.

### 3.4 Step 3

Suppose that a $b$-predictive $a$-state at the $t$-th round ( $\left.S_{t}\left[x_{1}^{\prime}\right], S_{t}\left[x_{2}^{\prime}\right], \ldots, S_{t}\left[x_{a}^{\prime}\right]\right)$ and $j_{t}^{\prime}$ satisfies following two conditions;

Condition 3.1 $t+1=x_{1}^{\prime}<\cdots<x_{a}^{\prime}<L$,
Condition 3.2 $j_{t}^{\prime}$ does not point $\left\{x_{1}^{\prime}, x_{2}^{\prime}, \ldots, x_{a}^{\prime}\right\}$.
Then, we discuss the initial state that generates above predictive state.
(a) $t=0$

A $b$-predictive $a$-state at the 0 -th round is represented by $\left(S_{0}[1], S_{0}\left[x_{2}^{\prime}\right], \ldots, S_{0}\left[x_{a}^{\prime}\right]\right)$ and $j_{0}^{\prime}=0$. It is obvious that a $b$-predictive $a$-state at the 0 -th round is a part of an initial state. Thus, we can derive $P\left[E_{S_{3}}\right]=1$.

From Eqs. (21) and (22), we consider that $a$ relational equations for $x^{\prime} \in\left\{1, x_{2}^{\prime}, \ldots, x_{a}^{\prime}\right\}$ hold and $X^{\prime} \in$ $\left\{S_{0}[1], S_{0}\left[x_{2}^{\prime}\right], \ldots, S_{0}\left[x_{a}^{\prime}\right]\right\}$. Then, we can derive

$$
\begin{equation*}
P[\text { leak }] \approx\left(\frac{N-1}{N}\right)^{a \cdot(N-1)-A}+P[\text { rand }] \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
P[r a n d] \approx\left(1-\left(\frac{N-1}{N}\right)^{a \cdot(N-1)-A}\right) \cdot N^{-b} \tag{25}
\end{equation*}
$$

(b) $t=1$

A $b$-predictive $a$-state at the 1st round is represented by ( $\left.S_{1}[2], S_{1}\left[x_{2}^{\prime}\right], \ldots, S_{1}\left[x_{a}^{\prime}\right]\right)$ and $j_{1}^{\prime}$. From the operation of the PRGA, $j_{1}^{\prime}=S_{0}$ [1]. Since $j_{1}^{\prime}$ cannot point $\left\{2, x_{2}^{\prime}, \ldots, x_{a}^{\prime}\right\}$ from Condition 3.2, the values of $\left(S_{1}[2], S_{1}\left[x_{2}^{\prime}\right], \ldots, S_{1}\left[x_{a}^{\prime}\right]\right)$ are not swapped at the 1st round. Thus, we can derive $P\left[E_{\text {out }} \mid E_{\text {ini }}\right]=1$ where $E_{\text {ini }}$ is the event that $a+1$ elements of an initial state ( $\left.S_{0}[1], S_{0}[2], S_{0}\left[x_{2}^{\prime}\right], \ldots, S_{0}\left[x_{a}^{\prime}\right]\right)$ are assigned to $\left(j_{1}^{\prime}, S_{1}[2], S_{1}\left[x_{2}^{\prime}\right], \ldots, S_{1}\left[x_{a}^{\prime}\right]\right)$.

In the similar way for $t=0$, we consider that $a+1$ relational equations and we can derive

$$
\begin{equation*}
P[\text { leak }] \approx\left(\frac{N-1}{N}\right)^{(a+1) \cdot(N-1)-A}+P[\text { rand }] \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
P[r a n d] \approx\left(1-\left(\frac{N-1}{N}\right)^{(a+1) \cdot(N-1)-A}\right) \cdot N^{-b} \tag{27}
\end{equation*}
$$

(c) $t \geq 2$

A $b$-predictive $a$-state at the $t$-th round is represented by $\left(S_{t}[t+1], S_{t}\left[x_{2}^{\prime}\right], \ldots, S_{t}\left[x_{a}^{\prime}\right]\right)$ and $j_{t}^{\prime}$. Let $j$ be a random variable. In the similar way for the KSA, the probability that $S_{0}[x]=S_{t}[x]$ for $x \in\left\{t+1, x_{2}^{\prime}, \ldots, x_{a}^{\prime}\right\}$ hold is $\left(\frac{N-1}{N}\right)^{a \cdot(t-1)}$, and the probability that $j_{t}^{\prime}=j$ is $1 / N$. Then, we can derive

$$
\begin{equation*}
P\left[E_{S_{3}}\right] \approx \frac{1}{N} \cdot\left(\frac{N-1}{N}\right)^{a \cdot(t-1)} \tag{28}
\end{equation*}
$$

In the similar way for $t=1,2$, we consider $a$ relational equations and we can get

$$
\begin{equation*}
P[\text { leak }]=P\left[E_{S}\right]+P[\text { rand }] \tag{29}
\end{equation*}
$$

where

$$
P\left[E_{S}\right] \approx\left(\frac{N-1}{N}\right)^{a \cdot(N-1)-A}
$$

$$
\begin{equation*}
\cdot \frac{1}{N} \cdot\left(\frac{N-1}{N}\right)^{a \cdot(t-1)} \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
P[r a n d] \approx\left(1-P\left[E_{S}\right]\right) \cdot N^{-b} \tag{31}
\end{equation*}
$$

From Eq. (29),

$$
\begin{align*}
P[\text { leak }] & =P\left[E_{S}\right]+P[\text { rand }]  \tag{32}\\
& \approx P\left[E_{S}\right]\left(1-N^{-b}\right)+N^{-b} \tag{33}
\end{align*}
$$

### 3.5 Relationship with Roos' Class

Assuming that the initial state satisfy following conditions;

$$
\left\{\begin{array}{l}
S_{0}[1]=1,  \tag{34}\\
S_{0}[2]=X,
\end{array}\right.
$$

then this state always outputs

$$
\begin{equation*}
Z_{1}=X \tag{35}
\end{equation*}
$$

This implies that the initial state that satisfies Eq. (34) is 1predictive 2 -state at the 0 -th round. From Eq. (34), we derive the weak key class

$$
\mathbf{w}=\left[\begin{array}{cccccc}
1 & 1 & 0 & 0 & \ldots & 0  \tag{36}\\
1 & 1 & 1 & 0 & \ldots & 0
\end{array}\right]
$$

and

$$
\mathbf{W}=\left[\begin{array}{l}
S_{1}^{*-1}[1]-\sum_{t=0}^{1} S_{t}^{*}[t]  \tag{37}\\
S_{2}^{*-1}[X]-\sum_{t=0}^{2} S_{t}^{*}[t]
\end{array}\right]
$$

This class leaks the information of one secret key byte with probability $P[$ leak $] \approx 2^{-2.9}$. If $K[0] \notin\{1,2, X\}$, this class is equivalent to Roos' class ${ }^{\dagger}$ (see Eqs. (13) and (15)). This means that the class of weak keys proposed by Roos is included in the generalized class of weak key. Roos presented some classes of weak keys in appendix of [21] but those are also included in the generalized class of weak keys.

## 4. Evaluation

The generalized class of weak keys exists on every $b$ predictive $a$-state. Thus, we can evaluate the number of generalized classes to enumerate $b$-predictive $a$-state. In this section, we present the number of generalized classes of weak keys to enumerate the $b$-predictive $a$-state experimentally. Furthermore, we show an example of generalized class that leaks the information of 40 bits of the secret key with a high probability.

[^2]Table 1 Number of the classes of weak keys.

| $a$ | $b$ | $t=0$ | $t=1$ | $t=2$ | $t=3$ | $t=4$ | $t=5$ | $t=6$ | $t=7$ | $t=8$ | $t=9$ | $t=10$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | 1 | 283 | 9,664 | 9,156 | 8,138 | 7,630 | 6,612 | 6,104 | 5,086 | 4,578 | 3,560 | 3,052 |
| 2 | 2 | 1 | 3 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
|  | 2 | 69 | 7,214 | 3,849 | 3,602 | 3,284 | 3,059 | 2,473 | 2,004 | 1,672 | 1,447 | 1,118 |
| 3 | 3 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 2 | 145,349 | $2,882,351$ | $2,388,781$ | $2,114,698$ | $1,693,504$ | $1,454,229$ | $1,159,297$ | $1,007,916$ | 766,487 | 620,566 | 439,567 |
| 4 | 3 | 1,213 | 7,411 | 7,747 | 7,798 | 5,806 | 6,633 | 5,471 | 5,027 | 4,664 | 4,727 | 4,355 |
|  | 4 | 8 | 26 | 29 | 48 | 24 | 26 | 24 | 24 | 24 | 24 | 24 |
|  | 3 | $1,049,576$ | $10,442,977$ | $8,860,621$ | $8,075,515$ | $6,171,544$ | $5,508,191$ | $4,098,573$ | $3,538,017$ | $2,479,340$ | $1,725,972$ | 907,819 |
| 5 | 4 | 18,618 | 72,685 | 67,019 | 83,981 | 44,013 | 41,237 | 34,906 | 30,048 | 25,625 | 18,165 | 9,870 |
|  | 5 | 71 | 275 | 249 | 363 | 142 | 139 | 101 | 99 | 101 | 91 |  |

### 4.1 Number of Generalized Classes

Paul and Preneel [15] have proposed the algorithm to find the class of $a$-predictive $a$-state for small $a$. We implemented the algorithm to find $b$-predictive $a$-state based on the algorithm proposed by Paul et al. This algorithm is described in appendix. We enumerated the number of $b$ predictive $a$-state for $n=8$ experimentally, whose result is shown in Table 1.

We can see that the number of classes of weak keys that satisfies $a=2$ relational equations and leaks the information of $b=1$ bytes at $t=0$ round is 283 . Roos' class is included in those. Hence, other numerous number represents the number of classes of weak keys that we discover. If $b \geq 2$, the classes of weak keys leak more information of two bytes of the secret key. From Table 1, thus, most of generalized classes leak more information of the secret key than Roos' class. We show an example of the classes we discover in the following section.

### 4.2 Experimental Result

In order to confirm the accuracy of the probability evaluation, we carried out the experiment. Before the experiment, we derived the class of weak key from the predictive state which we found in Sect. 4.1. In the experiment, we use $10^{9}$ secret keys in the class of weak key for each $a, b$, and $t^{\dagger}$. We enumerated how many keys leak their information and calculated the probability. Table 2 shows the experimental values and the theoretical values for each $t$ when $a=5$ and $b=5$. We can see that the theoretical values agree well with the experimental values.

In a similar way, we confirmed that the theoretical values agree well with the experimental values for all $a$ and $b$. Due to limitation space, we have added only two results when $a=5$ and $b=4$ and when $a=4$ and $b=4$ to Table 2 .

### 4.3 Example

We give an example of generalized classes of weak keys for $n=8$. The algorithm described in appendix finds a 5predictive 5 -state at the 0 -th round as follows;

Table 2 The experimentally measured probability that $b$ bytes of the secret key are leaked, where the number enclosed in parentheses stands for the theoretical value ( $P[l e a k]$ ) and Rands. stands for the probability that $b$ bytes of the secret key are output by accident.
$\left.\begin{array}{|c|c|c|c|}\hline(a, b) & (5,5) & (5,4) & (4,4) \\ \hline t=0 & \begin{array}{c}2^{-7.09} \\ \left(2^{-7.12}\right)\end{array} & \begin{array}{c}2^{-7.08} \\ \left(2^{-7.12}\right)\end{array} & \begin{array}{c}2^{-5.70} \\ \left(2^{-5.70}\right)\end{array} \\ \hline t=1 & 2^{-8.47} & 2^{-8.50} & 2^{-7.11} \\ \left(2^{-8.53}\right)\end{array} \begin{array}{c}\left(2^{-8.53}\right)\end{array} 2^{-7.12}\right)$.

$$
\left\{\begin{array}{l}
S_{0}[1]=1  \tag{38}\\
S_{0}[2]=2 \\
S_{0}[3]=255 \\
S_{0}[4]=254 \\
S_{0}[5]=3
\end{array}\right.
$$

An initial state that satisfies Eq. (38) predicts

$$
\left\{\begin{array}{l}
Z_{1}=2  \tag{39}\\
Z_{2}=1 \\
Z_{3}=2 \\
Z_{4}=1 \\
Z_{5}=3
\end{array}\right.
$$

[^3]From Eq. (38), we derive the weak key class

$$
\mathbf{w}=\left[\begin{array}{lllllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & \ldots & 0  \tag{40}\\
1 & 1 & 1 & 0 & 0 & 0 & 0 & \ldots & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & \ldots & 0 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & \ldots & 0 \\
1 & 1 & 1 & 1 & 1 & 1 & 0 & \ldots & 0
\end{array}\right]
$$

and

$$
\mathbf{W}=\left[\begin{array}{l}
S_{1}^{*-1}[1]-\sum_{t=0}^{1} S_{t}^{*}[t]  \tag{41}\\
S_{2}^{*-1}[2]-\sum_{t=0}^{2} S_{t}^{*}[t] \\
S_{3}^{*-1}[255]-\sum_{t=0}^{3} S_{t}^{*}[t] \\
S_{4}^{*-1}[254]-\sum_{t=0}^{4} S_{t}^{*}[t] \\
S_{5}^{*-1}[3]-\sum_{t=0}^{5} S_{t}^{*}[t]
\end{array}\right] .
$$

If combinations of secret key bytes satisfy Eqs. (40) and (41), the secret key leaks 40 bits of that information with probability $P[l e a k] \approx 2^{-7.1}$ from Eq. (24).

The above result implies that an adversary can get the information of 40 bits of the secret key when he/she observes $b$ bytes of output stream which satisfy Eq. (39). Let $E_{\text {key }}$ be the event that combinations of secret key bytes satisfy Eqs. (40) and (41). Let $E_{\text {out }}$ be the event that $b$ bytes of output stream which satisfy Eq. (39). We can derive the probability $P\left[E_{\text {key }} \mid E_{\text {out }}\right]$ by applying Bayes' theorem as follows.

$$
\begin{align*}
P\left[E_{\text {key }} \mid E_{\text {out }}\right] & =\frac{P\left[E_{\text {key }}\right]}{P\left[E_{\text {out }}\right]} \cdot P[\text { leak }] \\
& \approx \frac{2^{-40}}{2^{-40}} \cdot 2^{-7.1} \\
& \approx 2^{-7.1} \tag{42}
\end{align*}
$$

As the consequence, an adversary can recover 40 bits of the secret key with probability $2^{-7.1}$. This is the just one example of 71 classes (see Table 1).

On the other hand, this probability of Roos' case is described as follows,

$$
\begin{align*}
P\left[E_{\text {key }} \mid E_{\text {out }}\right] & =\frac{P\left[E_{\text {key }}\right]}{P\left[E_{\text {out }}\right]} \cdot P[\text { leak }] \\
& \approx \frac{2^{-16}}{2^{-8}} \cdot 2^{-2.9} \\
& \approx 2^{-10.9} \tag{43}
\end{align*}
$$

As the consequence, an adversary can recover 16 bits of the secret key with probability $2^{-10.9}$.

## 5. Conclusion

In this paper, we have generalized the class of weak keys
on RC4 using $b$-predictive $a$-state. The generalized class of weak keys satisfies generalized relational equations between bytes of secret key, and leaks the information of secret key with a high probability. We have shown that the numerous number of generalized classes of weak keys exist among the secret keys. It is revealed that most of them leak more information of the secret key than conventional class of weak keys.
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## Appendix A: Algorithm to Find Predictive States

We show that the algorithm to find $b$-predictive $a$-state at the $t$-th round satisfying two conditions in Sect.3.4. Let $a_{t}$ be number of the assigned candidates and let $b_{t}$ be the number of predicted output bytes. As initialization process, suppose that the elements whose indices are $\left\{x_{1}, \ldots, x_{a}\right\}$ where $x_{1}=$ $t+1$ are marked as "known" and two indices $i_{t}=t$ and $j_{t} \in\{0, \ldots, N-1\} \backslash\left\{x_{1}, \ldots, x_{a}\right\}$. Then the following recursive procedure is forwarded.

Step 1 Increment $i_{t}$.
Step 2 It is checked whether $S_{t-1}\left[i_{t}\right]$ has been assigned a value:
(a) if it has, proceed to Step 3.
(b) if it has not, then assign the candidate $2^{n}-a_{t}$ remaining values to $S_{t-1}\left[i_{t}\right]$, increment $a_{t}$ and go to Step 3.

Step 3 Calculate $j_{t}$, and it is checked whether $S_{t-1}\left[j_{t}\right]$ has been marked as known:
(a) if it has, proceed to Step 4.
(b) if it has not, swap and update, and go to Step 8.

Step 4 It is checked whether $S_{t-1}\left[j_{t}\right]$ has been assigned a value:
(a) if it has, proceed to Step 5.
(b) if it has not, then assign the candidate $2^{n}-a_{t}$ remaining values to $S_{t-1}\left[j_{t}\right]$, increment $a_{t}$ and go to Step 5.
Step 5 Swap $S_{t-1}\left[i_{t}\right]$ and $S_{t-1}\left[j_{t}\right]$ and update.
Step 6 Calculate $z_{t}=S_{t}\left[i_{t}\right]+S_{t}\left[j_{t}\right]$, and it is check whether $S_{t}\left[z_{t}\right]$ has been marked as known:
(a) if it has, proceed to Step 7.
(b) if it has not, and go to Step 8.

Step 7 It is checked whether $S_{t}\left[z_{t}\right]$ has been assigned a
value:
(a) if it has, increment $b_{t}$ and go to Step 8.
(b) if it has not, then assign the candidate $2^{n}-a_{t}$ remaining values to $S_{t-1}\left[j_{t}\right]$, increment $a_{t}$ and $b_{t}$ and go to Step 8.

Step 8 It is checked whether $S_{t}\left[i_{t}+1\right]$ has been marked as known:
(a) if it is, $t \leftarrow t+1$ and go to Step 1 .
(b) if it is not, return.

During above procedure, if two conditions $a_{t}=a$ and $b_{t}=b$ are satisfied, then we reverse the PRGA (RC4's PRGA can reverse) and get the $b$-predictive $a$-state at the $t$-th round. Then we can get the class of weak key in the similar way in Sect. 3.

## Appendix B: Number of Classes Using Roos' Equation

We enumerated the number of $b$-predictive $a$-state satisfying Eq. (8). This number means that of classes of weak key which can be derived by using Eq. (6) instead of Step 1 and Step 2. Table A• 1 shows this result. Comparing Table 1 to Table A•1, we can see that the number of classes of weak keys derived by the propose method is much larger than that of the method using Roos' equation instead of Step 1 and Step 2.
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[^1]:    ${ }^{\dagger}$ The value of the element pointed by $i$ or $j$ is swapped from $S_{0}^{*}$ (the case of $i=j$ is excepted, but the probability of the case is very low). For satisfying Condition $2.2, j_{t+1}^{*}$ must point the element that has not been pointed by $i$ or $j$ yet. But if the values of elements are less than $t$ at $S_{0}^{*}$, such elements must be pointed by $i$ or $j$ and the values have already been changed (Remember $i=t$ and see the KSA algorithm). Therefore, the values less than $i$ are hardly assigned to $S_{t+1}^{*}[t]$. In addition, assuming that Condition 2.3 is satisfied, the value of $S_{t}[t]$ holds till the end of the KSA. If Eq. (8) is satisfied, therefore, Condition 2.2 and 2.3 are not satisfied simultaneously, and Eq. (6) cannot hold.

[^2]:    ${ }^{\dagger}$ If $K[0] \in\{1,2, X\}$, the information leakage of key bytes does not happen on the class defined by Roos.

[^3]:    ${ }^{\dagger}$ The parameter $A$ is a different value every class of weak key. The result that we have shown in the paper is carried out under the condition that $A=\sum_{x=t+1}^{t+a+1} x$. We confirmed the theoretical values agree well with the experimental values for other $A$.

