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#### Abstract

The double logarithmic terms $\alpha_{s} \ln ^{2} x$ are important to predict precisely the small $x$ behavior of the spin structure function $g_{1}$. We consider the all-order resummation of these logarithmic terms. We numerically analyze the evolution of the flavor non-singlet $g_{1}$ structure function taking into account this resummed effect. We include not only the leading logarithmic corrections but also some known next-to-leading logarithmic corrections. It is pointed out that the next-to-leading logarithmic corrections produce an unexpectedly large suppression factor over the experimentally accessible range of $x$ and $Q^{2}$. This fact implies that the next-to-leading logarithmic contributions are very important in order to obtain a definite prediction.
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## Chapter 1

## Introduction

The polarized deep inelastic process is a powerful tool to reveal the internal spin structure of the nucleon. Many experimental and theoretical works have been devoted to this process [1]. Especially, it is important and desirable to get a reliable and precise prediction for the small (Bjorken) $x$ behavior of $g_{1}\left(x, Q^{2}\right)$ structure function in the light of the Bjorken [2] and Ellis-Jaffe sum rules [3]. Since the verification of these sum rules, which correspond to the fixed (first) moment of $g_{1}\left(\int_{0}^{1} d x g_{1}\left(x, Q^{2}\right)\right)$, requires the knowledge of the structure function over the entire $x$ region, one has to rely on the theoretical prediction in the experimentally inaccessible small $x$ region.

The small $x$ region corresponds to the Regge limit and we naively expect that the Regge theory may explain the small $x$ behavior of the structure function. Thus, the Regge prediction ( $g_{1} \sim x^{\alpha}, 0 \leq \alpha \leq 0.5$ ) [4] has usually been assumed for the extrapolation of the experimental data to the small $x$ region in the old analyses. However, the recent new data [5] show a clear departure of $g_{1}$ from the nearly constant behavior of the naive Regge prediction in the small $x$ region. This means that although the Regge theory seems to work well at scales typical for the soft hadron physics, at larger scales, the prediction from this theory becomes unreliable. This fact suggests that the perturbative QCD effects may be very important.

Thanks to the factorization theorem [6], we can apply the perturbative QCD to the
deep inelastic scattering. The factorization theorem guarantees that we can factor out the short-distance part, namely the perturbatively calculable part from the structure function. The structure function is given by the following factorized form

$$
g_{1}\left(x, Q^{2}\right)=\sum_{i=q, \bar{q}, g} \int_{x}^{1} C_{i}\left(x / y, \alpha_{s}\left(\mu^{2}\right), Q^{2} / \mu^{2}\right) \Delta f_{i}\left(y, \mu^{2}\right) .
$$

where $C_{i}$ is perturbatively calculable and $\Delta f_{i}\left(y, \mu^{2}\right)$ is the input (non-perturbative) polarized parton density ( $x$ is the Bjorken variable, $\alpha_{s}$ is the strong coupling constant, $Q^{2}$ is the virtuality of the photon and $\mu^{2}$ is the renormalization scale). If we give an appropriate initial parton density and calculate $C_{i}$ in perturbation theory, we can predict $g_{1}$ over entire $x$ region at scale $Q^{2}$. It has been known that there appear two types of logarithmic terms order by order in the perturbative calculation of $C_{i}$. One is the single logarithmic (SL) terms $\alpha_{s} \ln Q^{2} / \mu^{2}$ and the other is the double logarithmic (DL) terms $\alpha_{s} \ln ^{2} x$. The first type logarithmic terms originate from the ultra-violet singularity or the mass singularities and these terms are easily summed to all-orders by Dokshizer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation [7] or the renormalization group equation. Recently, various extrapolations of the experimental data to the small $x$ region have been proposed using this DGLAP equation [8] [9] [10]. However, the DL terms seem to give large effects in the small $x$ region and may lead to a drastic change in the the small $x$ prediction from the usual DGLAP prediction. Therefore, if we consider the small $x$ region such that $\alpha_{s} \ln ^{2} x \sim \mathcal{O}(1)$ we need to re-sum the DL terms to all orders in order to get more reliable predictions (we call this procedure "resummation").

The same problem has already appeared in various QED processes. In the case of QED vertex, we encounter the DL terms $e^{2} l n^{2} \frac{q^{2}}{m^{2}}$ ( $q$ is the photon momentum ), this logarithmic term gives the large contribution when the absolute value of $q^{2}$ is much larger than the external fermion mass $m^{2}$. Especially, when $e^{2} l n^{2} \frac{q^{2}}{m^{2}} \sim \mathcal{O}(1)$, the fixed order perturbation theory does not give a good approximation. In order to
extract the correct behavior, we need to sum these logarithmic terms to all-orders. The summation of these terms is considered by Sudakov and it leads to the so-called Sudakov form factor [11]. We also encounter the large logarithmic terms in the case of two body scattering process, e.g., the forward $e^{+}+e^{-} \rightarrow \mu^{+}+\mu^{-}$scattering process. One has the DL terms $e^{2} l n^{2} \frac{s}{\mu^{2}}$ ( s is the square of the total initial 4-momentum, $\mu^{2}$ is the arbitrary mass scale). This term again becomes important when $s \rightarrow \infty$. The summation was considered in Ref.[12].

For $g_{1}$ structure function, Kirschner and Lipatov [13] considered the all order resummation of $\alpha_{s} \ln ^{2} x$ series in the case of the virtual photon-quark forward scattering process. Its imaginary part corresponds to the deep inelastic scattering process on the parton target. Recently, Bartels, Ermolaev and Ryskin [14] have given the resummed expression for the partonic $g_{1}^{\text {parton }}$ structure function by using the Infra-Red Evolution Equation and confirmed the results by Kirschner and Lipatov. In addition, they claim that the resummation of double logarithmic terms may lead to larger effects than the usual DGLAP equation. But, when extracting the physical structure function of hadrons from the partonic one, there is possibility that a conclusion at the parton level is not necessarily true. Indeed, the recent numerical analysis by Blümlein and Vogt [15] shows that there are no significant contributions to the evolution of $g_{1}$ from the resummation of the leading logarithmic (LL) terms (which are the most dominant terms in the $k$-th order of perturbation $\sim \alpha_{s}^{k} l^{2 k-2} x, k=1,2, .$. ) in the HERA kinematical region $\left(x \sim 10^{-3 \sim-5}\right)$.

The different conclusions between at partonic and hadronic level might be coming from the fact that the resummed part of the "coefficient function" (the pertubative part when one chooses $\left.\mu^{2}=Q^{2}, C_{i}\left(x / y, \alpha_{s}\left(Q^{2}\right), 1\right)\right)$ is considered in Ref. [14] but not in Ref. [15]. Blümlein and Vogt did not include the resummed part of the coefficient function because this part turns out to fall in the next-to-leading logarith-
mic (NLL) corrections (which is less singular terms compared with the leading one, $\left.\sim \alpha_{s}^{k} \ln ^{2 k-3} x, k=2, \ldots\right)$ and depends on the factorization scheme adopted. It is also to be noted that, a slightly steep input density has been used in the analysis of Blümlein and Vogt. The evolution, in general, strongly depends on the input parton densities. The $x$ dependence of $g_{1}\left(x, Q^{2}\right)$ is given by the convolution of the perturbative part $C_{i}\left(x / y, \alpha\left(\mu^{2}\right), Q^{2} / \mu^{2}\right)$ and the input parton densities $\Delta f\left(y, \mu^{2}\right)$ with respect to the longitudinal momentum fraction $y$. As a result, the $x$ shape of $g_{1}$ is determined by both the input parton density and the perturbative part $C_{i}$. For example, if we consider a case in which both the input and the perturbative part have a power dependence on $x$, i.e. $C_{i} \sim x^{-\alpha}$ and $\Delta f(x) \sim x^{-\lambda}$, we see that the steeper one determines the small $x$ behavior when $x \rightarrow 0$. Therefore, if one chooses a steep input function, the perturbative contribution will be completely washed away. One reason for the conclusion by Blümlein and Vogt may be due to this aspect. So it will be interesting to see the sensitivity of the results to the choice of the input densities.

In the present thesis, we analyze the structure function $g_{1}$ by taking into account the $\ln x$ resummation. One of the purpose of this thesis is to summarize our present knowledge of the small $x$ resummation physics bearing the future polarized HERA experiment in mind since we do not have data at very small $x$ where the effect of the small $x$ resummation will manifest itself. Thus, we do not make a quantitative test of the validity of the Bjorken sum rules etc.. And in present thesis, we consider the flavor non-singlet part only because we want to clarify the problem of the small $x$ resummation physics by considering the kinematically simple case. It should be straightforward to extend our analysis to the singlet case.

In our analysis, we also take into account the effects of the coefficient function which can not be included consistently at present, since the anomalous dimension has been calculated only at the LL order. The reason is because we could firstly clarify an
origin of different conclusions between the papers by Blümlein and Vogt and Bartels, Ermolaev and Ryskin and secondly get some idea about the magnitude of NLL order corrections in the resummation approach. We consider three different input densities: one is a flat density corresponding to the naive Regge prediction and others are steep ones in the small $x$ region.

This thesis is organized as follows. In chapter 2, the basic knowledge of the deep inelastic lepton nucleon scattering process is summarized. In chapter 3, we make a brief review on the resummation of $\ln x$ series and present an explicit expression for $g_{1}^{N S}$. In chapter 4, we show our numerical results and discuss the effects of the NLL corrections. We also give the interpretation of the numerical results. Summary will be given in chapter 5 .

## Chapter 2

## The basic knowledge of deep inelastic scattering

### 2.1 The kinematics of deep inelastic scattering

We consider the lepton $(l(k))$ - nucleon $(N(p))$ inelastic scattering process,

$$
l(k)+N(p) \rightarrow l\left(k^{\prime}\right)+X\left(p_{X}\right)
$$

where X represents the system of hadrons produced through this process. Experimentally, only the outgoing lepton is detected. The Feynman diagram for this process is depicted in Fig. 1 , where we assume only one photon exchange between the lepton and the nucleon.


Figure 2.1:

This is a reasonable approximation at present since the average momentum transfer $\left\langle Q^{2}\right\rangle$ of the experiments is not so large, $\left\langle Q^{2}\right\rangle \cong 10 \mathrm{GeV}^{2}$. It is convenient to define the several kinematical variables for this process, the variable $s=(p+k)^{2}$ corresponds to the total energy squared of the lepton-nucleon system in the center of mass frame, the momentum transfer $Q^{2} \equiv-q^{2}=-\left(k-k^{\prime}\right)^{2}$, the energy transfer $\nu=p \cdot q / M$ and the Bjorken variable $x \equiv \frac{Q^{2}}{2 p \cdot q}$.

The scattering amplitude is given by,

$$
\begin{equation*}
T_{f i} \equiv\langle e X| T|e N\rangle=\bar{u}\left(k^{\prime}, s^{\prime}\right) \gamma^{\mu} u(k, s) \frac{-i}{q^{2}}\langle X| J^{\mu}|p, S\rangle \tag{2.1}
\end{equation*}
$$

where $\mathrm{s}\left(\mathrm{s}^{\prime}\right)$ is the polarization vector of the initial(final) lepton, S is the polarization vector of the initial hadron and $J^{\mu}$ is the hadronic electromagnetic current. Here, we mention the spin 4 -vector briefly. The spin of fermion is described by a 3 -vector $s$ in its rest frame. So we introduce a 4 -vector $s^{\mu}$ which reduce to $s^{\mu}=(0, s)$ in the rest frame. Since we normalize 3 -vector $\boldsymbol{s}$ as $\boldsymbol{s}^{2}=1, s^{2}=-1$. The momentum $k$ of the fermion is $k^{\mu}=(m, 0)$ in the rest frame, thus, $k \cdot s=0$. This spin 4 -vector $s^{\mu}$ in an arbitrary Lorentz frame is obtained by boosting $s^{\mu}=(0, s)$ from the rest frame. The explicit form of $s^{\mu}$ is,

$$
\begin{equation*}
s^{\mu}=\left(\frac{\boldsymbol{k} \cdot \boldsymbol{s}}{m}, s+\frac{k(\boldsymbol{k} \cdot \boldsymbol{s})}{m\left(k^{0}+m\right)}\right) \tag{2.2}
\end{equation*}
$$

with Lorentz invariant conditions, $k \cdot s=0, s^{2}=-1$. The spin vector is related to the spinors as,

$$
\bar{u}(k, s) \gamma^{\mu} \gamma_{5} u(k, s)=-\bar{v}(k, s) \gamma^{\mu} \gamma_{5} v(k, s)=2 m s^{\mu}
$$

By using the scattering amplitude $T_{f i}$ Eq.(2.1), the differential cross section is given by,

$$
\begin{align*}
k_{0}^{\prime} \frac{d \sigma}{d^{3} k^{\prime}} & =\frac{\pi}{4 k \cdot p} e^{4} \sum_{X}\left|T_{f i}\right|^{2} \delta^{4}\left(p_{X}-p-q\right) \\
& =\frac{1}{k \cdot p}\left(\frac{e^{2}}{4 \pi Q^{2}}\right)^{2} L^{\mu \nu} W_{\mu \nu} \tag{2.3}
\end{align*}
$$

where $e$ is the charge of the electron. In Eq.(2.3), the leptonic tensor $L^{\mu \nu}$ is defined by

$$
\begin{align*}
L^{\mu \nu} & =\frac{1}{2} \sum_{s^{\prime}} \bar{u}(k, s) \gamma^{\mu} u\left(k^{\prime}, s^{\prime}\right) \bar{u}\left(k^{\prime}, s^{\prime}\right) \gamma^{\nu} u(k, s) \\
& =k^{\mu} k^{\prime \nu}+k^{\nu} k^{\prime \mu}+\frac{q^{2}}{2} g^{\mu \nu}+i m \varepsilon^{\mu \nu \lambda \sigma} q^{\lambda} s^{\sigma} \tag{2.4}
\end{align*}
$$

where we used the standard spin projection operator,

$$
u(k, s) \bar{u}(k, s)=(\not k+m) \frac{1+\gamma_{5} s}{2}
$$

Using the Lorentz covariance, current conservation of the QED current, and time reversal and parity invariance, the hadronic tensor $W^{\mu \nu}$ can be parameterized in terms of four structure functions .

$$
W_{\mu \nu} \equiv W_{\mu \nu}^{S}+i W_{\mu \nu}^{A},
$$

with

$$
\begin{aligned}
W_{\mu \nu}^{S} & =-\left(g_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{q^{2}}\right) W_{1}+\left(p_{\mu}-\frac{p \cdot q}{q^{2}} q_{\mu}\right)\left(p_{\nu}-\frac{p \cdot q}{q^{2}} q_{\nu}\right) \frac{W_{2}}{M^{2}}, \\
W_{\mu \nu}^{A} & =\varepsilon_{\mu \nu \lambda \sigma} q^{\lambda}\left\{S^{\sigma} M G_{1}+\left(p \cdot q S^{\sigma}-q \cdot S p^{\sigma}\right) \frac{G_{2}}{M}\right\} .
\end{aligned}
$$

where $M$ is the mass of the nucleon. These structure functions are related to the dimensionless scaling structure functions as follows,

$$
F_{1} \equiv W_{1}, F_{2} \equiv \frac{\nu}{2 M} W_{2}, g_{1} \equiv \frac{M \nu}{2} G_{1}, g_{2} \equiv \frac{\nu^{2}}{2} G_{2}
$$

These are the functions of $x$ and $Q^{2}$.
In the target rest frame, the scattering process is conveniently visualized in Fig.(2.2). The kinematical variables in Fig.(2.2) are defined as follows; $\alpha$ is the angle between the spin vector of the target $(\boldsymbol{S})$ and incident electron beam $(\boldsymbol{k}), \phi$ is the azimuthal angle between the plane defined by $\boldsymbol{k}$ and $\boldsymbol{k}^{\prime}$ and $\theta$ is the scattering angle. The cross section is calculated from Eq.(2.3) by contracting $L^{\mu \nu}$ with $W^{\mu \nu}$. For the leptonic
tensor $L^{\mu \nu}$, we can use the following approximation, $m s^{\mu} \simeq h_{l} k^{\mu}$ ( helicity $h_{l}= \pm$ ) because Eq.(2.2) reduces to

$$
s^{\mu}= \pm \frac{1}{m}\left(k, 0,0, k^{0}\right), \quad k=|\vec{k}|^{2}
$$

for the longitudinally polarized state, and the lepton mass is negligible, $m_{\text {lepton }} \simeq 0$.
The cross sections can be written as $\sigma^{h_{l} S}=\bar{\sigma}+h_{l} \Delta \sigma$ where $\bar{\sigma}$ is the spin independent cross section and $\Delta \sigma$ is the spin dependent cross section.


Figure 2.2:

The differential cross section reads

$$
\begin{align*}
& \frac{d \Delta \sigma}{d x d y d \phi} \\
& =\frac{e^{4}}{4 \pi^{2} Q^{2}}\left\{\cos \alpha\left\{\left[1-\frac{y}{2}-\frac{y^{2}}{4}(\kappa-1)\right] g_{1}\left(x, Q^{2}\right)-\frac{y}{2}(\kappa-1) g_{2}\left(x, Q^{2}\right)\right\}\right. \\
& \left.-\sin \alpha \cos \phi \sqrt{(\kappa-1)\left(1-y-\frac{y^{2}}{4}(\kappa-1)\right)}\left(\frac{y}{2} g_{1}\left(x, Q^{2}\right)+g_{2}\left(x, Q^{2}\right)\right)\right\} \tag{2.5}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d \bar{\sigma}}{d x d y d \phi}=\frac{e^{4}}{4 \pi^{2} Q^{2}}\left\{\frac{y}{2} F_{1}\left(x, Q^{2}\right)+\frac{1}{2 x y}\left(1-y-\frac{y^{2}}{4}(\kappa-1)\right) F_{2}\left(x, Q^{2}\right)\right\} \tag{2.6}
\end{equation*}
$$

where $y=Q^{2} / s x$ and $\kappa-1 \equiv M^{2} Q^{2} / \nu^{2}=4 M^{2} x^{2} / Q^{2}$. We obtain the longitudinal asymmetry which is the difference between the cross section for the nucleon's spin being
parallel to the lepton's $(\uparrow \uparrow)$ and the nucleon's spin being anti-parallel to the lepton's $(\uparrow \downarrow):$

$$
\frac{d \sigma^{\uparrow \uparrow}}{d x d y}-\frac{d \sigma^{\uparrow \downarrow}}{d x d y}=\frac{e^{4}}{\pi Q^{2}}\left\{\left[1-\frac{y}{2}-\frac{y^{2}}{4}(\kappa-1)\right] g_{1}\left(x, Q^{2}\right)-\frac{y}{2}(\kappa-1) g_{2}\left(x, Q^{2}\right)\right\}
$$

where the azimuthal angle $\phi$ has been integrated out, since the longitudinal asymmetry is independent of $\phi$. Notice that $g_{2}\left(x, Q^{2}\right)$ comes in with a factor $\kappa-1=\frac{(2 M x)^{2}}{Q^{2}}$. So when $Q^{2}$ is large, we can neglect $g_{2}\left(x, Q^{2}\right)$ in this expression. Thus, the longitudinal asymmetry can be used to measure the structure function $g_{1}\left(x, Q^{2}\right)$.

### 2.2 Sum rules

The first moment of $g_{1}$ structure function is related to interesting sum rules, the EllisJaffe sum rule [3], and the Bjorken sum rule [2]. In the naive parton model, $g_{1}$ structure function is written as,

$$
\begin{equation*}
g_{1}(x)=\sum_{i=1}^{n_{f}} \frac{e_{i}^{2}}{2}\left(\Delta q_{i}(x)+\Delta \bar{q}_{i}(x)\right) \tag{2.7}
\end{equation*}
$$

where $\Delta q_{i}=q_{i}^{+}-q_{i}^{-}\left(\Delta \bar{q}_{i}=\bar{q}_{i}^{+}-\bar{q}_{i}^{-}\right)$is the polarized parton (anti-parton) density, the difference of parton densities whose spins are parallel and anti-parallel to the nucleon's spin. $e_{i}$ is the electric charge of the quark (flavor $i$ ) and $n_{f}$ is the number of quark flavors involved. The first moment of $g_{1}$ becomes for three flavors from Eq.(2.7),

$$
\begin{equation*}
\Gamma_{1}^{p}=\int_{0}^{1} d x g_{1}^{p}=\frac{1}{2}\left(\frac{4}{9}(\Delta u+\Delta \bar{u})+\frac{1}{9}(\Delta d+\Delta \bar{d})+\frac{1}{9}(\Delta s+\Delta \bar{s})\right) \tag{2.8}
\end{equation*}
$$

and, from isospin invariance,

$$
\begin{equation*}
\Gamma_{1}^{n} \equiv \int_{0}^{1} g_{1}^{n}(x)=\frac{1}{2}\left(\frac{4}{9}(\Delta d+\Delta \bar{d})+\frac{1}{9}(\Delta u+\Delta \bar{u})+\frac{1}{9}(\Delta s+\Delta \bar{s})\right) \tag{2.9}
\end{equation*}
$$

where $\Delta q \equiv \int_{0}^{1} d x \Delta q(x), \Delta \bar{q} \equiv \int_{0}^{1} d x \Delta \bar{q}(x)$ are the first moment of the polarized parton densities in the proton. By taking the appropriate combinations of the first moment $\Delta q_{i}$, we can rewrite Eqs. $(2.8,2.9)$ as

$$
\begin{equation*}
\Gamma_{1}^{p(n)}=\frac{1}{12}\left[+(-) a_{3}+\frac{1}{3} a_{8}\right]+\frac{1}{9} \Delta \Sigma \tag{2.10}
\end{equation*}
$$

where

$$
\begin{aligned}
\Delta \Sigma & =\Delta u+\Delta \bar{u}+\Delta d+\Delta \bar{d}+\Delta s+\Delta \bar{s} \\
a_{3} & =\Delta u+\Delta \bar{u}-(\Delta d+\Delta \bar{d}) \\
a_{8} & =\Delta u+\Delta \bar{u}+\Delta d+\Delta \bar{d}-2(\Delta s+\Delta \bar{s})
\end{aligned}
$$

The combination $a_{3}$ is related to the neutron $\beta$-decay constant $\left|g_{A} / g_{V}\right|$. Under the $S U(3)$ flavor symmetry, $a_{3}$ and $a_{8}$ are related to the symmetric and anti-symmetric weak $\operatorname{SU}(3)_{f}$ couplings $F$ and $D$,

$$
\begin{aligned}
& a_{3}=\left|\frac{g_{A}}{g_{V}}\right|=F+D \\
& a_{8}=3 F-D
\end{aligned}
$$

There is no theoretical prediction for $\Delta \Sigma$. However, if we assume that the strange sea in the nucleon is unpolarized $\Delta s=0, a_{8}=\Delta \Sigma$ and Eq.(2.10) leads to the Ellis-Jaffe sum rule,

$$
\begin{equation*}
\Gamma_{1}^{p(n)}=+(-) \frac{1}{12}(F+D)+\frac{5}{36}(3 F-D) . \tag{2.11}
\end{equation*}
$$

The violation of this prediction for the proton found by the EMC [16] is one reason of the revived interests in the polarized deep inelastic scattering.

The Bjorken sum rule is obtained from Eq.(2.10) as,

$$
\begin{equation*}
\Gamma_{1}^{p}-\Gamma_{1}^{n}=\frac{1}{6}\left|\frac{g_{A}}{g_{V}}\right| \tag{2.12}
\end{equation*}
$$

This sum rule was derived by Bjorken from the light cone current algebra and isospin invariance.

Now the above sum rules should be receive QCD corrections. Therefore it is interesting and important to see how the QCD corrections modify the above sum rules. There are two issues when one tackles this problem. The first is the QCD corrections to the right-hand side of Eq.(2.10). For example, this corrections to the Bjorken sum
rule, now is calculated up to $o\left(\alpha_{s}^{3}\right)$ [17] [18].

$$
\begin{equation*}
\Gamma_{1}^{p}-\Gamma_{1}^{n}=\frac{1}{6}\left|\frac{g_{A}}{g_{V}}\right|\left[1-\frac{\alpha_{s}}{\pi}-3.58\left(\frac{\alpha_{s}}{\pi}\right)^{2}-20.2\left(\frac{\alpha_{s}}{\pi}\right)^{3}+\cdots\right] \tag{2.13}
\end{equation*}
$$

The second issue is how to obtain the moment from the experimental data which have information on only restricted values of $x$. In order to settle these problems, it is inevitable to study the QCD effects on $g_{1}$ structure function itself. In the next chapter, we consider the QCD effects on the $g_{1}$ structure function.

## Chapter 3

## The resummation of logarithmic terms

### 3.1 The necessity of the resummation

The flavor non-singlet part of the polarized structure function $g_{1}^{N S}$ is given by the formula,

$$
\begin{equation*}
g_{1}^{N S}\left(Q^{2}, x\right)=\frac{\left\langle e^{2}\right\rangle}{2} \int_{x}^{1} \frac{d y}{y} C^{N S}\left(\alpha_{s}\left(Q^{2}\right), x / y\right) \Delta q^{N S}\left(Q^{2}, y\right) \tag{3.1}
\end{equation*}
$$

where $\Delta q^{N S}$ is the flavor non-singlet combination of the polarized parton densities,

$$
\Delta q^{N S}\left(Q^{2}, x\right)=\sum_{i=1}^{n_{f}} \frac{e_{i}^{2}-\left\langle e^{2}\right\rangle}{\left\langle e^{2}\right\rangle}\left(\Delta q_{i}\left(Q^{2}, x\right)+\Delta \bar{q}_{i}\left(Q^{2}, x\right)\right),
$$

and $C^{N S}$ is the coefficient function. $n_{f}$ is the number of active flavors with electric charge $e_{i},\left\langle e^{2}\right\rangle=\sum e_{i}^{2} / n_{f}$. The perturbative evolution of the parton density is controlled by the DGLAP equation,

$$
\begin{equation*}
Q^{2} \frac{\partial}{\partial Q^{2}} \Delta q\left(Q^{2}, x\right)=\int_{x}^{1} \frac{d y}{y} P\left(\alpha_{s}\left(Q^{2}\right), x / y\right) \Delta q\left(Q^{2}, y\right) \tag{3.2}
\end{equation*}
$$

In the above equation and in the following, we suppress the superscript $N S$ which means the flavor non-singlet part. The coefficient function $C\left(\alpha_{s}, y\right)$ and the splitting function $P\left(\alpha_{s}, y\right)$ are both calculable in the QCD perturbation theory. When $x$ is finite, it may be enough to compute them to the fixed-order of perturbation. In the small $x$ region, however, the fixed-order calculation becomes questionable since there appear
$\ln ^{n} x$ corrections in the higher orders of the strong coupling constant $\alpha_{s}$. If these $\ln ^{n} x$ terms compensate the smallness of $\alpha_{s}$, we must resum the perturbative series to the all orders to get a reliable prediction.

To see what terms show up at small $x$, it will be convenient to take the Mellin transform of Eq.(3.1).

$$
\begin{align*}
g_{1}\left(Q^{2}, N\right) & \equiv \int_{0}^{1} d x x^{N-1} g_{1}\left(Q^{2}, x\right) \\
& =\frac{\left\langle e^{2}\right\rangle}{2} C\left(\alpha_{s}\left(Q^{2}\right), N\right) \Delta q\left(Q^{2}, N\right), \tag{3.3}
\end{align*}
$$

where

$$
\begin{aligned}
C\left(\alpha_{s}\left(Q^{2}\right), N\right) & \equiv \int_{0}^{1} x^{N-1} C\left(\alpha_{s}\left(Q^{2}\right), x\right) \\
\Delta q\left(Q^{2}, N\right) & \equiv \int_{0}^{1} x^{N-1} \Delta q\left(Q^{2}, x\right)
\end{aligned}
$$

The DGLAP evolution equation Eq.(3.2) becomes,

$$
\begin{equation*}
Q^{2} \frac{\partial}{\partial Q^{2}} \Delta q\left(Q^{2}, N\right)=-\gamma\left(\alpha_{s}\left(Q^{2}\right), N\right) \Delta q\left(Q^{2}, N\right) \tag{3.4}
\end{equation*}
$$

Here the anomalous dimension $\gamma$ is the moment of the splitting function,

$$
\gamma\left(N, \alpha_{s}\left(Q^{2}\right)\right) \equiv-\int_{0}^{1} d x x^{N-1} P\left(\alpha_{s}\left(Q^{2}\right), x\right)
$$

Eq.(3.4) is easily solved to give,

$$
\Delta q\left(Q^{2}, N\right)=\Delta q\left(Q_{0}^{2}, N\right) \exp \left(-\int_{\alpha_{s}\left(Q_{0}^{2}\right)}^{\alpha_{s}\left(Q^{2}\right)} \frac{d \alpha}{\beta(\alpha)} \gamma(\alpha, N)\right)
$$

where $\beta$ is the beta function,

$$
\beta\left(\alpha_{s}\right)=\frac{\partial \alpha_{s}}{\partial \ln Q^{2}}=\alpha_{s}\left[-\beta_{0} \frac{\alpha_{s}}{4 \pi}-\beta_{1}\left(\frac{\alpha_{s}}{4 \pi}\right)^{2}-\cdots\right] .
$$

The first two coefficients of the $\beta$ function are,

$$
\beta_{0}=\frac{11}{3} C_{A}-\frac{4}{3} T_{R} n_{f} \quad, \quad \beta_{1}=\frac{34}{3} C_{A}^{2}-\frac{20}{3} C_{A} T_{R} n_{f}-4 C_{F} T_{R} n_{f},
$$

with $C_{F}=\left(N_{c}^{2}-1\right) / 2 N_{c}$ and $C_{A}=N_{c}$ for the $\operatorname{SU}\left(N_{c}\right)$ color group and $T_{R}=1 / 2$.
The coefficient function $C\left(\alpha_{s}, N\right)$ and the anomalous dimension $\gamma\left(\alpha_{s}, N\right)$ may be expanded in the powers of $\alpha_{s}$,

$$
\begin{aligned}
& C\left(\alpha_{s}, N\right)=1+\sum_{k=1}^{\infty} c^{k}(N) \bar{\alpha}_{s}^{k}, \\
& \gamma\left(\alpha_{s}, N\right)=\sum_{k=1}^{\infty} \gamma^{k}(N) \bar{\alpha}_{s}^{k} .
\end{aligned}
$$

where (and in the following) we use the abbreviation,

$$
\bar{\alpha}_{s} \equiv \frac{\alpha_{s}}{4 \pi} .
$$

The singular behaviors of the coefficient and splitting functions as $x \rightarrow 0$ appear as the pole singularities at $N=0$ in the moment space since the singularities in $N^{-m}$ correspond to the $\ln ^{m-1}\left(\frac{1}{x}\right)$ singularities. The explicit next-to-leading order (NLO) calculations of the coefficient function [18] and the anomalous dimension [19] in the $\overline{\mathrm{MS}}$ scheme show a strong singularity at $N=0$,

$$
\begin{align*}
c^{1}(N) & =2 C_{F} \frac{1}{N^{2}}+\mathcal{O}\left(\frac{1}{N}\right) \\
\gamma^{2}(N) & =4\left(3 C_{F}^{2}-2 C_{A} C_{F}\right) \frac{1}{N^{3}}+\mathcal{O}\left(\frac{1}{N^{2}}\right) \tag{3.5}
\end{align*}
$$

whereas the leading order anomalous dimension looks like,

$$
\gamma^{1}(N)=-2 C_{F} \frac{1}{N}-C_{F}+\mathcal{O}(N)
$$

at small $N$. These strong singularities (double logarithmic corrections) will persist to all orders of perturbative series. Indeed, at the $k$-th loop, the anomalous dimension and the coefficient function are expected to behave as,

$$
\begin{equation*}
\gamma^{k}(N) \sim N\left(\frac{1}{N^{2}}\right)^{k} \quad, \quad c^{k}(N) \sim\left(\frac{1}{N^{2}}\right)^{k} \tag{3.6}
\end{equation*}
$$

Our task is to resum these terms to all-orders in the perturbative expansion. In the next section, we will explain how to resum these leading singular terms to all-orders
of the perturbative expansion. Before discussing the details of the resummation procedure, it may be worth mentioning the difference between the polarized (unpolarized flavor non-singlet) and the unpolarized flavor singlet structure functions [20]. Naively one expects for the unpolarized structure function that the anomalous dimension behaves like $\gamma \sim \alpha_{s}^{k} / N^{2 k-1}$ at the $k$-th loop* because there exist extra infra-red and collinear singularities. In the case of the unpolarized flavor singlet structure functions, however, many of them are canceled and the true behavior at the $k$-th loop is $\gamma \sim\left(\alpha_{s} / N\right)^{k}$. These terms can be resummed by the Balitskii-Fadin-Kuraev-Lipatov (BFKL) [21] equation. On the other hand, above strong singularities survive in the polarized structure function. This fact suggests that the polarized structure function will receive large perturbative corrections at small $x$.

### 3.2 The double logarithmic approximation (DLA) for flavor non-singlet $g_{1}$ structure function

Consider the virtual photon (mass $Q^{2}$ ) quark forward scattering process whose imaginary part corresponds to the structure function of parton. Let us explain which term is important in various kinematical region in perturbation theory. For this purpose, it is important to note that, in the perturbative calculation, we obtain, in general, the following types of logarithms order by order in $\alpha_{s}$ expansion

$$
\begin{equation*}
\left(\alpha_{s} \ln Q^{2} / \mu^{2}\right)^{n}, \quad\left(\alpha_{s} \ln 2 x\right)^{n}, \quad\left(\alpha_{s} \ln x \ln Q^{2} / \mu^{2}\right)^{n} \tag{3.7}
\end{equation*}
$$

$\mu^{2}$ is the virtuality of the initial parton. Firstly consider the kinematical region, $x \sim$ $\mathcal{O}(1)$ and large $Q^{2}$. In this case, the only large logarithm is $\ln Q^{2} / \mu^{2}$, since $\ln x \simeq$ $\mathcal{O}(1)$. Therefore to get a reliable prediction, we must sum up these large logarithms $\left(\ln Q^{2} / \mu^{2}\right)^{n}$ to all orders. And the result of this summation coincide with the results of DGLAP evolution equation. The Feynman diagram of the ladder type (Fig.3.1)

[^0]corresponds to this summation. These terms come from the kinematical region where the transverse momenta $k_{j T}$ of virtual partons (quarks and gluons) are strongly ordered,
\[

$$
\begin{equation*}
\mu^{2} \ll \cdots \ll k_{2 T}^{2} \ll k_{1 T}^{2} \ll Q^{2} . \tag{3.8}
\end{equation*}
$$

\]

Indeed, the Leading Order (LO) DGLAP result has been reproduced by calculating this ladder diagram under the strong ordering Eq.(3.8) [22] [23].


Figure 3.1:

On the other hand, in the small $x$ region, the most important terms are double logarithmic (DL) terms, $\left(\alpha_{s} \ln ^{2} x\right)^{n}$ and $\left(\alpha_{s} \ln x \ln Q^{2} / \mu^{2}\right)^{n}$. Then, in this kinematical region we must sum these terms to all-orders as already explained in the previous section, and this will give a reliable approximation. We call this approximation the double logarithmic approximation (DLA ). As well known([12], we will see later), the ordering Eq.(3.8) is not valid for evaluating the leading double logarithmic terms in this kinematical region. Furthermore, one must consider not only the ladder type Feynman diagrams but also non-ladder type Feynman diagrams. Before going to the
somewhat complicated QCD case, let us go back to the QED process which gives the same logarithmic terms [24].

Consider the one-loop diagram for the QED vertex Fig.3.2. The analytical form is

$$
\begin{equation*}
\Gamma_{\mu}^{1}\left(p, l, q^{2}\right)=-i e^{2} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{\gamma_{\nu}(y-\nmid+m) \gamma_{\mu}(p \not-\nmid+m) \gamma^{\nu}}{\left[(l-k)^{2}-m^{2}+i \varepsilon\right]\left[(p-k)^{2}-m^{2}+i \varepsilon\right]\left[k^{2}+i \varepsilon\right]} . \tag{3.9}
\end{equation*}
$$



Figure 3.2:

Now, we assume the following condition,

$$
\begin{equation*}
q^{2} \gg l^{2}, p^{2}, m^{2} \tag{3.10}
\end{equation*}
$$

This condition means,

$$
\begin{equation*}
|p \cdot l| \sim \frac{1}{2}\left|q^{2}\right| \gg l^{2}, p^{2}, m^{2} \tag{3.11}
\end{equation*}
$$

In the following calculation, we will use the Sudakov decomposition [11] for the loop momenta $k$,

$$
\begin{equation*}
k=\alpha l+\beta p+k_{T} \tag{3.12}
\end{equation*}
$$

where $k_{T}$ is the transverse component of the vector $k$ orthogonal to the vectors $p$ and $l, k_{T} \cdot p=k_{T} \cdot l=0$. The DL term comes from the region in which the internal photon momentum becomes soft, namely,

$$
k=\alpha l+\beta p+k_{T} \sim 0 .
$$

This means that

$$
\begin{equation*}
|\alpha|,|\beta| \ll 1, \quad k_{T} \sim 0 . \tag{3.13}
\end{equation*}
$$

Then, we can neglect $k$ in the numerator of the integrand. $\Gamma_{\mu}^{1}$ becomes,

$$
\begin{equation*}
\Gamma_{\mu}^{1}\left(p, l, q^{2}\right)=-i \frac{e^{2}}{(2 \pi)^{4}} \gamma_{\nu}(\eta+m) \gamma_{\mu}\left(p^{\prime}+m\right) \gamma^{\nu} I_{1} \tag{3.14}
\end{equation*}
$$

where,

$$
\begin{equation*}
I_{1}=\int \frac{d^{4} k}{\left[(l-k)^{2}-m^{2}+i \varepsilon\right]\left[(p-k)^{2}-m^{2}+i \varepsilon\right]\left[k^{2}+i \varepsilon\right]} \tag{3.15}
\end{equation*}
$$

Eq.(3.14) can be simplified, if we note that when $\Gamma_{\mu}^{1}$ appears in diagrams it is always multiplied by the matrices $(V+m)$ and $(p \not+m)$ :

$$
\begin{equation*}
(Y+m) \Gamma_{\mu}^{1}\left(y^{\prime}+m\right) \tag{3.16}
\end{equation*}
$$

By using the condition Eq.(3.11), we obtain,

$$
\begin{equation*}
(Y+m) \Gamma_{\mu}^{1}\left(y^{\prime}+m\right) \sim-i \frac{e^{2}}{(2 \pi)^{4}} 4 p \cdot l(y+m) \gamma_{\mu}\left(\not{ }^{\prime}+m\right) I_{1} \tag{3.17}
\end{equation*}
$$

thus,

$$
\begin{equation*}
\Gamma_{\mu}^{1}=i \frac{e^{2}}{(2 \pi)^{4}} 2 t \gamma_{\mu} I_{1} \tag{3.18}
\end{equation*}
$$

where

$$
\begin{equation*}
t=q^{2} \sim-2(p \cdot l) \tag{3.19}
\end{equation*}
$$

Next, we consider the calculation of $I_{1}$. From the conditions Eq.(3.13), we can approximate the denominator,

$$
\begin{gather*}
k^{2}=(\alpha p+\beta l)^{2}+k_{T}^{2} \sim-t \alpha \beta-\rho  \tag{3.20}\\
|\alpha t|,|\beta t| \gg \rho \gg \mu^{2} \tag{3.21}
\end{gather*}
$$

( $\rho \equiv-k_{T}^{2}>0$ since $k_{T}$ is space-like 4 -vector)

$$
\begin{equation*}
(l-k)^{2}=\left((1-\alpha) l-\beta p-k_{T}\right)^{2} \sim-\beta t \tag{3.22}
\end{equation*}
$$

$$
\begin{equation*}
(p-k)^{2}=\left(-\alpha l+(1-\beta) p-k_{T}\right) \sim-\alpha t \tag{3.23}
\end{equation*}
$$

Then,

$$
\begin{equation*}
I_{1}=-\frac{\pi}{2|t|} \int \frac{d \rho}{\rho+t \alpha \beta-i \varepsilon} \frac{d \alpha}{\alpha} \frac{d \beta}{\beta} \tag{3.24}
\end{equation*}
$$

where we used the relation, $d^{4} k \sim \frac{1}{2} \pi|t| d \alpha d \beta$. In accordance with the condition Eq.(3.21), we carry out the integration with respect to $\rho$,

$$
\begin{equation*}
\int_{0}^{\min [|t \alpha|,|t \beta|]} \frac{d \rho}{\rho+\operatorname{t\alpha } \beta-i \varepsilon}=\operatorname{logmin}\left\{\frac{1}{|\alpha|}, \frac{1}{|\beta|}\right\}+\frac{i \pi}{2}[1-\operatorname{sign}(\operatorname{ta} \beta)] \tag{3.25}
\end{equation*}
$$

Since the first term vanishes after integration with respect to $\alpha$ or $\beta$, only the second term survives. The integral regions for the $\alpha$ and $\beta$ are given by the conditions of Eqs. $(3.22,3.23)\left(\alpha \beta t<0 \quad p^{2} / q^{2}<|\alpha|<1, \quad l^{2} / q^{2}<|\beta|<1\right)$ Finally, we obtain the double logarithmic term,

$$
\Gamma_{\mu}^{1}=-\frac{\alpha_{Q E D}}{8 \pi^{2}} \gamma_{\mu} \ln \frac{q^{2}}{l^{2}} \ln \frac{q^{2}}{p^{2}}
$$

In the kinematical region when $q^{2} \rightarrow \infty$, this logarithmic term gives large contribution and the fixed order perturbation is not applicable. In order to get a correct asymptotic behavior, we must consider the sum of these DL terms over the entire perturbation series. Sudakov considered the summation of the DL terms for the QED vertex and obtained the so-called Sudakov form factor;

$$
\begin{equation*}
\Gamma_{\mu}^{\text {Sudakov }}=\gamma_{\mu} \exp \left\{-\frac{\alpha_{Q E D}}{8 \pi^{2}} \ln \frac{q^{2}}{l^{2}} \ln \frac{q^{2}}{p^{2}}\right\} \tag{3.26}
\end{equation*}
$$

Next example is the $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$forward scattering process. The DL terms come from the region in which the internal fermions and photons become soft. This fact may be understood easily from the explicit calculation of a lower order diagram. Within the one-loop corrections for this process, Figs.3.3 and Fig.3.4 give the DL contribution.
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Figure 3.4:

Firstly, consider Figs.3.3. It is easily understood that the DL term comes from the region in which the virtual photon momentum becomes soft. (The dashed line in Figs.3.3 represents the soft photon.) Indeed, Fig.3.3a gives the DL term $e^{2} l n^{2} s / \mu^{2}$ since this diagram includes $\Gamma_{\mu}^{1}$ we have calculated already. Calculating the diagram taking into account the virtual photon being soft, we obtain the DL term

$$
\begin{equation*}
e^{2} \ln |u| / \mu^{2} \sim e^{2} \ln s / \mu^{2} \tag{3.27}
\end{equation*}
$$

( $\mu^{2}$ is the arbitrary mass scale) for Fig.3.3c and

$$
\begin{equation*}
e^{2} \ln t / \mu^{2} \tag{3.28}
\end{equation*}
$$

for Fig.3.3b. Now, since $t \sim \mu^{2}$, Fig.3.3b does not contribute. Figs.3.3a,c contribute when $s \rightarrow \infty$. The amplitude $M_{s f}^{1}$ for Fig.3.4 is given by,

$$
\begin{equation*}
M_{s f}^{1}=e^{4} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{\bar{u}\left(p_{1}\right) \gamma^{\mu} \not k \gamma^{\nu} v\left(p_{2}\right) \bar{v}\left(p_{2}\right) \gamma_{\nu} \not k \gamma_{\mu} u\left(p_{1}\right)}{\left(k^{2}+i \varepsilon\right)^{2}\left[\left(p_{1}-k\right)^{2}+i \varepsilon\right]\left[\left(p_{2}+k\right)^{2}+i \varepsilon\right]} \tag{3.29}
\end{equation*}
$$

The DL contribution from $M_{s f}^{1}$ comes from the region in which the fermion momenta becomes soft, namely,

$$
k=\alpha p_{2}+\beta p_{1}+k_{T} \sim 0,
$$

This means that

$$
\begin{equation*}
|\alpha|,|\beta| \ll 1, \quad k_{T} \sim 0 . \tag{3.30}
\end{equation*}
$$

Therefore, we can use the following approximation for the denominator of Eq.(3.29),

$$
\begin{gather*}
k^{2}=\alpha \beta s-\left|k_{T}^{2}\right|  \tag{3.31}\\
\left(p_{1}-k\right)^{2} \simeq-\alpha s, \quad\left(k+p_{2}\right)^{2} \simeq \beta s  \tag{3.32}\\
|\alpha s|,|\beta s| \gg\left|k_{T}^{2}\right| \gg \mu^{2} \tag{3.33}
\end{gather*}
$$

These approximations lead to ,

$$
\begin{equation*}
M_{s f}^{1}=-e^{4} \int \frac{d^{4} k}{(2 \pi)^{4}} \frac{\bar{u}\left(p_{1}\right) \gamma^{\mu} \not k \gamma^{\nu} v\left(p_{2}\right) \bar{v}\left(p_{2}\right) \gamma_{\nu} \not k \gamma_{\mu} u\left(p_{1}\right)}{\left(\alpha \beta s-\left|k_{T}^{2}\right|+i \varepsilon\right)^{2} \alpha \beta} . \tag{3.34}
\end{equation*}
$$

Taking into account the fermion being soft $k \sim 0$, the numerator is simplified as [12],

$$
\begin{align*}
\bar{u}\left(p_{1}\right) \gamma^{\mu} \not k \gamma^{\nu} v\left(p_{2}\right) \bar{v}\left(p_{2}\right) \gamma_{\nu} \not k \gamma_{\mu} u\left(p_{1}\right) & \sim-1 / 2 k_{T}^{2} \bar{u}\left(p_{1}\right) \gamma^{\mu} \gamma_{\sigma} \gamma^{\nu} v\left(p_{2}\right) \bar{v}\left(p_{2}\right) \gamma_{\nu} \gamma_{\sigma} \gamma_{\mu} u\left(p_{1}\right) \\
& =-2 k_{T}^{2} \bar{u}\left(p_{1}\right) \gamma^{\mu} v\left(p_{2}\right) \bar{v}\left(p_{2}\right) \gamma_{\mu} u\left(p_{1}\right) . \tag{3.35}
\end{align*}
$$

Therefore, we can extract the Born spin structure from the 1 loop box amplitude,

$$
M_{s f}^{1}=M_{s f}^{0} J^{1} .
$$

where,

$$
\begin{equation*}
M_{s f}^{0}=i e^{2} \frac{\bar{u}\left(p_{1}\right) \gamma_{\mu} v\left(p_{2}\right) \bar{v}\left(p_{2}\right) \gamma^{\mu} u\left(p_{1}\right)}{s} . \tag{3.36}
\end{equation*}
$$

The amplitude $J^{1}$ becomes,

$$
J^{1} \sim-\frac{i e^{2}}{16 \pi^{3}} \int \frac{d \alpha d \beta d\left|k_{T}^{2}\right|\left|k_{T}^{2}\right|}{\left(\alpha \beta s-\left|k_{T}^{2}\right|+i \varepsilon\right)^{2} \alpha \beta}
$$

where we change the measure, $d^{4} k=\pi \frac{s}{2} d \alpha d \beta d\left|k_{T}^{2}\right|$. We use the relation for the numerator,

$$
\left|k_{T}^{2}\right|=-\left(\alpha \beta s-\left|k_{T}^{2}\right|\right)+\alpha \beta s
$$

and neglect the second term because this part cancels simple poles $\alpha$ and $\beta$ which lead to the logarithmic contribution.

Then, we get

$$
J^{1} \sim-\frac{i e^{2}}{16 \pi^{3}} \int \frac{d \alpha d \beta d\left|k_{T}^{2}\right|}{\alpha \beta\left(\left|k_{T}^{2}\right|-\alpha \beta s-i \varepsilon\right)}
$$

In accordance with the condition Eq.(3.33), the integration over $d\left|k_{T}^{2}\right|$ is taken from 0 to the smaller one among $|\alpha s|$ and $|\beta s|$; the result is

$$
\int_{0}^{\min (|\alpha s|,|\beta s|)} \frac{d\left|k_{T}^{2}\right|}{\left(\left|k_{T}^{2}\right|-\alpha \beta s+i \varepsilon\right)}=\ln \min \left[\frac{1}{|\alpha|}, \frac{1}{|\beta|}\right]+\frac{i \pi}{2}[1+\operatorname{sign}(s \alpha \beta)]
$$

Since the first term vanishes after integration with respect to $\alpha$ or $\beta$, only the second term survives. The integral regions for $\alpha$ and $\beta$ are given by the conditions of Eqs.(3.32) $\left(\alpha \beta s>0 \quad \frac{\mu^{2}}{s}<|\alpha|<1, \quad \frac{\mu^{2}}{s}<|\beta|<1\right)$

Finally we obtain the double logarithmic result,

$$
\begin{aligned}
J^{1} & =\frac{e^{2}}{16 \pi^{2}} \int \frac{d \alpha d \beta}{\alpha \beta} \\
& =\frac{e^{2}}{16 \pi^{2}}\left(\int_{\mu^{2} / s}^{1} \frac{d \alpha}{\alpha} \int_{\mu^{2} / s}^{1} \frac{d \beta}{\beta}+\int_{-1}^{-\mu^{2} / s} \frac{d \alpha}{\alpha} \int_{-1}^{-\mu^{2} / s} \frac{d \beta}{\beta}\right) \\
& =\frac{e^{2}}{8 \pi^{2}} \ln ^{2} \frac{s}{\mu^{2}} .
\end{aligned}
$$

The summation of these double logarithmic terms has been performed firstly in Ref.[12] for the $e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}$forward scattering process utilizing the Bethe-Salpeter equations.

Now, we proceed to the summation of the DL terms for the photon-quark scattering process[13], Firstly, consider the DL approximation (DLA) of the quark-antiquark forward scattering amplitude $A(s, t)$, because this amplitude is a part of the photon-quark
scattering. Using the fact that the spin structure of the Born amplitude is maintained in the higher orders in the DLA (see the previous box diagram calculation and Ref.[12]), we factor out the Born amplitude,

$$
A(s, t)=b_{0}(s, t) M(s, t)
$$

where $b_{0}$ is the Born amplitude and we include $g^{2}$ ( $g$ is the QCD coupling constant) into the definition $M(s, t)$. Before going to calculations of the amplitude, let us decompose the amplitude into parts with definite quantum numbers of the gauge group $\operatorname{SU}\left(N_{c}\right)$ in the exchange channel. Generally, in $\operatorname{SU}\left(N_{c}\right)$, the amplitude can be decomposed into a singlet(0)state and a vector state(V)

$$
\begin{equation*}
M_{a b}^{a^{\prime} b^{\prime}}=P_{0 a b}^{a^{\prime} b^{\prime}} M_{0}+P_{V a b}^{a^{\prime} b^{\prime}} M_{V} \tag{3.37}
\end{equation*}
$$

$a, b$ and $a^{\prime}, b^{\prime}$ label the color states of the initial and final quarks. The projectors $P_{0 a b}^{a^{\prime} b^{\prime}}$ and $P_{V a b}^{a^{\prime} b^{\prime}}$ are given respectively as

$$
\begin{array}{r}
P_{0 a b}^{a^{\prime} b^{\prime}}=\frac{1}{N_{c}} \delta_{a a^{\prime}} \delta_{b b^{\prime}}, \\
P_{V a b}^{a^{\prime} b^{\prime}}=\delta_{a b} \delta_{a^{\prime} b^{\prime}}-\frac{1}{N_{c}} \delta_{a a^{\prime}} \delta_{b b^{\prime}} \tag{3.39}
\end{array}
$$

In Born level, $M_{0}$ and $M_{V}$ are,

$$
\begin{equation*}
M_{0}^{\text {Born }}=\frac{N_{c}^{2}-1}{2 N_{c}} g^{2}, \quad M_{V}^{\text {Born }}=-\frac{1}{2 N_{c}} g^{2} . \tag{3.40}
\end{equation*}
$$

For the later convenience, we consider color structure for the diagrams Figs.3.6. The color component of the blob can be written as vector,

$$
M=\left(M_{0}, M_{V}\right)
$$

Then, the change of the color structure due to the additional gluon is given by multiplying the amplitude by a certain matrix, $\hat{m} \cdot M$. The matrices have different element for
the graphs of Fig.3.6a (s-channel gluon), Fig.3.6b(t-channel gluon) Fig.3.6c(u-channel gluon)

$$
\begin{gathered}
\hat{m}_{s}=\left(\begin{array}{cc}
0 & \frac{N_{c}^{2}-1}{2 N_{c}} \\
\frac{1}{2 N_{c}} & \frac{N_{c}^{2}-2}{2 N_{c}}
\end{array}\right), \hat{m}_{u}=\left(\begin{array}{cc}
0 & \frac{N_{c}^{2}-1}{2 N_{c}} \\
\frac{1}{2 N_{c}} & -\frac{1}{N_{c}}
\end{array}\right) \\
\hat{m}_{s}-\hat{m}_{u}+\hat{m}_{t}=\frac{N_{c}^{2}-1}{2 N_{c}} I
\end{gathered}
$$

where $I$ is the $2 \times 2$ unit matrix.
Now, we proceed to the calculations of the amplitude. It is not difficult to apply the method developed in QED calculation [12] to QCD. Indeed, at one-loop level the calculation will be almost the same. However, we need to calculate more complicated higher order diagrams and it has been well-known that the application of this method to the negative signature amplitude (see,Eq.(3.43)) which is relevant to the polarized photon quark scattering is much more complicated [27]. Then, the more easier method has been developed in Ref.[13]. Generally, the infra-red singularities appear in the perturbative calculation if one consider the theory which include the mass-less particle. It is well-known that all infra-red singularities cancel by considering the inclusive process due to the Bloch-Nordsieck theorem and KLN (Kinoshita-Lee-Nauenberg) theorem. Thus, QED processes are free from infra-red singularities. However, in the process which include hadrons in the initial state e.g. deep inelastic scattering, one cannot get rid of the mass singularity arising from the initial state. This problem is avoided by the factorization theorem. According to this theorem, the mass singularity factors out and it is absorbed into the non-perturbative part. Namely, for the perturbative calculation of the forward virtual photon quark scattering, we obtain the cross section, schematically writing,

$$
\begin{equation*}
\sigma=1+a g^{2} \ln \left(Q^{2} / m^{2}\right)+\cdots \tag{3.41}
\end{equation*}
$$

where $m^{2}$ is a quark mass. The second term becomes singular when $m^{2} \rightarrow 0$. The
factorization theorem guarantees that the cross section becomes the following form in which the mass singularity is factorized,

$$
\begin{equation*}
\sigma=\left(1+a g^{2} \ln \left(Q^{2} / \mu^{2}\right)+\cdots\right)\left(1+a g^{2} \ln \left(\mu^{2} / m^{2}\right)+\cdots\right) . \tag{3.42}
\end{equation*}
$$

The part including $m^{2}$ is absorbed into the distribution function. Anyway, we need to regulate the infra-red singularities by introducing the infra-red cut off $\mu$ in the calculation of quark scattering process. Since the QCD coupling constant is written at the leading order as,

$$
g^{2}\left(\mu^{2}\right)=\frac{1}{\beta_{0} \ln Q^{2} / \Lambda_{Q C D}^{2}}
$$

we choose the value of $\mu$ as much greater than $\Lambda_{Q C D}$ so that perturbative calculations are still applicable,

$$
g^{2}\left(\mu^{2}\right) \ll 1
$$

We have shown by explicit calculation of the QED process that the DL term comes from the region in which the internal fermion and gauge particles become soft. This means that the momentum of this soft fermion can reach the infra-red cut off $\mu^{2}$. The idea of Ref.[13] is the generalization of this 1-loop discussion, namely, their procedure consists in isolating the softest virtual particle in the general diagrams. There are some good aspects in this procedure. It turns out that , after isolating the softest particle, the remaining particles can be put on the mass-shell. Therefore, it is not necessary to consider the off-mass-shell amplitudes and to analyze complicated higher order graphs. Moreover, we simply deal with gauge invariant set of graphs, because only the on-mass shell amplitudes appear in this approach. On the other hand, one shortcoming is the following. In this approach, all singularities are regularized by one scale $\mu^{2}$, so the factorization of mass singularities becomes implicit and ambiguous. We will come back to this point in the next section. We use the Feynman gauge in the following calculation. According to this method, we isolate the softest particle in
graphs. Firstly, let us consider the case that the softest particle is a quark. In this case, the diagram involving the two quark lines in the crossed channel Fig.3.5 gives the DL contribution. The double logarithmic contribution arise from the region in which the loop momenta of these two quark lines become smaller than the remaining loop momenta.


Figure 3.5:

This fact may be understood easily by returning to the QED process calculation, because Fig.3.5 just reduces to Fig.3.4 at one loop order. Notice that we can regard the blobs of Fig.3.5 as the on-mass shell amplitude with the cut-off $k_{T}^{2}$, since the internal quark lines are nearly on the mass shell in the DL approximation.
The amplitude of Fig.3.5 is given by

$$
\left.M_{i}^{p}\left(s, \mu^{2}\right)\right|_{q u a r k}=\frac{-i}{(2 \pi)^{4}} \int \frac{s^{2} d \alpha d \beta d^{2} k_{T}\left(-2 k_{T}^{2}\right)}{2\left(k_{T}^{2}+\alpha \beta s+i \varepsilon\right)^{2}} \frac{M_{i}^{p}\left(s \alpha,\left|k_{T}^{2}\right|\right)}{s \alpha+i \varepsilon} \frac{M_{i}^{p^{\prime}}\left(-s \beta,\left|k_{T}^{2}\right|\right)}{-s \beta+i \varepsilon}
$$

where the soft quark approximation Eqs.(3.32) was used and the suffix $i$ represent the color state. It is convenient to expand $M$ into the partial waves $f(N)$. The variable $N$ corresponds to the angular momentum in the complex plane. In order to express the amplitude in terms of partial waves and analytically continue to the complex $N$ plane, one must divide it into symmetric and antisymmetric parts with respect to the transformation $s \leftrightarrow u \simeq-s$,

$$
\begin{equation*}
M^{ \pm}=\frac{1}{2}[M(s) \pm M(-s)] \tag{3.43}
\end{equation*}
$$

The even (odd) part of the amplitude is related to the positive (negative) signature partial wave via the Sommerfeld-Watson transformation,

$$
\begin{equation*}
M^{p}\left(s, \mu^{2}\right)=\int_{\delta-i \infty}^{\delta+i \infty} \frac{d N}{2 \pi i} \xi^{p}(N) f^{p}(N)\left(\frac{s}{\mu^{2}}\right)^{N} \tag{3.44}
\end{equation*}
$$

where $\delta$ is chosen so that the integration contour in Eq.(3.44) is on the right of the singularities of $f^{p}(N)$. The signature factor $\xi^{p}$ is given by

$$
\xi^{p}(N)=\frac{1}{2}\left(e^{-i \pi N}+P\right) \approx \begin{cases}1 & P=+1 \\ -\frac{1}{2} i \pi N & P=-1\end{cases}
$$

Substituting the Sommerfeld integral expression(Eq.(3.44)) into the double logarithmic amplitudes $M$, and performing integration over $\alpha, \beta$ and $k_{T}$ [13], we obtain the following soft quark contribution to the partial wave $f(N)$

$$
\begin{equation*}
\left.f_{i}^{p}(N)\right|_{\text {quarks }}=\frac{1}{8 \pi^{2}} \frac{1}{N}\left(f_{i}^{p}(N)\right)^{2} . \tag{3.45}
\end{equation*}
$$

Until now, we have considered only the diagrams in which the softest particle is a quark. However, the DL contributions is not exhausted by soft-quarks. Next consider the case that the softest virtual particle is a gluon, Figs.3.6.


Figure 3.6:

It is not difficult to see that these diagrams contribute to the DLA based on the same argument for the soft quark case. In the forward scattering process, the s-channel and
$u$-channel gluon diagrams among Figs.3.6 contribute to the DLA and t-channel gluon diagram does not give the DL term. This fact will be understood from the previous calculation in the case of QED, since these diagrams are same as Fig.3.3. The amplitude including both Fig.3.6a and Fig.3.6c is written down as,

$$
\begin{aligned}
\left.M^{p}\left(s, \mu^{2}\right)\right|_{\text {gluon }} & =\frac{-i g^{2}}{(2 \pi)^{4}} 2 \int \frac{s^{2} d \alpha d \beta d^{2} k_{T}}{2\left(s \alpha \beta+k_{T}^{2}+i \varepsilon\right)\left(s \alpha(1+\beta)+k_{T}^{2}+i \varepsilon\right)} M^{p}\left(s,\left|k_{T}^{2}\right|\right) \\
& \times\left[\frac{\hat{m}_{s}}{-s(\alpha-1) \beta+k_{T}^{2}+i \varepsilon}+\frac{\hat{m}_{u}}{-s(\alpha+1) \beta+k_{T}^{2}+i \varepsilon}\right]
\end{aligned}
$$

Again, we obtain the soft gluon contributions by substituting the Sommerfeld-Watson expressions for $M$ and by performing the integrations. The answer depends on the signature of the partial wave. The soft gluon contribution to the positive signature partial wave is given by

$$
\begin{equation*}
\left.f^{+}(N)\right|_{g \text { luon }}=\frac{g^{2}}{8 \pi^{2}} \frac{1}{N} \frac{d}{d N}\left(\left(\hat{m}_{s}-\hat{m}_{u}\right) f^{+}(N)\right) . \tag{3.46}
\end{equation*}
$$

And we obtain for the negative signature partial wave:

$$
\begin{equation*}
\left.f^{-}(N)\right|_{\text {gluon }}=\frac{g^{2}}{8 \pi^{2}} \frac{1}{N^{2}} \frac{d}{d N}\left(N\left(\hat{m}_{s}-\hat{m}_{u}\right) f^{-}(N)\right)-\frac{g^{2}}{8 \pi^{2}} \frac{1}{N^{2}}\left(\hat{m}_{s}+\hat{m}_{u}\right) f^{+}(N) . \tag{3.47}
\end{equation*}
$$

Now, we can obtain the DLA expression for the quark-quark forward scattering amplitude. The equation for the DL amplitude is given by Fig.3.7.


Figure 3.7:

Using the results for the soft quark and gluon contribution Eqs. $(3.45,3.46,3.47)$, we are able to write down the equation giving DLA in terms of $f_{i}^{p}(N)$. The positive signature
amplitude leads to

$$
\begin{equation*}
f_{i}^{+}(N)=\frac{a_{i} g^{2}}{N}+\frac{b_{i} g^{2}}{8 \pi^{2}} \frac{1}{N} \frac{d}{d N} f_{i}^{+}(N)+\frac{1}{8 \pi^{2}} \frac{1}{N}\left(f_{i}^{+}(N)\right)^{2} \tag{3.48}
\end{equation*}
$$

The coefficients are given by

$$
a_{0}=\frac{N_{c}^{2}-1}{2 N_{c}}, \quad a_{V}=-\frac{1}{2 N_{c}}, \quad b_{0}=0, \quad b_{V}=N_{c}, \quad c_{0}=0, \quad c_{V}=1
$$

The equations for the color singlet negative signature amplitudes are,

$$
f_{0}^{-}(N)=\frac{a_{0} g^{2}}{N}-\frac{N_{c}^{2}-1}{N_{c}} \frac{g^{2}}{4 \pi^{2}} \frac{1}{N}\left(f_{0}^{-}(N)\right)^{2}+\frac{1}{8 \pi^{2}} \frac{1}{N}\left(f_{0}^{-}(N)\right)^{2}
$$

This equation is solved easily. We obtain the Mellin amplitude for the color singlet channel,

$$
f_{0}^{-}(N)=4 \pi^{2} N\left(1-\sqrt{1-\frac{g^{2}\left(N_{c}^{2}-1\right)}{4 \pi^{2} N_{c} N^{2}}\left(1-\frac{1}{2 \pi^{2} N} f_{V}^{+}(N)\right)}\right)
$$

where we choose the minus sign in the front of the square root from the requirement that, the solution has to match the Born approximaton for large $N$, since the $N \rightarrow \infty$ means $x \rightarrow 1$. The amplitude $f_{V}(N)$ is obtained by solving the Riccati type equation (3.48). Using the transformation,

$$
f_{V}^{+}(N)=N_{c} g^{2} \frac{\partial}{\partial N} \ln u(N)
$$

Eq.(3.48) reduces to the linear differential equation

$$
\frac{d^{2} u}{d z^{2}}-z \frac{d u}{d z}-\frac{1}{2 N_{c}} u=0
$$

where

$$
z=N / N_{0}, \quad N_{0}=\sqrt{N_{c} g^{2} / 8 \pi^{2}}
$$

This equation is solved by a parabolic cylinder function. As a result, $f_{V}^{+}$has the form:

$$
\begin{equation*}
f_{V}^{(+)}(N)=N_{c} g^{2} \frac{d}{d N} \ln \left(e^{z^{2} / 4} D_{-1 / 2 N_{c}^{2}}(z)\right) \tag{3.49}
\end{equation*}
$$

$D_{p}(z)$ is the parabolic cylinder function [25].
Finally, let us consider the DLA for the virtual photon - quark scattering amplitude $\hat{T}^{\mu \nu}$. The imaginary parts of this amplitude are related to the DIS process for a quark target. We can decompose $\hat{T}^{\mu \nu}$ into the same tensor structures with the hadronic tensor

$$
\hat{T}^{\mu \nu}=\hat{T}_{S}^{\mu \nu}+i \hat{T}_{A}^{\mu \nu}
$$

with,

$$
\begin{aligned}
& \hat{T}_{S}^{\mu \nu}=-\left(g_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{q^{2}}\right) \hat{T}_{1}+\left(p_{\mu}-\frac{p \cdot q}{q^{2}} q_{\mu}\right)\left(p_{\nu}-\frac{p \cdot q}{q^{2}} q_{\nu}\right) \frac{2 \hat{T}_{2}}{p \cdot q} \\
& \hat{T}_{A}^{\mu \nu}=2 m \varepsilon_{\mu \nu \lambda \sigma} q^{\lambda}\left\{s^{\sigma} \frac{\hat{T}_{3}}{p \cdot q}+\left(p \cdot q s^{\sigma}-q \cdot s p^{\sigma}\right) \frac{\hat{T}_{4}}{(p \cdot q)^{2}}\right\}
\end{aligned}
$$

The structure function for the quark target $g_{1}^{\text {quark }}$ is obtained from $\hat{T}_{3}$ as,

$$
g_{1}^{q u a r k}=\frac{1}{\pi} \operatorname{Im} \hat{T}_{3}
$$

Notice that the amplitude $\hat{T}_{3}$ is anti-symmetric with respect to the replacement $s \rightarrow-s$. Indeed, the tensor $\hat{T}^{\mu \nu}$ is symmetric under the interchange of $\mu$ and $\nu$ and $q \rightarrow-q$. But $q \rightarrow-q$ means $x \rightarrow-x$, i.e. $s \rightarrow-s$. Since the tensors in the front of $\hat{T}_{3}$ is anti-symmetric, $\hat{T}_{3}$ must be anti-symmetric. Accordingly, $\hat{T}_{3}$ belongs to the negative signature amplitude. In the following, we shall concentrate on this negative signature amplitude $\hat{T}_{3}$ which gives $g_{1}^{\text {quark. If }} Q^{2} \simeq \mu^{2}$, namely, the external photons are nearly on the mass-shell, the DLA equation for the photon-quark scattering is given by Fig.3.8.


Figure 3.8:

The each blob represents the on-mass shell amplitude. Here, we introduce the Sommerfeld-Watson transformation for the photon-quark scattering in the same way as Eq.(3.44),

$$
\begin{equation*}
\hat{T}_{3}\left(s, \mu^{2}\right)=\int_{\delta-i \infty}^{\delta+i \infty} \frac{d N}{2 \pi i}\left(\frac{s}{\mu^{2}}\right)^{N} \xi^{(-)} R_{3}(N) \tag{3.50}
\end{equation*}
$$

The expression in terms of the partial waves $R$ for the second diagram is obtained immediately by replacing $f$ by $R$ in Eq.(3.45). The DLA equation becomes

$$
R_{3}(N)=\frac{c_{3}}{N}+\frac{1}{8 \pi^{2} N} f_{0}^{-} R_{3}(N)
$$

where $c_{3}$ is $2 e_{i}^{2}$.
The trivial solution of this equation is,

$$
R_{3}(N)=\frac{c_{1}}{N-f_{0}^{-}(N) /\left(8 \pi^{2}\right)} .
$$

At small $x$ in the deep inelastic scattering which means $S \gg Q^{2} \gg \mu^{2}$, the virtuality $Q^{2}$ of photon is not so small. Then we must divide the virtual photon quark scattering amplitude into two parts corresponding to the integration regions $\left|k_{T}^{2}\right|<Q^{2}$ and $\left|k_{T}^{2}\right|>$ $Q^{2}$ (Fig.3.9).


Figure 3.9:

The blobs with shade represent the virtual photon - quark scattering DL amplitude. The first diagram in Fig. 3.9 corresponds to the region $\left|k_{T}^{2}\right|>Q^{2}$. Since the $Q^{2}$ is very small compared with $S$, we can regard first term as the nearly on the mass shell photonquark scattering amplitude which we have already obtained. The second diagram is the soft quark contribution. Then, we get the following equation for Fig.3.9.

$$
\hat{T}_{3}\left(s, \mu^{2}\right)=\hat{T}_{3}\left(s, Q^{2}\right)+\frac{-i}{(2 \pi)^{4}} \int \frac{s^{2} d \alpha d \beta d^{2} k_{T}\left(-2 k_{T}^{2}\right)}{2\left(k_{T}^{2}+\alpha \beta s+i \varepsilon\right)^{2}} \frac{\hat{T}_{3 i}\left(s \alpha,\left|k_{T}^{2}\right|\right)}{s \alpha+i \varepsilon} \frac{\hat{T}_{3 i}\left(-s \beta,\left|k_{T}^{2}\right|\right)}{-s \beta+i \varepsilon}
$$

Transforming into the Sommerfeld-Watson representation,

$$
\begin{aligned}
& \int \frac{d N}{2 \pi i}\left(\frac{s}{\mu^{2}}\right)^{N} R_{3}^{-}\left(N, \ln \frac{Q^{2}}{\mu^{2}}\right) \\
& =\int \frac{d N}{2 \pi i}\left(\frac{s}{Q^{2}}\right)^{N} R_{3}^{-}(N, 0)+\int \frac{d N}{2 \pi i} \frac{1}{8 \pi^{2}} \int_{\mu^{2}}^{Q^{2}} \frac{d\left|k_{T}^{2}\right|}{\left|k_{T}^{2}\right|}\left(\frac{s}{k_{T}^{2}}\right)^{N} R_{3}^{-}\left(N, \ln \left(\frac{Q^{2}}{k_{T}^{2}}\right)\right) f_{0}^{-}(N)
\end{aligned}
$$

and by factoring out $\int \frac{N}{2 \pi i}\left(s / Q^{2}\right)^{N}$ from the both side, we have

$$
\begin{align*}
& \left(\frac{Q^{2}}{\mu^{2}}\right)^{N} R_{3}^{-}\left(N, \ln \frac{Q^{2}}{\mu^{2}}\right) \\
& =R_{3}^{-}(N, 0)+\frac{1}{8 \pi^{2}} \int_{\mu^{2}}^{Q^{2}} \frac{d\left|k_{T}^{2}\right|}{\left|k_{T}^{2}\right|}\left(\frac{Q^{2}}{k_{T}^{2}}\right)^{N} R\left(N, \ln \left(\frac{Q^{2}}{k_{T}^{2}}\right)\right) f_{0}^{-}(N) \tag{3.51}
\end{align*}
$$

This equation is solved easily by differentiating with respect to $\mu^{2}$. Indeed, from Eq.(3.51), we obtain,

$$
\mu^{2} \frac{d}{d \mu^{2}} R_{3}^{-}\left(N, \ln \left(\frac{Q^{2}}{\mu^{2}}\right)\right)=\left(\omega-\frac{1}{8 \pi^{2}}\right) f_{0}^{-}(\omega) R_{3}^{-} .
$$

The solution of this differential equation is,

$$
R_{3}^{-}\left(N, \ln \left(\frac{Q^{2}}{\mu^{2}}\right)\right)=R_{3}^{-}(N, 0) \exp \left(\ln \frac{Q^{2}}{\mu^{2}}\left(\frac{1}{8 \pi^{2}} f_{0}^{-}-N\right)\right) .
$$

Then, we get from Eq.(3.50)

$$
\hat{T}_{3}=2 e_{i}^{2} \int_{\delta-i \varepsilon}^{\delta+i \varepsilon} \frac{d N}{2 \pi i}\left(\frac{s}{Q^{2}}\right)^{N} \xi^{-} \frac{1}{N-f_{0}^{-}(N) / 8 \pi^{2}} e^{\ln \frac{Q^{2}}{\mu^{2}} f_{0}^{-}(N) /\left(8 \pi^{2}\right)} .
$$

In order to obtain a final result, $g_{1}^{\text {quark }}$, we have to take the discontinuity in s . With the signature factor $\xi^{-}=i \pi N / 2$ and the variables $x \sim Q^{2} / s$ and $Q^{2}$ we arrive at

$$
\begin{equation*}
g_{1}^{\text {quark }}\left(x, Q^{2}\right)=\frac{e_{i}^{2}}{2} \int_{\delta-i \varepsilon}^{\delta+i \varepsilon} \frac{d N}{2 \pi i} x^{N}\left(\frac{Q^{2}}{\mu^{2}}\right)^{f_{0}^{-}(N) /\left(8 \pi^{2}\right)} \frac{N}{N-f_{0}^{-}(N) / 8 \pi^{2}} \tag{3.52}
\end{equation*}
$$

In the next section, we discuss the physical implication of this DLA formula for $g_{1}^{\text {quark }}$.

### 3.3 The expansion of DLA formula

The solution of Eq.(3.4) with the fixed coupling $\alpha_{s}$ becomes

$$
\begin{equation*}
\Delta q\left(Q^{2}, N\right)=\Delta q\left(\mu^{2}, N\right)\left(\frac{Q^{2}}{\mu^{2}}\right)^{\gamma\left(\alpha_{s}, N\right)} \tag{3.53}
\end{equation*}
$$

where we identify $Q_{0}^{2}=\mu^{2}$. Since the initial parton density $\Delta q\left(\mu^{2}, N\right)$ in the case of the quark target is one, we obtain the moment space expression Eq.(3.3) for the parton as follows;

$$
\begin{equation*}
g_{1}^{\text {quark }}\left(Q^{2}, N\right)=\frac{e_{i}^{2}}{2} C\left(\alpha_{s}, N\right)\left(\frac{Q^{2}}{\mu^{2}}\right)^{\gamma\left(\alpha_{s}, N\right)} \tag{3.54}
\end{equation*}
$$

In comparison with Eq.(3.52), we can identify the resummed anomalous dimension $\hat{\gamma}$ and the coefficient function $\hat{C}$ to be,

$$
\begin{align*}
\hat{\gamma}\left(\alpha_{s}, N\right) & \equiv \lim _{N \rightarrow 0} \gamma\left(\alpha_{s}, N\right)=-f_{0}^{-}(N) / 8 \pi^{2}  \tag{3.55}\\
\hat{C}\left(\alpha_{s}, N\right) & \equiv \lim _{N \rightarrow 0} C\left(\alpha_{s}, N\right)=\frac{N}{N-f_{0}^{(-)}(N) / 8 \pi^{2}} . \tag{3.56}
\end{align*}
$$

Now it will be instructive to re-expand Eqs. $(3.55,3.56)$ in terms of $\alpha_{s}$ to see whether these formulae sum up the most singular terms of the perturbative series. The expressions expanded up to $\mathcal{O}\left(\alpha_{s}^{5}\right)$ read,

$$
\begin{align*}
\hat{\gamma}= & -N\left[2 C_{F}\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)+4 C_{F}\left(C_{F}+\frac{2}{N_{c}}\right)\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{2}\right. \\
& +16 C_{F}\left(C_{F}^{2}+2 \frac{C_{F}}{N_{c}}-\frac{1}{2 N_{c}^{2}}-1\right)\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{3} \\
& \left.+16 C_{F}\left(5 C_{F}^{3}+12 \frac{C_{F}^{2}}{N_{c}}+2 \frac{C_{F}}{N_{c}^{2}}-4 C_{F}+\frac{1}{N_{c}^{3}}+\frac{5}{N_{c}}+6 N_{c}\right)\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{4}\right] \\
& +\cdots \\
= & N \sum_{k=1}^{\infty} \hat{\gamma}^{k}\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{k}  \tag{3.57}\\
\hat{C}=1 & +2 C_{F}\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)+8 C_{F}\left(C_{F}+\frac{1}{N_{c}}\right)\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{2} \\
& +8 C_{F}\left(5 C_{F}^{2}+8 \frac{C_{F}}{N_{c}}-\frac{1}{N_{c}^{2}}-2\right)\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{3}
\end{align*}
$$

$$
\begin{align*}
& +32 C_{F}\left(7 C_{F}^{3}+15 \frac{C_{F}^{2}}{N_{c}}+2 \frac{C_{F}}{N_{c}^{2}}-4 C_{F}+\frac{1}{2 N_{c}^{3}}+\frac{5}{2} \frac{1}{N_{c}}+3 N_{c}\right)\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{4} \\
& +\cdots \\
= & \sum_{k=0}^{\infty} \hat{c}^{k}\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{k} . \tag{3.58}
\end{align*}
$$

These results coincide with the previous expectation of Eq.(3.6). Furthermore, noting the relation,

$$
2 C_{A}-3 C_{F}=\frac{2}{N_{c}}+C_{F}
$$

which holds in $\operatorname{SU}\left(N_{c}\right)$, we can see that the resummed expressions Eqs. $(3.55,3.56)$ reproduce the known NLO results Eqs. (3.5) in the $\overline{\mathrm{MS}}$ scheme. Therefore, it is quite plausible that Eqs. $(3.55,3.56)$ correctly sum up the "leading" singularities to all orders.

Here a comment is in order concerning the scheme dependence. It is well-known that the anomalous dimension and the coefficient function individually depend on the factorization scheme and only an appropriate combination of them becomes scheme independent. When one considers the higher order corrections in the perturbation theory, therefore, one must specify the scheme adopted. This means that we must be careful when considering the resummed quantities. In particular, the resummed "coefficient function" does not have any physical meaning until the scheme dependent part of the anomalous dimension is calculated in the same scheme. To clarify this issue, it is convenient to write the above results in the form which corresponds to the so-called DIS scheme [26]. The DIS scheme is defined so that the naive parton model relation is true to all orders in perturbation theory. The polarized parton densities become physical observable in this scheme. The parton densities and anomalous dimension in the DIS scheme are obtained by making the transformations,

$$
\begin{gathered}
\Delta q \rightarrow \Delta q^{D I S} \equiv C \Delta q \\
\gamma^{D I S} \equiv C \gamma C^{-1}-\beta\left(\alpha_{s}\right) \frac{\partial}{\partial \alpha_{s}} \ln C .
\end{gathered}
$$

|  | LL | NLL | NNLL | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: |
| $0(\alpha)$ | $\frac{1}{N}$ |  |  |  |
| $0\left(\alpha^{2}\right)$ | $\frac{1}{N^{3}}$ | $\frac{1}{N^{2}}$ | $\frac{1}{N}$ |  |
| $0\left(\alpha^{3}\right)$ | $\frac{1}{N^{5}}$ | $\frac{1}{N^{4}}$ | $\frac{1}{N^{3}}$ | $\cdots$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $0\left(\alpha^{k}\right)$ | $N \frac{1}{N^{2 k}}$ | $N^{2} \frac{1}{N^{2 k}}$ | $N^{3} \frac{1}{N^{k}}$ | $\cdots$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |

Table 3.1:

Using the resummed $\hat{\gamma}$ and $\hat{C}$ Eqs. (3.57,3.58), we get the resummed part of the anomalous dimension in the DIS scheme,

$$
\begin{equation*}
\hat{\gamma}^{D I S}=N \sum_{k=1}^{\infty} \hat{\gamma}^{k}\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{k}+\beta_{0} N^{2} \sum_{k=2}^{\infty} \hat{d}^{k}\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{k}+\mathcal{O}\left(N^{3}\left(\frac{\bar{\alpha}_{s}}{N^{2}}\right)^{k}\right) \tag{3.59}
\end{equation*}
$$

where the second terms come from the resummed coefficient function and $\hat{d}^{k}$ are numerical numbers independent of $N$. The above equation tells us that the resummed coefficient function belongs to the NLL order corrections in the context of the resummation approach (see,Table[3.1]). The scheme dependence should be cancel among the terms which have the same singularity in each power of $\alpha_{s}$. This fact implies that the LL resummed anomalous dimension $\hat{\gamma}$ being scheme independent and the analysis including only this part leads to a theoretically consistent result. This is the reason why the authors in Ref. [15] throw away the coefficient function. On the other hand, one must include the NLL order anomalous dimension which has not yet been available to see the effects of the coefficient function. To calculate the NLL order anomalous dimension, one must establish a factorization theorem explicitly. In the method to resum the double logarithmic corrections to all orders explained in section 3.2. the factorization of the mass singularities is unfortunately quite obscure since both the
mass and infra-red singularities are regularized by a common scale $\mu^{2}$. Therefore it is impossible to calculate the NLL order anomalous dimension in the method of section 3.2. In fact, it has been pointed out by several people that the resummed results Eqs. $(3.57,3.58)$ do not correspond to results in any known scheme beyond the NLO. It is very important and urgent to establish an appropriate factorization theorem á la "High-Energy Factorization Theorem" [34] for the unpolarized structure functions.

## Chapter 4

## Numerical analysis

Numerical analysis of the spin structure function $g_{1}^{N S}$ in the small $x$ region was done in the context of the small $x$ resummation approach in Ref. [15]. They obtained the result that the small $x$ resummation effect is not significant despite of a naive expectation discussed in Ref. [14]. In this chapter, we numerically reanalyze the behavior of $g_{1}^{N S}$ structure function to show how the final results are sensitive to the choice of the input parton densities. In conjunction with the claim in Ref. [14], we also consider the effects from the resummed coefficient function. As already discussed in chapter 3, we can not include the coefficient function in a theoretically consistent way. However we believe that the inclusion of the coefficient function could shed some light on the size of the NLL corrections in the resummation approach. [28]

### 4.1 The numerical Mellin inversion technique

In this section, we explain our method to estimate the $g_{1}^{N S}$ structure function numerically. Our starting point is the expression,

$$
\begin{equation*}
g_{1}^{N S}\left(Q^{2}, x\right)=\int_{c-i \infty}^{c+i \infty} \frac{d N}{2 \pi i} x^{-N} \exp \left(-\int_{\alpha_{s}\left(Q_{0}^{2}\right)}^{\alpha_{s}\left(Q^{2}\right)} \frac{d \alpha_{s}}{\beta} \gamma^{D I S}\right) g_{1}^{N S}\left(Q_{0}^{2}, N\right) \tag{4.1}
\end{equation*}
$$

The anomalous dimension $\gamma^{D I S}$ which includes the resummation of $\ln ^{n} x$ terms is organized as follows,

$$
\begin{equation*}
\gamma^{D I S}(N)=\bar{\alpha}_{s} \gamma^{1}(N)+\bar{\alpha}_{s}^{2} \gamma^{2}(N)+K\left(N, \alpha_{s}\right)-\beta \frac{\partial}{\partial \alpha_{s}} \ln \left(1+\bar{\alpha}_{s} c^{1}+H\left(N, \alpha_{s}\right)\right) \tag{4.2}
\end{equation*}
$$

where $\gamma^{1,2}$ and $c^{1}$ are respectively the usual anomalous dimension and coefficient function at the one and two-loop fixed order perturbation theory. $K\left(N, \alpha_{s}\right)\left(H\left(N, \alpha_{s}\right)\right)$ is the resummed anomalous dimension Eq.(3.57) (Eq.(3.58)) with $k=1,2(k=0,1)$ terms being subtracted because those terms have already been included in the usual anomalous dimension and coefficient function.

$$
\begin{aligned}
& K\left(N, \alpha_{s}\right) \equiv \hat{\gamma}(N)-\hat{\gamma}^{1} \frac{\bar{\alpha}_{s}}{N}-\hat{\gamma}^{2} \frac{\bar{\alpha}_{s}^{2}}{N^{3}}, \\
& H\left(N, \alpha_{s}\right) \equiv \hat{C}(N)-1-\hat{c}^{1} \frac{\bar{\alpha}_{s}}{N^{2}} .
\end{aligned}
$$

It should be noted here that the anomalous dimension at $N=1$ plays a special role for the non-singlet $g_{1}$ structure function. In a language of the operator product expansion, $\gamma(N=1)$ is the anomalous dimension of the (non-singlet) axial vector current. Since the (non-singlet) axial vector current is conserved, the corresponding anomalous dimension should vanish. The perturbation theory guarantees this symmetry order by order in the $\alpha_{s}$ expansion. However, the resummation of the leading singularities in $N$ does not respect this symmetry. Therefore, we need to restore this symmetry "by hand". In this paper, we multiply $K\left(N, \alpha_{s}\right)$ by $(1-N)$ [29],

$$
K\left(N, \alpha_{s}\right) \rightarrow K\left(N, \alpha_{s}\right)(1-N)
$$

which satisfies the condition of $\lim _{N \rightarrow 1} K\left(N, \alpha_{s}\right)=0$. Of course, this is not a unique prescription and one can choose other procedure ,e.g,

$$
K\left(N, \alpha_{s}\right) \rightarrow K\left(N, \alpha_{s}\right)-K\left(1, \alpha_{s}\right) .
$$

This procedure also fulfills the above condition. Although we have tried the analysis with this procedure, our final conclusion remains the same qualitatively.

Now let us explain how to perform the Mellin inversion Eq.(4.1) which is the integral in the complex $N$-plane. At first, we must know the Mellin transform of the input function $g_{1}\left(Q_{0}^{2}, N\right)$. It is easy to obtain an analytic form for it in the complex $N$-plane since we assume a simple function (see below) for the input density. Next we need an analytically continued expression of the anomalous dimension $\gamma^{\text {DIS }}$ in the complex $N$-plane. For the $g_{1}$ structure function, only odd moments are defined. So we replace $(-1)^{N}$ by $(-1)$ in the expression of the anomalous dimension obtained in Ref. [19]. The integration contour in the Mellin inversion should be on the right of the rightmost singularity of the integrand. The contour of the integration in Eq.(4.1) is displayed in Fig.(4.1) and denoted by $C_{0}$. The contour integration along the imaginary axis from $c-i \infty$ to $c+i \infty$ is numerically inconvenient due to the slow convergence of the integral in the large $|N|$ region.


Figure 4.1:

To get rid of this problem, we deformed the contour to the line which have an angle $\phi(\phi>\pi / 2)$ from the real $N$ axis. The integration along this deformed contour $C_{1}$,
yields the same result as the original one as long as no singularities of $g_{1}\left(Q^{2}, N\right)$ are enclosed by $C_{0}-C_{1}$. By using a relation $g_{1}^{*}\left(Q^{2}, N\right)=g_{1}\left(Q^{2}, N^{*}\right)\left({ }^{\prime} *^{\prime}\right.$ denotes the complex conjugation), Eq.(4.1) can be written, for the contour characterized by $c$ and $\phi$ in Fig.4.1

$$
g_{1}^{N S}\left(Q^{2}, x\right)=\frac{1}{\pi} \int_{0}^{\infty} d z \operatorname{Im}\left[\exp (i \phi) x^{-c-z \exp (i \phi)} g_{1}^{N S}(N=c+z \exp (i \phi))\right] .
$$

By this change of the contour, we have a damping factor $\exp (\ln (1 / x) z \cos \phi)$ which strongly suppresses the contribution from the large $|N|$ region. In the integration along this new contour, we will be able to cut the large $|N|$ region, namely $0 \leq z \leq z_{\text {max }}$. Finally we have checked the stability of results by changing the contour parameter $z_{\text {max }}, c, \phi$. One can find the details of this technique in Ref. [30].

### 4.2 The small $x$ behavior of $g_{1}$ structure function

In this section, we present our numerical results for $g_{1}$ structure function by using the technique of the previous section.

We choose the starting value of the evolution to be $Q_{0}^{2}=4 \mathrm{GeV}^{2}$. We calculate the $Q^{2}$ evolution for three types of the input densities A, B and C: A is a function which is flat at small $x\left(x^{\alpha}, \alpha \sim 0\right)$, B is slightly steep ( $\alpha \sim-0.2$ ) which is essentially the same as one ( $\alpha \sim-0.17$ ) in Ref. [15], and C rises more steeply ( $\alpha \sim-0.7$ ). The explicit parameterization used in this paper is [9],

$$
\Delta q\left(Q_{0}^{2}, x\right)=N(\alpha, \beta, a) \eta x^{\alpha}(1-x)^{\beta}(1+a x)
$$

where $N$ is a normalization factor such that $\int d x N x^{\alpha}(1-x)^{\beta}(1+a x)=1$ and $\eta=\frac{1}{6} g_{A} / g_{V}\left(g_{A} / g_{V}=1.26\right)$ in accordance with the Bjorken sum rule. A, B and C correspond to the following values of parameters,

$$
A: \alpha=+0.0, \beta=3.09, a=2.23,
$$

$$
\begin{aligned}
& B: \alpha=-0.2, \beta=3.15, a=2.72 \\
& C: \alpha=-0.5, \beta=2.41, a=0.02
\end{aligned}
$$

In our analysis we put the flavor number $n_{f}=4$ and $\Lambda_{Q C D}=0.23 \mathrm{GeV}$.
First we estimate the case which includes only the LL correction $\hat{\gamma}$. The evolution kernel in this case is obtained by dropping $H\left(N, \alpha_{s}\right)$ in Eq.(4.2). This is a consistent approximation in the resummation approach. Fig.4.2a (4.2b,4.2c) shows the results (dashed curves) after evolving to $Q^{2}=10,10^{2}, 10^{4} \mathrm{GeV}^{2}$ from the $\mathrm{A}(\mathrm{B}, \mathrm{C})$ input density (dot-dashed line). The solid curves are the predictions of the NLO-DGLAP evolution. These results show a tiny enhancement compared with the NLO-DGLAP analysis and are consistent with those in Ref. [15]. In addition, we have also calculated $g_{1}$ with the same input function as one used by Blümlein and Vogt and could reproduce their results. In the case of C , we can not discriminate a difference between the LL and DGLAP results. The enhancement is, as expected, bigger when the input density is flatter. However any significant differences are not seen between the results from different input densities.

Next, we include the NLL corrections coming from the resummed "coefficient function". We show the results in Fig.4.3 by the dashed curves. (Other curves are the same as in Fig.4.2.) The results are rather surprising. The inclusion of the coefficient function leads to a strong suppression on the evolution of the structure function at small $x$. Since the effects from the coefficient function fall in the NLL level, the LL terms are expected to (should) dominate in the small $x$. However our results imply that the LL approximation is not sensible in the small $x$ region we are interested in.

As the resummed coefficient function is only a part of the NLL correction, we can not present a definite conclusion on the (full) NLL correction. But it is obvious that the NLL correction is very important at the experimentally accessible region of $x$. In the following section, we explain why the coefficient function leads to such suppression.


Figure 4.2: The LL evolution as compared to the DGLAP results with the flat input A (Fig. 4.2a) and steep ones B (Fig. 4.2b) and C (Fig. 4.2c).


Figure 4.3: The NLL evolution as compared to the DGLAP results with the flat input A (Fig. 4.3a) and steep ones B (Fig. 4.3b) and C (Fig. 4.3c).

### 4.3 Discussion

In the previous section, we have shown that although the LL resummed effect is very small at the experimentally accessible region of $x$, a part of the NLL resummed contribution from the coefficient function drastically changes the predictions. In this section, we discuss why such a suppression factor comes from the NLL corrections.

To understand what is going on, it will be helpful to remember the perturbative expansion of the resummed anomalous dimension and coefficient function Eqs. (3.57,3.58). By using the explicit values $N_{C}=3, C_{F}=4 / 3$, we obtain for the anomalous dimension in the DIS scheme Eq.(3.59),

$$
\begin{align*}
\hat{\gamma}^{D I S}= & N\left[-0.212\left(\frac{\alpha_{s}}{N^{2}}\right)\right. \\
& \left.\quad-0.068\left(\frac{\alpha_{s}}{N^{2}}\right)^{2}-0.017\left(\frac{\alpha_{s}}{N^{2}}\right)^{3}-0.029\left(\frac{\alpha_{s}}{N^{2}}\right)^{4}+\cdots\right] \\
+ & N^{2}\left[0.141\left(\frac{\alpha_{s}}{N^{2}}\right)^{2}+0.119\left(\frac{\alpha_{s}}{N^{2}}\right)^{3}+0.069\left(\frac{\alpha_{s}}{N^{2}}\right)^{4}+\cdots\right]  \tag{4.3}\\
+ & \cdots .
\end{align*}
$$

Here note that: (1) the perturbative coefficients of the LL terms (the first part of Eq.(4.3)) are negative and those of the higher orders are rather small number. This implies that the LL corrections push up the structure function compared to the fixedorder DGLAP evolution, but deviations are expected to be small. (2) the perturbative coefficients from the NLL terms (the second part of Eq.(4.3)), however, are positive and somehow large compared with those of the LL terms. This positivity of the NLL terms has the effect of decreasing the structure function. This fact that the coefficients with both sign appear in the anomalous dimension should be contrasted with the case of the unpolarized structure function [31].

Now it might be also helpful to assume that the saddle-point dominates the Mellin inversion Eq.(4.1). We have numerically estimated the approximate position of the
saddle-point and found that the saddle-point stays around $N_{\mathrm{SP}} \sim 0.31$ in the region of $x \sim 10^{-5}$ to $10^{-2}$. (Of course the precise value of the saddle-point depends on $x, Q_{0}^{2}$ and $Q^{2}$.) By looking at the explicit values of the coefficients in Eq.(4.3), the position of the saddle-point seems to suggest that the NLL terms can not be neglected. Since the coefficients from the higher order terms are not so large numerically, it is also expected that the terms which lead to sizable effects on the evolution may be only first few terms in the perturbative series in the region of $x$ we are interested in. We have checked that the inclusion of the first few terms in Eq.(4.3) already reproduces the results of section 4.2.


Figure 4.4: Contributions from the fixed order terms in the NLL resummation with the flat input A (Fig. 4.4a) and steep one B (Fig. 4.4b).

Fig.4.4a (4.4b) shows the numerical results of the contribution from each terms of
the NLL corrections in Eq.(4.3) at $Q^{2}=10^{2} \mathrm{GeV}^{2}$ with the A (B) type input density. The solid (dot-dashed) line corresponds to the NLL (LL) result. The long-dashed, dashed and dotted lines correspond respectively to the case in which the terms up to the order $\alpha_{s}^{2}, \alpha_{s}^{3}, \alpha_{s}^{4}$, are kept in the NLL contributions. One can see that the dotted line already coincides with the full NLL (solid) line. These considerations could help us to understand why the NLL corrections turns out to give large effects on the evolution of the $g_{1}$ structure function.

The final discussion concerns the convergence issue of the perturbative series. As discussed in Refs. [32] [33], one must be careful when applying the perturbative approach to the small $x$ evolution. The integrand in Eq.(4.1) has a singularity in the moment space. This (rightmost) singularity is equal to that of $f_{0}^{-}(N)$. The numerical value $N_{0}$ of the singularity position is $N_{0} \sim 0.304$. This means that $N$ can not become so small. On the other hand, the approximation scheme in the resummation approach is sensible only for small $N$. This apparent contradiction will be solved by analyzing the evolution in $x$ space [32]. By explicitly solving the evolution in $x$ space, it has been pointed out [33] that the saddle-point method is not a good approximation in the case of the unpolarized structure function. Although we have not used the saddle-point approximation to solve the evolution, the previous explanation relying on this method can be misleading. So according to Refs. [32] [33], we have also tried to solve the evolution in $x$ space with first several terms of the perturbative expansion being kept and what we found is that the conclusion does not change. The numerical results are essentially the same as Fig.4.4.

## Chapter 5

## Summary

We have numerically studied the small $x$ behavior of the flavor non-singlet $g_{1}\left(x, Q^{2}\right)$ structure function by taking into account the resummed effects of $\alpha_{s} \ln ^{2} x$. After giving a basic kinematics of the process we are interested in, in chapter 3 we gave a brief review of the resummation procedure of $\alpha_{s} \ln ^{2} x$ terms firstly developed by Kirschner and Lipatov [13], and gave the resummed expression for the partonic structure function $g_{1}^{\text {parton }}$. We extracted the resummed anomalous dimension and coefficient function from this resummed partonic structure function. By expanding this expression in terms of $\alpha_{s}$, we verified the resummed result reproduces the known corrections up to o $\left(\alpha_{s}^{2}\right)$. We pointed out that the resummed coefficient function belongs to the NLL corrections in the context of the resummation approach. In chapter 4, we explained the method of numerical Mellin-inversion in detail and showed our numerical results. Our analysis including only the LL terms supports the results by Blümlein and Vogt [15]. Namely, there is no significant contribution from the resummed terms even at $x \sim 10^{-5}$. We also studied the $Q^{2}$ evolution from various input densities, steep and flat and found that there is no significant difference between the results from different input densities. Next we have performed the analysis which includes the resummed coefficient function in the light of the assertion of Bartels, Ermolaev and Ryskin [14], though this is not theoretically consistent as pointed out in chapter 3. Our results suggest that the LL
approximation is unstable in the sense that a large suppression effect comes from the resummed coefficient function which should be the NLL correction. In the final section of chapter 4, we have discussed why the inclusion of a part of the NLL corrections leads to such unexpected results.

Finally, the future polarized HERA experiment will provide us with many data on $g_{1}$ at small $x$. However, the theoretical study which takes into account the small $x$ resummation is still premature for the polarized structure function compared with the unpolarized structure function. As already pointed out in chapter 3, there is no factorization theorem concerning the $\ln x$ singularities for the polarized structure function which should correspond to the High-energy factorization theorem [34] for the unpolarized structure function. Since our results show that we need a full NLL analysis to make a definite prediction at small $x$, the establishment of an appropriate factorization theorem is an urgent subject in this field.
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## Appendix A

## QCD Lagrangian and Feynman rules

The QCD Lagrangian is given by

$$
\mathcal{L}=\bar{\psi}^{i}\left(i \gamma^{\mu} D_{\mu}^{i j}-m \delta^{i j} \psi^{j}\right)-\frac{1}{4} F_{\mu \nu}^{a} F^{a \mu \nu}-\frac{1}{2 \alpha}\left(\partial^{\mu} A_{\mu}^{a}\right)^{2}+\left(\partial^{\mu} \bar{\chi} D_{\mu}^{a b} \chi^{b}\right)
$$

where, $\psi$ is a quark field, $A_{\mu}^{a}$ is a gluon field and $\chi(\bar{\chi})$ is a ghost (anti-ghost) field. $F_{\mu \nu}^{a}$ is the field strength tensor;

$$
F_{\mu \nu}^{a}=\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+g f^{a b c} A_{\mu}^{b} A_{\nu}^{c}
$$

The covariant derivative $D_{\mu}$ is, for the fundamental representation,

$$
D_{\mu}^{i j}=\partial_{\mu} \delta^{i j}-i g A_{\mu}^{a} T^{a i j}
$$

and

$$
D_{\mu}^{a b}=\partial_{\mu} \delta^{a b}-g f^{a b c} A_{\mu}^{c}
$$

for the adjoint representation. Feynman rules for QCD are given by follows,

- Propagators

```
        . quark
```



$$
i S_{F}^{i j}(p)_{\alpha \beta}=\left(\frac{i \delta^{i j}}{\not p-m+i \varepsilon}\right)_{\alpha \beta}
$$

- gluon

$$
\mu \mathrm{a} \curvearrowright 00000000000^{\mathrm{k}} \mathrm{vb}
$$

$$
i \Delta_{\mu \nu}^{a b}(k)=\frac{-i \delta^{a b}}{k^{2}+i \varepsilon}\left(g_{\mu \nu}-(1-\alpha) \frac{k_{\mu} k_{\nu}}{k^{2}}\right)
$$

ghost


$$
i \Delta^{a b}(k)=\frac{-i \delta^{a b}}{k^{2}+i \varepsilon}
$$

- Vertices
quark-gluon vertex


$$
i g \gamma_{\alpha \beta}^{\mu} T_{i j}^{a}
$$

3-gluon vertex

$g f^{a_{1} a_{2} a_{3}} V_{\mu_{1} \mu_{2} \mu_{3}}\left(k_{1}, k_{2}, k_{3}\right)$
where,

$$
V_{\mu_{1} \mu_{2} \mu_{3}}\left(k_{1}, k_{2}, k_{3}\right)=\left(k_{1}-k_{2}\right)_{\mu_{3}} g_{\mu_{1} \mu_{2}}+\left(k_{2}-k_{3}\right)_{\mu_{1}} g_{\mu_{2} \mu_{3}}+\left(k_{1}-k_{3}\right)_{\mu_{2}} g_{\mu_{3} \mu_{1}}
$$

## 4-gluon vertex


$-i g^{2} W_{\mu_{1} \mu_{2} \mu_{3} \mu_{4}}^{a_{1} a_{2} a_{3} a_{4}}$
where,

$$
\begin{aligned}
& W_{\mu_{1} \mu_{2} \mu_{3} \mu_{4}}^{a_{1} a_{2} a_{3} a_{4}} \\
& \quad=\left(f^{13,24}-f^{14,32}\right) g_{\mu_{1} \mu_{2}} g_{\mu_{3} \mu_{4}}+\left(f^{12,34}-f^{14,23}\right) g_{\mu_{1} \mu_{3}} g_{\mu_{2} \mu_{4}} \\
& \quad+\left(f^{13,42}-f^{12,34}\right) g_{\mu_{1} \mu_{4}} g_{\mu_{3} \mu_{2}}
\end{aligned}
$$

with

$$
f^{i j, k l}=f^{a_{i} a_{j} a} f^{a_{k} a_{l} a}
$$

gluon-ghost vertex


## Appendix B

## The anomalous dimension and the coefficient function

We give the coefficients of the anomalous dimension, $\gamma^{1}, \gamma^{2}$ and the coefficient function $c^{1}$ for the flavor non-singlet part used in chapter 3,4 and introduce the useful formula given in Ref. [30]. The coefficients of the anomalous dimension are given by [19],

$$
\begin{align*}
& \gamma^{1}(N)=C_{F}\left(1-\frac{2}{N(N+1)}+4 \sum_{j=2}^{N} \frac{1}{j}\right)  \tag{B.1}\\
& \gamma^{2}(N)=\frac{1}{2}\left(C_{F}^{2}-\frac{1}{2} C_{F} C_{A}\right)\left\{16 S_{1}(N) \frac{2 N+1}{N^{2}(N+1)^{2}}\right. \\
&+16\left[2 S_{1}(N)-\frac{1}{N(N+1)}\right]\left[S_{2}(N)-S_{2}^{\prime}\left(\frac{1}{2} N\right)\right] \\
&+64 \tilde{S}(N)+24 S_{2}(N)-3-8 S_{3}^{\prime}\left(\frac{1}{2} N\right) \\
&\left.-8 \frac{3 N^{3}+N^{2}-1}{N^{3}(N+1)^{3}}-16(-1)^{N} \frac{2 N^{2}+2 N+1}{N^{3}(N+1)^{3}}\right\} \\
&+\frac{1}{2} C_{F} C_{A}\left\{S_{1}(N)\left[\frac{536}{9}+8 \frac{2 N+1}{N^{2}(N+1)^{2}}\right]-16 S_{1}(N) S_{2}(N)\right. \\
&\left.+S_{2}(N)\left[-\frac{52}{3}+\frac{8}{N(N+1)}\right]-\frac{43}{6}-4 \frac{151 N^{4}+263 N^{3}+97 N^{2}+3 N+9}{9 N^{3}(N+1)^{3}}\right\} \\
&+\frac{C_{F} n_{F}}{4}\left\{-\frac{160}{9} S_{1}(N)+\frac{32}{3} S_{2}(N)+\frac{4}{3}+16 \frac{11 N^{2}+5 N-3}{9 N^{2}(N+1)^{2}}\right\} \tag{B.2}
\end{align*}
$$

For the coefficient function part, $c^{1}$ is given by [18]
$c^{1}=C_{F}\left(-9+\frac{1}{N}+\frac{2}{N+1}+\frac{2}{N^{2}}+3 S_{1}(N)-4 S_{2}(N)-\frac{2}{N(N+1)} S_{1}(N)+4 G_{1}(N)\right)$.
Here, group factors for color $S U\left(N_{c}\right)$ are, $C_{F}=\frac{N_{c}^{2}-1}{2 N_{c}} \quad C_{A}=N_{c}$ and $n_{f}$ is the active flavor number. In above expressions, we defined the following sums,

$$
\begin{align*}
& S_{l}(N)=\sum_{j=1}^{N} \frac{1}{j^{l}}  \tag{B.4}\\
& S_{l}^{\prime}\left(\frac{1}{2} N\right)=\frac{1+(-1)^{N}}{2} S_{l}\left(\frac{1}{2} N\right) \frac{1-(-1)^{N}}{2} S_{l}\left(\frac{N-1}{2}\right),  \tag{B.5}\\
& \tilde{S}(N)=\sum_{j=1}^{N} \frac{(-1)^{j}}{j^{2}} S_{1}(j)  \tag{B.6}\\
& G_{1}(N)=\sum_{j=1}^{N} \frac{1}{j} \sum_{l=1}^{j} \frac{1}{l} \tag{B.7}
\end{align*}
$$

The analytic continuations of $\gamma_{1}, \gamma_{2}, c^{1}$ in $N$, is required in order to perform the Mellin inversion numerically. The above non-trivial sums is continued in the following way,

$$
\begin{array}{rlr}
S_{1}(N)=\gamma_{E}+\psi(N+1), & \gamma_{E}=0.577216 \\
S_{2}(N)=\zeta(2)-\psi^{\prime}(N+1), & \zeta(2)=\frac{\pi^{2}}{6} \\
S_{3}(N)=\zeta(3)+\frac{1}{2} \psi^{\prime \prime}(N+1), & \zeta(3)=1.202057 \\
G_{1}(N)=\frac{1}{2}\left\{S_{1}^{2}(N)+S_{2}(N)\right\} & \tag{B.11}
\end{array}
$$

where $\psi^{(n)}=d^{n+1} \ln \Gamma(z) / d z^{n+1}$.

$$
\begin{align*}
\tilde{S}(N) & =-\frac{5}{8} \zeta(3) \\
& +(-1)^{N}\left[\frac{S_{1}(N)}{N^{2}}-\frac{\zeta(2)}{2} G(N)+\int_{0}^{1} d x x^{N-1} \frac{L i_{2}(x)}{1+x}\right] \tag{B.12}
\end{align*}
$$

with

$$
\begin{gather*}
G(N) \equiv \psi(N / 2+1 / 2)-\psi(N / 2)  \tag{B.13}\\
L i_{2}(x)=-\int_{0}^{x} \frac{1}{z} \ln (1-z) d z \tag{B.14}
\end{gather*}
$$

Although the integral in Eq.(B.12) involving the Spence function $L i_{2}(x)$ cannot be reduced to a known analytic function anymore, the simple and sufficiently accurate expression was given as follows;

$$
\begin{equation*}
\frac{L i_{2}(x)}{1+x} \cong 1.010 x-0.846 x^{2}+1.155 x^{3}-1.074 x^{4}+0.550 x^{5} \tag{B.15}
\end{equation*}
$$

The various $\psi$ functions and their derivatives appearing in the above expressions were calculated, for $R e z \geq 10$, with the help following asymptotic expansions

$$
\begin{gather*}
\psi(z) \cong \ln z-\frac{1}{2 z}-\frac{1}{12 z^{2}}+\frac{1}{120 z^{4}}-\frac{1}{256 z^{6}}  \tag{B.16}\\
\psi^{\prime}(x) \cong \frac{1}{z}+\frac{1}{2 z^{2}}+\frac{1}{6 z^{3}}-\frac{1}{30 z^{5}}+\frac{1}{42 z^{7}}-\frac{1}{30 z^{9}}  \tag{B.17}\\
\psi^{\prime \prime}(z) \cong-\frac{1}{z^{2}}-\frac{1}{z^{3}}-\frac{1}{2 z^{4}}+\frac{1}{6 z^{6}}-\frac{1}{6 z^{8}}+\frac{3}{10 z^{10}}-\frac{5}{6 z^{12}} \tag{B.18}
\end{gather*}
$$

For $\operatorname{Re} z<10$ we have used the recursion relation

$$
\begin{equation*}
\psi^{(n)}(z+1)=\psi^{(n)}(z)+(-1)^{n} n!z^{-n-1} \tag{B.19}
\end{equation*}
$$

in order to reach $\psi^{(n)}$ with $\operatorname{Re} z \geq 10$.
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