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Abstract 

In this dissertation, a graph model called a W-graph is pre entcd. The 

graph model Ow consists of an ordinary graph G(V, E) and k( > 0) 

wild-conlponents WI, W2, ... , Wk, and i repre ented by Ow(V E, W) = 

G(V, E) U WI U W2U ... UWk. Each wild-component W t is a pair of a 

vertex set V (Wi) having Pi vertices and a tree containing V ( Wi) and 

Pi - 1 edges, and is fonnally defined as Wi = {V( Wi), t(i) I tCt) E T(wt ) } , 

where V(Wi) = {Vi I, Vi2, ... , VipJ, T(Wi) is a et of all tr e COll­

taining all vertices in V(Wi) and t(i) is any tree in T(w t ). II nce , a 

wild-colllponent W t can represent any tree containing all vertices [ 

V (Wi), where no specific tree is given. Hypergraphs and hyper-edges 

are related to W-graphs and wild-colnponents. The definition of the 

fonner is more general than that of the latter, which restricting wild­

cOlllponents to trees leads us to ll10re sophi ticated di cu lon , a will 

be given in this dis ertation. 

Introduction is given in Chapter 1 and basic definition are explained 



in Chapter 2. 

In Chapter 3, we introduce the concept of W-circuits and W-cutsets 

of a W-graph a an extension of circuits and cutsets of an ordinary 

gral h. Also defined i an operation of W-ring sum in a W-graph. It 

is proved that the W-ring sum of two W-circuits is a W-circuit and 

tllat the W-ring sum of two W-cutsets is also a W-cutset. Further­

Inore, W-incidence, W-cutset and W-circuit nlatrices are introduced. 

In a W-incidence nlatrix Aw, we define a W-tr·ee corresponding to the 

columns of a, non- ingular Inajor su bnlatrix of Aw. By the V/ -tree, 

a fundanl ntal W-cut et matrix and a fundanlental W-circuit matrix 

can be constructed where their rows corresponds to a set of linearly 

independent W-cutsets and a set of linearly independent W-circuits, 

respectiv ly. 

In hapter 4, th relation between a W-graphs and its derived graphs 

di cus ed. When structure of each wild-co111ponent is specified, a 

W-graph nw(V, E, W) beco111es an ordinary graph Gd(V, E') which is 

called a drive 1 graph. We prove (i) and (ii) as follows: (i) A W­

ircuit, a W-cut et and a W-tr e of a W-graph can be transfonned to 

a circui t (or dge disjoint union of circui ts), a cut et (or edge disjoint 

union of cuts t ) and a tree of any derived graph, re pectively; (ii) if all 

lenl nt in a set of W-circuits (W-cut ets respectively) are linearly 

ind p nd nt under \N-ring unl, then an elenlents in a t of edge 

11 



disjoint circuits (edge disjoint cu tsets) obtain d in (i) ar al linearly 

independent under ring StUll. 

In Chpter 5, some applications of W-graphs are nlentioned. Consider 

the via-minimization problelll in two-layered topological routing that 

is often used in design of VLSI or printed wiring boards. The problelll 

can be modeled by a W-graph Dw(V, E, W), where V represents a set 

of all terminals, E does a set of two--tenninal nets and W does a set 

of multi-terminal nets. With this modeling, the problenl is reduced 

to two problems of W -graphs: the one is detection of planarity of W­

graphs and the other is plane drawing of planar W-graphs. At present, 

the two problenls still remain unsolved, we are unable to evaluate our 

approach by W-graphs explicitly. However, if we can solve the two 

problems in W-graphs, the,advantages of this approach will be shown. 

In this dissertation, some theorems are provided for testing planar W­

graphs for some particular W-graphs. 

Finally, unsolved problenls on W-graphs left for future research are 

stated. 
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Chapter 1 

Introd uction 

Graph theory has been found useful in modeling systems ansIng In 

physical science, engineering, social science and economic problerns 

because of their intuitive diagramn1atic representation. The fact is 

that any system involving a binary relation can be represented by a 

graph. 

In this introductory chapter, some basic concepts of graph theory 

will be reviewed and several definitions and terminologies through­

out this dissertation will be introduced based on the standard texts 

[Mayedal 72], [Chen 71], [Chan 69] and [Harary 69J. Through sev­

eral instances, we illustrate why the concepts of wild-conlponents are 

needed where each wild-component is a minimally connected subgraph 

with unspecified edges, then we define a W-graph which contains wild-
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components. Since the relation between vertices and edges in each 

wild-component is unspecified, a W -graph is different from an ordi­

nary graph. 

1.1 Graphs 

A graph G or called an ordinary graph is a pair (V(G),E(G)) , where 

V (G) is a non-empty set of elements called vertices, and E( G) is a 

family of unordered pairs of elements of ,I (G) called edges. V (G) and 

E'( G) are called a vertex set and an edge set of G. When there is 

no po ibility of confusion, these can be indicated by the symbols of V 

and E, respectively. The graph is represented by G(V, E). The number 

of vertices of G(V, E) is usually denoted by I V I and the number of 

edges of G(V, E) is denoted by I E I· 

I t should be noticed that the relation between vertices and edge In 

a given graph is fixed , which Inakes a difference between graphs and 

W-graphs introduced in this dis ertation. 

If eJ (va, Vb ) i an edg of G(V, E), the eJ is said to join the vertice 

Va and Vb, and the vertices are then aid to be adjacent. In thi case, 

it i also said that j is incident at Va and Vb, and that Va and Vb are 

can d endpoints of J' Th nUlnb r of edges incident at Va is called 

a. degree of Va ' Two edges of G(V, E) incident at the arne vertex 
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will be called adjacent edges, and two or more edge joining the 

same pair of vertices will be called parallel edges. An edge joining 

a vertex to itself will be called a self-loop. A graph containing no 

self-loop or parallel edges is called simple graph. A simple graph in 

which every two vertices are adjacent is called a complete graph. A 

complete graph with n vertices and n( n - 1) /2 edges is denoted by ]{n' 

The rank of a graph is equal to I V I -p where p is the nUlnber of 

lnaxinlally connected components. A planar graph is a graph which 

can be embedded in the plane in such a way that no two edges inters ct 

geometrically except at a vertex. A graph drawn on a plane in this 

way is called a plane drawing graph and the areas which the plane 

drawing graph divides the plane are called the regions (windows). 

The unbounded region is called the outside region. 

1.1.1 Paths and Circuits 

An edge sequence {(vo, VI)' (VI, V2),"', (Vr-l, vr)}, r ~ 2, in a graph 

G(V, E) is said to be closed if Vo = Vr, and open otherwise. In an 

open edges sequence, Vo is called the initial vertex and Vr is called 

the final vertex of the edge sequence. Together they are called the 

terminals of the edge sequence. If all the edges appearing in an edge 

sequence are distinct, the edge sequence is called an edge train. If 

all vertices Vo, V}, "', Vr in an open edges train are distinct, a set of 
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these edges is called a path. When the initial and the final vertices of 

a path are the same, it is called a circuit. In other words, a circuit 

is a closed edge train. When some circuits are edge disjoint, we call 

these circuits as an edge disjoint union of circuits. It can be seen 

that the degree of every vertex in a circuit or an edge disjoint union 

of circuits is even, that is, every vertex as an endpoint appears even 

times in the closed edge train. 

With the aid of ring sum operation 1, we have the following impor­

tant property: 

Theorem 1.1.1 The ring sum of two different circuits is a circuit or 

an edge-disJ'oint union of circuits. • 

The proof of Theorem 1.1 .1 has been given in [Chen 71] and [Mayedal 72] . 

1.1.2 Cutsets 

For a connected graph G(V, E), let Va and Va be two non-en1pty sub­

vert x sets of V such that 1!a = V - Va and Va U Va = V. An edge set 5 

consisting of all edges between a vertex in Va and a vertex in Va is either 

a cutset or an edge disjoint union of cutsets. If renloval all edges of 

1 Ring-sum operation EB is defined as Ca EB Cb = (Ca U Cb ) - (Ca n Cb ). 
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5, the rank of G(V, E) reduces by one is called a, cut.s t.. Oth rWlse 

5 is called an edge disjoint union of cutset. When ei th I Va or Va 

contains one and only one vertex, the edge set 5 is all d an incidence 

set. In other words, an incidence et is formed by th edg incident. 

at a vertex of G(V, E). The number of linearly ind pend nt cut t or 

edge disjoint union of cut ets in G(V, E) is I V I -1. [May dal 72] has 

presented the following important relation of cut et or dge di j int 

union of cutsets under the ring sunl operation. 

Theorem 1.1.2 The ring sum, of two distinct cutsets or edge disJ'o int 

union of cutsets of a graph is either a cutset or an edge disjoint unzon 

of cutsets of the graph. • 

1.1.3 Trees 

A connected graph which contains no circuits i call d a tree , and a 

separated graph whose maximally connected components are tree is 

called a forest . The main properties of trees are sumluarized in th 

following theorem ([Wilson 72]): 

Theoren1 1.1.3 If T is a tree containing I V I vertices, then 
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1. T is a connected graph with I V I -1 edges. 

2. T contains no circuits. 

3. If Va and Vb are distinct vertices of T, th en th ere is exactly one 

path between V a and Vb. • 

The concept of a tree is extreluely important in graph theory because 

the number of linearly independent cutsets and circuits can be related 

to a tree . The discussion of the nUluber of trees in G has been given 

by [Moon 67]' In particular , the nUluber of trees in a complete graph 

I(n is nn-2 ([Harary 69]). 

Some fundanlental definitions and theorems in graph theory con­

cerning this dissertation has been introduced , which establish the basic 

vocabulary for describing W-graphs hereafter. 
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1.2 Several Motivating Examples 

It is well-known that any systen1 in vol ving a, binary r lation can be 

represented by a graph. In modern technologies, however, there are 

instances that the representation by graphs Inay not be sufficient to 

indicate some systems. One of instances is related to layout design of a 

PCB (printed circuit board) or a VLSI. Fig. 1.1( a) is a routing problen1 

where there are two nets na = {aI , a2, a3} and nb = {bl , b2} , all of 

pins (terminals) in each net nlust be connected by wires electrically. 

The net nb is a two-terminal net, whose tenninals can be connected by 

an edge. The net na is a nlulti-ternlinal net, whose terminals can be 

connected by any connection as long as those tenninals are connected. 

This means that those terminals should be connect d at least by a tree 

structure. 

Another example in [Tanenbau111 81] is in nlodern comn1unication 

technology. There exists such a cOlnputer network consisting of sorn 

tenninals (hosts) and a subnet which is an unspecified structure as 

shown in Fig.1.1(b). The job of a subnet is to carry nlessage fron1 

one ternunal to other ternlinal. All terminals in a subnet must be 

connected but its connection is unspecified. 
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Figure 1.1: (a)A routing problen1 (b) a computer network 
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It can be seen that the connection of a 111ulti-tenninal net in a rout­

ing problelu or a su bnet in a COlUpU ter net is unspecified though w 

know all tenninals or all hosts IUUSt be connected. Using an ordinary 

graph for modeling above systelus is unsuitable because the nece -

sary requireluent is that the relation between vertices and edges in the 

connections is unspecified, unless the connections are fixed by a. par­

ticular structure such as a cOlnplete graph, a tree, a rectangle and so 

on [Mal. 83] , [Hsu 83], [Xiong 89] and [Zha,ol 89]. 

Should the connection be fixed by a particular structure? Fixing 

it by a particular structure may produce an influence on physical de­

sign. Can we make a graph 1110del for these systen1s without particular 

structures? For example, we define an connected component contain­

ing vertices all a2 and a3 as shown in Fig.l. 2 to describe the connec Lion 

of net na as shown in Fig.l.l (a). The connected component will be 

discussed later. 
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1.3 New Graph Models - W-graphs 

In 1988, the concept of wild-conlponent in graph theory ha~ b 11 

presented by [Mayeda2 88J. A wild-cOlnponent (D finition 2.1.1) is an 

incompletely defined connected subgraph having p vertic and p - 1 

unspecified edges. In other words, we kn w th re i one and only 

one path between any two vertices in a wild-co111ponent, but which 

vertices being in the path other than initial vertex and final v rt x arc 

unknown. It can be considered that a wild-cOlnponent is an un p cifi d 

tree containing all vertices of the wild-cOlnponent. Hence, a wild­

component is a partially known graph. 

The background of a wild-co1l1ponent is for 1110deling a lllulti-ternlinal 

net or for indicating a set of specific ternunals under SOlne requiren1 nt 

such as these terminals can not be separated by any wire [Zhaol 89J 

and [Zha03 90]' Because a multi-terminal net is a mean of minilnally 

connecting terminals but the connecting structure is un pecified, it 

can be represented by a wild-component in which the e tenninal ar 

represented by vertices. 

When a graph G(V, E) contains wild-conlponent each of who e ver­

tices are in V, the graph is called a W -graph who e fonnulation will 

be given later (Definition 2.1. 3) . 

Because a W-graph contains some wild-components, it is a partially 
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known graph which is different from an ordinary graph. It is very in­

tere ting and useful to discuss the properties of such a partially known 

graph. 

Although in each wild-component the relation between vertices and 

edges i unspecified, some theorellls related to W-graphs have been 

summarized in [Mayeda3 90]' [ZhaoS 92J , [Zha06 92J and [Zha07 92J 

where knowing the structure of each wild-component being a tree is 

enough to study the properties of W-graphs such as circuits and cut-

et , and some properties under matrix representations . S01l1e po sible 

applications of W-graphs for solving the problen1S of layout design have 

been introduced in [Zhao1 89J and [Zha03 90]. 

It 111USt be pointed out that a W -graph is different fro1l1 a hyper­

graph [Berge1 73]. A hypergraph is defined as follows. Let V = { V I , 

V2, ••• , vn } be a finite set, and let E = {ei/i E I} be a family of subset ~ 

of V. The falllily E is said to be a hypergraph on V if 

(1) e i =I 0 (i E I) 

(2) UiEJ e i = V. 

The coupl H = (V E) is called a hypergraph. The elements V I , V,] , 

... , Vn are call d th vertice and the sets el, e2, ... em are called the 

hyper-edge . An edg et with I t I> 2 i drawn as a curve encircling 

all the vertice,- of t . An edge et with I et 1= 2 is drawn as a curve 
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connecting its two vertices. An edge ei with 1 i 1= 1, i drawn as a 

self-loop. 

From the definition of a hypergraph , we can see that an edge 

with ei I> 2 is a sub-vertex set and all vertices in the edg i are 

connected but the connection is undefined. Because hypergraphs are 

too ambiguous to be used . However, the structure of a wild-col11pon ent 

is defined as a minimally connected graph which is anyone of pp-2 trees 

if the wild-component contains p vertices. 

Although a cycle can be defined in a hypergraph which is fornled by 

hyper-edges, however, the relation between any two cycles can not I e 

established such as to obtain one from others and so on. Furthennor , 

in a hypergraph there are no concepts similar to cutset and tree of an 

ordinary graph [Berge2 74] . However , we will show that W -circui t , 

W-cutsets and W-trees which we will define in W-graphs have v ry 

similar properties as circuits, cutsets and trees of an ordinary graph . 

In fact, when we fix each wild-component with a tree , a W-graph 

becomes an ordinary graph, called a derived graph (Definition 4.1.2) . 

W-circuits, W-cutsets and W-trees becon1e circuits or edge disjoint 

union of circuits, cutsets or edge disjoint union of cutsets and trees 

of the derived graph, respectively. Furthennore, without choosing a 

tree for each wild-component, we can show that there are linearly 

independent W -circuits and linearly independent W -cutsets which 1 ad 
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to fundamental W -circuit matrix and fundamental W -cutset which are 

theoretically very important. 

Thus, W-graphs may be an important model in the field of circuits 

and systems. 

14 



1.4 Organization of This Dissertation 

In this dissertation a graph model called a W-graph will be intr luced. 

The properties of W-graphs will be di us d. 

Cha pter 1 : SOllle basic tenninologies in graph th ory ar r viewed 

and the summary of this disserta.tion is giv n . The tenninologic ' in-

cluding paths and circuits, incidence set and cut t , and tr ar 

mentioned which are related to later chapt rs. In thi introductory 

chapter, the concepts of wild-components and W-graphs are introduced. 

A wild-colllponent Wi is defined as a pair of a vertex et and a span­

ning tree containing all vertices in the vertex set. In other wor L 

wild-component can be considered as an unspecified tre - tru ture . A 

W-graph consists of an ordinary graph and k(> 0) wild-conlpon nts so 

that which is partially known graph. It is pointed out that hyp }'- dges 

and hypergraphs are related to wild-cOlllponents and W -graph. The 

definition of the forll1er is Inore general than that of the latter, which 

restricting wild-component to trees lead u to Inore ophi ticated 

discussion, as will be given in this dissertation. 

Cha pter 2 : The basic concepts on W-graphs are explained. Fir t , 

we give the definition of wild-components. A wild-colnponent W t i a 

pair of a vertex set V( Wi) having Pt vertice and a spanning tree con­

taining Pi and Pi -1 edges, and i formally defined as W t = {V (w t ) , t(t) I 
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t(i) E T(wt )}, where V(Wi) = { Vi I, Vi2, "', Vipi}, T(wd is a set of all 

trees containing all vertices in V( Wi) and t Ci ) is any tree in T( Wi ). 

Hence, a wild-component Wi can represent any tree containing all ver­

tices of V( Wi), where no specific tree is given. The infonnation avail­

able on a wild-component is only that there exists exactly one path ( 

called an inn er path) between any two vertices of a wild-component. 

Then, we define a W -graph. A W -graph Slw consists of an ordinary 

graph G(V, E) and k(> 0) wild-components WI, W2, " ', Wk, and is 

represented by Slw(V, E, W) = G(V, E) U WIU W2U .. . UWk. If we use 

colors to distinguish each wild-component in a W-graph Slw(V, E , W) , 

it is clear that the total number of edges in the W-graph is equal to 

1 E 1 + 2::!:11 1 V (w t ) 1 - 1 W I· However, as we have mentioned 

previously, 2::!~l 1 V( Wi) 1 - 1 W 1 edges in wild-components are 

unspecified. 

The properties of a W-graph can be classified into two types : The 

one is called an arbitrary property which holds for any tree given to 

each wild-colnponent; the other is called a restricted property which 

can hold for at least one tree given to each wild-component. We will 

discuss SOlne arbitrary properties of a W -graph in Chapter 3 and 4, 

and SOlne restricted properties in Chapter 5 . 

Chapter 3 : We introduce W-circuits and W- cutsets of a W-graph 

as an extension of circuits and cutsets of an ordinary graph. A W-
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circuits is defined as a set consisting of edge and wt (Voi/V (wt ) - ' ~1) 

which satisfy four conditions. wt (Voi/V( Wi ) - VOt) can be consi lerc I 

as a set of I Voi I /2 inner paths of Wi whose tenninals are in VOt and 

are different. No matter how we choo e pairs of vertice in VOl a ~ 1 ng 

as each vertex is exactly in one pair , a set of I V~H I /2 inner paths an 

be obtained. We replace each Wi (Voi/Voi ) in a W-circuit by the set. of 

inner paths, the W-circuit beconles a closed train which is ilnilar 1.0 

an closed edge train in ordinary graph. 

A W-cutset separates the vertex set V of a W-graph into Va and 1f a 

where Va U Va = V and Va n Va = 0. If wild-component Wt is separated 

by a W-cutset such that V(wt ) is divided into Vai and Vai wher Vai U 

"Vai = V( Wi), Vai ~ Va and Vai ~ Va, Wi is represented by Wi(Vai : Vat). 

Hence, a W-cutset consists of edges and Wi(Vai : Vai)' 

Also defined is an operation of W -ring sum in a W -graph. I t is 

proved that the W-ring sum of two W-circuits is a W-circuit and 

that the W-ring sum of two W-cutsets is also a W-cutset. Further­

more, W-incidence, W-cutset and W-circuit nlatrices are introduc d. 

In a W-incidence matrix A w , we define a W-tree corresponding to the 

columns of a non-singular major submatrix of Aw. By the W-tr' ee, 

a fundamental W-cutset matrix and a fundamental W-circuit matrix 

can be constructed where their rows corresponds to a set of linearly 

independent W -cutsets and a set of linearly independent W -circui t , 
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respec tively. 

Cha pter 4 : The relation between a W-graph and its derived graphs 

is discussed. When structure of each wild-component is specified , a 

W-graph Ow(V, E , W) becomes an ordinary graph Gd(V, E') which is 

called a derived graph. We prove (i) and (ii) as follows: 

(i) A W-circuit, a W-cutset and a W-tree of a W-graph can be tra,ns­

formed to a circui t (or edge disjoint union of circui ts) , a cutset (or 

edge disjoint union of cutsets) and a tree of any derived graph , 

respec ti vely ; 

(ii) if all elelllents in a set of W-circuits (W-cutsets , respectively) are 

linearly independent under W-ring sum, then all elements in a 

set of edge disjoint circuits (edge disjoint cutsets) obtained in (i) 

are also linearly independent under ring sum. 

These results are theoretically very important . 

Cha pte r 5 : Some applications of W-graphs are mentioned. Con­

sider the via-minimization problem in two-layered topological routing 

that is often used in design of VLSI or printed wiring boards . The 

problen1 can be modeled by a W-graph Ow(V, E , W) , where V repre­

sents a set of all terminals , E does a set of two-terminal nets and Y¥ 

does a set of lllulti-terminal nets . It is proved that a W-graph for mod­

eling a routing problem can be en1bedded on either inside or outside 
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(the inside and the out ide are cone ponding to tw layer.. 1 r sp e­

tively) of the boundary of routing region without eros ing dg s hy 

created verti ces and that the number of via i equal to the nlllllber f 

created vertice . With this 1110deling, the routing probl 111 can b r­

duced to two probleIl1s of W-graphs: The one is detection of plana.rity 

of W-graphs and the other is plane drawing of planar W-graphs. 

At present, the two problems still re111ain un olved we are unable 

to evaluate our approach by W -graphs explicitly. H wever, if w call 

solve the two probielns in W -graphs, the ad vantages of thi approach 

will be shown. In this dissertation, S0l11e theorems are provided for 

testing planar W-graphs for SOlne particula.r W-graphs. The difficulty 

of testing planar W -graphs are analyzed. 

Cha pter 6 : The properties of W-graphs introduced in this diss r­

tation are summarized and some suggestions together with unsolved 

problems are stated. 

19 



Chapter 2 

Basic Concepts of W -graphs 

The basic concepts on a W-graph will be introduced. First, we giv the 

definition of a wild-component. A wild-colllponent Wi is defined by a 

pair of a vertex set and an unspecified tree containing all vertices in the 

vertex set. The information available on a wild-cOlllponent is only that 

there exists exactly one path (called an inner path) between any two 

vertices of a wild-con1ponent. Then, we define a W-graph . A W-graph 

Dw consists of an ordinary graph G( V, E) and k (> 0) wild-cOlnponents 

WI, W2, 0 00, Wk, and is represented by Dw(V, E, W) = G(V, E) U wIU 

W2 U 00 0 UWk. The properties of a W-graph can be classified iuto two 

types: The one is called an arbitrary property which holds for any tree 

given to each wild-component; the other is called a restricted property 

which can hold for at least one tree given to each wild-colllPonent. We 
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will discuss some arbitrary properties of a W-graph in Chapter 3 and 

4, and some restricted properties in Chapter S. 

2.1 Definitions of Wild-components and 

W-graphs 

Since a W-graph is a new concept in graph theory, it is very important 

to notice the following definitions. 

2.1.1 Wild-con'lponents 

If a subsystem should be connected but there is no requirements on 

how the connection should be, the subsystem can be modeled by a 

wild-colnponent, defined as follows: 

Definition 2.1.1 (Wild-conlponent) A wild-contponent Wi con­

taining Pt (2 < Pt < 00) vertices Vtl, Vi2, ..• ,Vtpt is defined as: 

wh re V(Wi) = { ViI, Vi2, "', Vipi }, T(Wi) is a set oj all trees containing 

all vertices in V (Wi) and t(i) means anyone oj trees in T( Wi)' 

It hould be noticed that a wild-co111ponent can be considered as an 

incolnpl tely defined tree. In other words, a wild-component is not 
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a vertex set but is a minilnally conn ct d graph w h r th rela,t.i n 

between vertices and edges is unspecified. H nce, th xisten of 

edges in a wild-coulponent is known but th endpoints of th edges 

are unspecified. The infonnation available on a wild-coulponent i 

that there exists one and only one path b tween any two v rtic In 

the wild-component. 

For avoiding confusions in tenllS of path, we gIve a definition of a 

path in wild-component as follow : 

Definition 2.1.2 (Inner path of Wi) A path in a wild-c01npon eni 

Wi is called an inner path of W t , denoted by Pwi( Va, Vb ) where Va and Vb 

are terminals 1 of the path. 

It should be noticed that the terminals of an inner path of wild­

component Wi is known but the other vertices contain d in the inll r 

path are unknown though there always exists exactly one inner path 

between any two vertices in Wi. Of course, all vertice in the iuner 

path are in V( Wi)' 

2.1.2 W-graphs 

If a system contains wild-components, the system can be expressed by 

a W-graph which is defined as follows: 

ITerminal is either an initial vertex or a :final vertex in a path whose degree is 

one. 
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Definition 2.1.3 (W -graph) A W-graph Slw is represented by 

Slw(V, E, W) = G(V, E) U WI U W2 U··· U Wk (2.1) 

or sirnply denoted by Slw(V, E, W) where W is a set of wild-c07nponents 

Wj, W2, ••• , Wkl G(V, E) (V =f 0) is an ordinary graph and V( Wi) ~ VI 

JOT all i = 1, 2, ... , k. 

It should be noticed that a wild-component Wi contains 1 V( wd 1 -1 

unspecified edges which are different froln unspecified edges in any 

other wild-coluponents. In other words , if we use colors, one color is 

gi ven to all unspecified edges in one wild-component, another color is 

given to all unspecified edges in another wild-coInponent and so on. 

Hence, if wild-components Wi and w] have comnlon vertices, unspeci­

fied edges in W t and W) may be connected between the same vertices 

but those are different colors (that is they are considered to be differ-

nt). 

For a given W-graph Slw(V, E, W), we u e the synlbol of 1 V I, 1 E 1 

and 1 W 1 for indicating the nUlnber of vertices, the nUlnber of edges 

and the nUlnber of wild-components in the W-graph, respectively. It 

hould be noticed that we only consider the case that 1 VI, 1 E 1 

and 1 W 1 are finite and 11 =f 0. When th wild-component set W 

in a W-graph i an eIllpty et, the W-graph is an ordinary graph. 

Hence , we Suppo W =f 0 in this di sertation. ince a W-graph i 
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a partially known graph and differs frOlll an ordinary graph, for each 

wild-coulponent, there is only one infoIlnation available that each wild­

component has one and only one inner path between any two vertice~. 

For a W-graph Slw(V, E, W), since each wild-colllponcnt has I V(w,) I 

vertices and I V( wd I -1 edges , the total nUlllber of all edges in the 

W-graph is equal to 1 E 1 + I:1:} 1 V( Wi) 1 - 1 W I · However, as 

we have mentioned previously, L~:!"~ I V( Wi) I - I W I edges in wild-

conlponents are unspecified, that is , we know these edge::; exist, bu t 

don't know where they exist. 

Example 2.1.1 A given W-graph Slw(V, E, W) is shown In Fig.2.1, 

which contains vertices Vl, V2, ... VlO and edges e l, e2, ... , ell and 

two wild-components V( Wl) = { V2' VS, V6, V7 } and V( W2) = { V2' V3, 

V7, V8, Vg}. Hence, we can obtain that I V 1= 10 , 1 E 1= 11 and 

1 W 1 = 2. The total nUlnber of edges in the W -graph is ighteen where 

three edges in Wl and four edges in W2 are unspecified. o 

Definition 2.1.4 (Connected W-graph ) A W- graph 2S sepa-

rated if there exist two vertices such that there are no paths or inner 

paths between them. A W-graph is said to be connected if it 2S not 

separated. 

Since there exists one and only one inner path between any two 

vertices in a wild-component, it should be noticed that Fig.2.1 is a 
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Figure 2.1: A VV -graph. 

connected W-graph though it contains vertex V8. 

ell 

VlO 

2.2 Classifying Properties of W-graphs 

A vV-graph is a partially known graph where the edges in each wild-

component are unspecified. vVhen we study the properties of \V-

graphs, we should notice that the properties of vV-graphs have two 

types. One is that some properties of a vV-graph hold for any trees 
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given to each wild-colllponent called arbitrary prop rty and oth r IS 

some properties hold only for sonle tre given to ach will- olllponent. , 

called restricted property. 

1. Arbi trary Property: The property holds for any tree given to 

each wild-component in a W-gra ph. 

2 . Restricted Property: The property can hold for at least one 

tree given to each wild-component in a W-graph . 

We show a simple example to explain wha,t is the arbi t.rary property 

of W-graphs. Fig. 2.2 is a W-graph containing two c1g 2 and a 

wild-component WI where V(WI) = { V I V 2, V3, V4}. W ay that ther 

exists one and only one path between V5 and V6, which is true for any 

tree containing VI, V2, V3 and V4 to be the structure of WI' 

On the other hand, a W-graph is said to be planar (Definition 5.2.]) 

if there exists at least one tree given to each wild-colnponent in th 

W-graph such that it can be drawn on a plane without crossing edges. 

It is clear that the properties of planar W -graphs is re tricted property. 

We will give SOlne arbitrary proper tie of W-graph in 'hapter 3 

and 4 such as W-circuits and W-cutset where those propertie sati fy 

any tree to be the structure of each wild-component. Oille re trict d 

properties are introduced in Chapter 5. 
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Figure 2.2: An example of arbitrary property. 
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Chapter 3 

W -circuits and W -cutsets 

Circuits and cutsets are very iInportant subgraphs not only in ternlS of 

theories but also in applications in graph theory, [Chen 71], [Chan 69J, 

[Wilson 72], [Mayedal 72J, [Breuer 77] and [Lauther 79J. Though W­

graphs are partially specified graphs, W-circuits and W-cutsets which 

are sinlilar to circuits and cutsets of ordinary graphs can be defined in 

W-graphs. Also defined is an operation of W-ring sum in a W-graph. 

It is proved that the W-ring SUIn of two W-circuits is a W-circuit and 

that the W-ring sum of two W-cutsets is also a W-cutset. Further­

more, W-incidence, W-cutset and "V-circuit matrices are introduced. 

In a W-incidence matrix A w , we define a W-tree corresponding to the 

col umns of a non-singular major su bmatrix of Aw. By the W -tree , 

a fundamental W-cutset Inatrix and a fundamental W-circuit lnatrix 
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can be constructed where their row corresponds to a set of linearly 

independent W-cutsets and a set of linearly independent W-circuits, 

re pecti vely. 

3.1 W-circuits 

A W-circuit in a W-graph corresponds to a closed train consisting of 

edges and inner paths (Definition 2.1.2) which is illlilar to a clo ed 

edge train in an ordinary graph. Under the defined W-ring sum op­

eration, we will discuss the relation of W-circuits in a W-graph . In 

fact, when each wild-component is specified by a tree, a W-circuit be­

come. either a circuit or an edge disjoin union of circuit which will be 

di cus. ed in Chapter 4. 

3.1.1 Definition of a W-circuit 

By Definition 2.1.1 and 2.1.2, we know that there exists one and only 

on inner path between any two vertices in a wild-colllponent. It is 

possible to describe a closed train in a W-gra,ph by edges and inner 

paths . A W-circuit i defined a~ follows: 

Definition 3.1.1 (W-circuit) For a W-graph Dw(V, E, W) where 1 

W 1= k, let eci (vct) Vdi) be an edge in E where VCt and Vdt are endpoints 

oj the edge also let VOt be a sub-vertex set oj V( Wi). A W-circuit is 

30 



represented by: 

(3.1) 

which satisfi es the f ollowing four conditions: 

1. A ny two edg es in E q.( 3. 1) are different. 

2. Ea ch vertex set Voi (i = 1,2, "' ) k) must consists of different 

verti ces and I Voi I is even . 

4. Considering vertices as en dp oints of edges and vertices in VOl oj 

w (V /V( w ) - V .) f or i = 1 2 ... k then eal' h vertex al') J)~ CLTS I. Ot t Ot ' " , ~ 

even times. 

For a W-graph as shown in Fig. 3.1 , we can find a W-circuit x-

pressed as follows: 

(7w = {el (vl, v7 ),e2 (v7,v2 ), e3(v3, Vg ),e4 (Vg,v6 ), 

Wl (V4, V6 / V3, vs ), W2 (Vl, V2, V3, v4 /0)} 
(3.2) 

where all edges are different and Vol = {V4' V6 } and Vo2 = {VI, V2, V3) 

V4} which satisfies Definition 3.1.1. 

Consider a W-circuit in a W-graph . A W-circuit corresponds to a 

closed train consisting of edges and inner paths defined a follow : 
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Figure 3.1: A W-graph having two wild-cOlTIponents. 

For a W-graph Ow(V, E, W) , we can get an sequence consisting of 

edges in E and inner paths of wild-components in W. Let e (vrJ , V r J+1) 

be an edge in E whose endpoints are vrJ ' V rJ +1 and P w i( V r J , V r j+1) be 

an inner path of a wild-colTIponent Wi indicated by its subscript whose 

terminals (Definition 2.1.2) are V rJ J V r j +1 E V( wJ. 
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We make the sequence cOlnposed of the edges (vr), Vr )+1) and inner 

{[f(Vll , V12 ), f( V12, V13 ), "" f(Vl)' VIJ+l) , "' , f(Vlk(l), VU )] , 

[f(V2 1, V22 ), f( V22, V23 ),"' , f( V2J, V2J +l) , "' , f(V2k(2), V21 )] , 

[f(Vml' Vm2), f(V m2, Vm3), "' , f( vmJ , VmJ+l) , "', f( Vmk(m), Vm l)]} 

(3 .3 ) 

where each of {f(Vrj,VrJ +l)} , r = 1,2,···,m, j = 1,2, ···,k(r) , is 

can be seen that each of {f( vrJ, VrJ +l)} (for r, l < j < k(r)) , has one 

endpoint or terminal in common with the preceding f(VrJ-l, vrJ ), and 

the other endpoint or terminal in common with the succeeding f ( VT) + 1, 

Defini tion 3.1.2 (Closed train) If th e follo wing two con diti ons 

are satisfied, th e sequence in Eq.(3.3) consis ting of edg es and inner 

paths is called a closed train, deno ted by <P . 

Condition 1: Neith er each VrJ nor VrJ+l of an inner path PWt(vrJ , 

Vrj+d can be a terminal of anoth er inner path of th e same wild-

component Wi in Eq.(3.3) . 
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Condition 2: Each edge and each inner path of Wi appear exactly 

once in Eq.(3.3). 

Consider the W -graph containing four edges and two wild-components 

WI and W2 as shown in Fig.3.1. There is a closed train cD: 

cD = {Fl ' F2 } 

= {[e4 ( V8, V6 ), Pwl (V6' V4 ), Pw2( V4, V3), e3( V3, V8 )], (3.4) 

[el (vI, V7 ), e2 (v7, V2 ), Pw2(V2, VI) ]} 

because this sequence satisfies Condition 1 and 2. It should be noticed 

that V4 as a terminal appears twice but one is in an inner path of WI and 

other is in an inner path of W2 ' However, another sequence { e3 ( V8, V3 ), 

Pwl (V3, V5 ), Pwl (V5, V6 ), e4 ( V6, V8 )} is not a closed train since there exist 

Pwl (V3, V5 ) and Pwl (V5, V6 ) in the sequence having a COnl1TIOn vertex V5 

as a terminal vertex not satisfying Condition 1. 

Property 3.1.1 Let a W- cirC'uit contain Wi(Vai / Vai ) (i E 1,2, ··· , k) 

where I Vai I is even. No 7natter how we choose pairs of ver ti ces in Vai 

as long as each vertex is exactly in one pair) we can obtain I Vai I /2 

inner paths of Wi whose terminals aTe in Vai ) so that we can replace 

each Wi C~i /Vai) in the W- ciTcuit by these inner paths to produce a 

closed train. 
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Example 3.1.1 Eg. (3.2) i a W-circuit expre d by 

Cw = {el(vl ,v7 ), e2 (v7,v2 ),e3(v3,v ) e4(v8,v6), 

Wl(V4, V6/V3, V5 ), W2(Vl, V2, V3 v4 /0).} 

For changing WI (V4' V6/V3, V5), since Val = {V4, V6 } , th re exists only 

one inner path Pwl(V4,V6) available. However, we can replace W2(Vl 1 

V2, V3, v4/0) by anyone set of {Pw2(Vl, V2), Pw2(V3, V4)}, {Pw2(Vl, V3 ), 

Pw2(V2, V4) } and {Pw2(V2, V3), Pw2(Vl, V4) } . 

When we choose {Pw2( VI, V2), Pw2( V3, V4) } to change W2( VI, V2, V3, v4 /0) , 

the corresponding closed train is shown in Eg. (3.4). 

When we choose {Pw2(VI, V3),Pw2(V2, V4) }, the corresponding clos d 

train is 

1>' = {el (VlJ V7), e2 ( V7, V2), Pw2( V2, V4), Pwl (V4' V6), 

e4(v6,v8),e3(v8,v3),Pw2(V3,VI) } 

When {Pw2(V2, V3),Pw2(Vl, V4) } is chosen, the corresponding closed 

train is expressed as 

1>" = {el (VI, V7), e2( V7, V2), Pw2( V2, V3), e3 ( V3, V8), 

e4(V8, V6),Pwl(V6, V4),Pw2(V4, VI). } 

o 

It can be seen that Wi(Voi /Vod in a W-circuit is a set of I Vm I /2 

inner paths of Wi and Voi is a set of terminals of those inner path . 

Hence, we give a definition to describe Voi as follows. 
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Definition 3.1.3 (Terminal set) A vertex set V oi (i = 1, 2, ··· , 

1 W I) in a W-circuit in Eq.(3.1) is a tenninal set oj W i · Th e total 

nU7nber oj ve rti ces in V oi is always even. 

It should be noticed that for a W-circuit containing Wi(Voi / Voi ) 

(i E 1, 2, ···,k), when we change wt(Vot / Voi ) by I VOt I /2 inner 

paths of Wi whose terminals are distinct in the W-circuit , the W-circuit 

becomes a closed train by Property 3.1.1. Furthennore, we will show in 

Chapter 4 that when each wild-component is specified by a tree, there 

exists exactly one subgraph of the tree which consists of 1 Voi I /2 edge 

disjoint paths su th that the W -circuit beconles either a circuit or an 

edge disjoin union of circuits. 

We will establish a relation of W-circuits in a W-graph under an 

operation called W-ring sum which is defined next. 

3.1.2 Ring SUlll Operation of W-circuits 

A theorenl associat d with the W-ring SUln of W-circuits will be given . 

First , we define an operation of W-ring sum with respect to W-circuits 

Co. and C{3 , denoted by Co.<fJC{3 , as follows. 
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Definition 3.1.4 (W-ring sum of W-circuit) Let Co. and C(3 be 

W-circuits, 

and 

C(3 = {e(3I' e(32," ' , e(3n, WI (V(3ol/V(3ol) , W2(V(302 / V(3o2) , "' , 

W/W/ (V(3o/W / /V(3o /w/),} 

Th en, Co.tIJC{3 is f ormed by the following three parts: 

(3.5) 

(3.6) 

Part I: Co. tIJC(3 contains all edges in {eo.l' eo.2, ... , eo.rn } EB { e{31, e(32 , 

. " , e(3n }. 

Part II: If Wi(Voi/V(Wi) - Vad is in Co. or C(3 but not in both Co. and 

C(3, then Wi (VodV( wd - Vai) is in Co.tIJC(3. 

Part III: IfVo. oi EB 1!(3oi -# 0 (i = 1,2,"', I W I) , Wi (Vo. oi EBV(3oi / V (Wt )­

Vo.oi EB V(3oi) is in Co.tIJC(3. Eles, Wi is not contained in Co.EBC(3 . 

The W-ring sum of W-circuits is explained by the following example. 

Example 3.1.2 In the given W-graph in Fig. 2.1, we can find a W­

circuit Co. in as: 

Co. = {el(V5, VI), e2(VI, V2), e7(V6, V4), eIO(V4, Vg), 

WI ( V2, V5, V6, V7 / 0) , W2 ( V7, Vg / V2, V3, V8) } 

37 



Al 0, we can obtain another W-circuit Cf3 expressed as: 

By Definition 3.1.4, Co EBCf3 can be obtained as 

C-y = Co $Cf3 

= {el(V5, VI), e2(Vl, V2), e5(V3, V4), e7(V6, V4), e8(V9, V7), (3.7) 

WI(V2, V5, V6, v7/0), W2(V3, V9/V2, V7, V8)}. 

o 

It i clear that C-y is also a W -circuit because it satisfies Definition 

3.1.1. There is a question whether the W-ring sum of any two W­

circuit of a W-graph is also a W-circuit of the W-graph which will 

be answered in the following discussion. 

3.1.3 Properties of W-circuits in a W-graph 

In graph theory, we have Theoren1 1.1.1 which states that the ring 

Uln of circuit becolne either a circuit or an edge disjoint union of 

circui ts. If w can provide a theorem corresponding to Theorem 1.1.1 

in a W-graph, then any W-circuit can be obtained by the W-ring sun1 

of linearly ind pendent W-circuits. 

From D finition 3.1.4, the following lemlna is trivial. 

Lenuna 3.1.1 Let Co and Cf3 be two W-circ~lits) we have) 
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• 
In general , we have the following theorelll. 

Theorem 3.1.1 The W-ring sum of two different W-circuits of a W­

graph Ow(V, E, W) is also a W-circuit in th W-graph. 

Proof: Let Ca and C{3 be two different W-circuits. uppo e Cn EBC{3 

IS: 

{eo , eo ,"' , e€rn , WI (1!€ol/Vcol ), "' , wlwl(Vcolwl/\fcolwl)}· (3.) 

In order to show that the set in Eq.(3.8) is a W-circuit , we lllUSt 

show that the conditions in Definition 3.1.1 will be sati fi d. 

Since {eo , eo, ... , e€rn} = {eal, ea2, ... , earn } EB {e{31, e{32, ... , e{3n } , 

edges in {eO,e€2,"' ,e€rn} are all different which satisfi s Condition 1 

in Definition 3.1.1. 

For any terminal set Vcoi, since V€oi = Vaol EB V{30t where I Va 01 I and 

I V{3m I are both even I VcOt I is also even which ati fies ondi ti n 2 

in Definition 3.1.1. 

When ~oi = 0, we will remove wt(V~ odVc ot ) fron1 Eq.(3.) 0 it 

satisfies Condition 3 in Definition 3.1.1. 
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Now we only need to show that CaEBC,B satisfies Condition 4 tn 

Definition 3.1.1. 

Let Vc be any vertex in Eq. (3.8) as either an endpoint of an edge 

or a vertex in a terminal set. 

Consider Vc is contained in both Ca and C,B' Let d~e)( vd be a nUluber 

of times that v< appears as an endpoint of an edge in Ca and d~w) (vc) 

be a number of terminal sets Vaoi (i E 1,2" ",1 W I) which contains 

v< in Ca. Similarly, we can define those with respect to C,B as J,Be)(vd 

and cf,Bw)(vc). By Definition 3.1.1, since Ca and C,B are W-circuits, we 

know d~e)( vd + d~w)( vd is even number and J/)( vd + d~w\ vd is also 

even number. Hence, Vc in Eq. (3.8) appears the following times : 

where d~e)( v<) is a number of common edges whose one endpoint is Vc 

and in both Ca and C,B, and d~w)( vd is a number of pairs of terminal 

sets Vaoi and V,eoi (i E 1,2, ... , 1 W I) each of which contains v< . 

Since d~e)( vc) + d~w)( vd + d~e)( vc) + d~w)( vd is even and d~e)( vd 

and d~w)( vc) are ll1ultiplied by 2 so that the above result is always even 

which proves that every vertex in CaEBC,e appears even tilnes. • 

Theorenl 3.1.1 establishs the relation of W-circuits in a W-graph 

under the defined W-ring SUll1 operation, so that we can obtain any 

W-circuit by W-ring sum of linearly independent W-circuits. A set 
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of linearly independent W-circuit {Ci }, 'i = 1,...,,···,1', i defin d as 

follows. 

If for sonle set of constant ai = 1 or 0, not all of which ar zero, W 

have 

(3.9) 

where lei = Ci and OCi = 0, then the W-circuits are said to b lin­

early dependent. If however Eq.(3.9) is satisfied only when all the 

constants ai are zero , the W-circuits are said to be linearly indepen­

dent . 

We will provide a method for obtaining a set of linear indep nclent 

W -circui ts by matrix representation later. 

3.2 W-Cutsets 

Consider a cutset or an edge disjoint union of cutsets separating 

the vertex set V of a W-graph S1 w (V, E, W) into two vertex subsets Va 

and Va such that Va U Va = V, Va n Va = 0. If an edge in E is connected 

between a vertex in Va and a vertex in Va, we say that the cuts t or 

the edge disjoint union of cutsets contains the edge. If Va and Vb are 

two vertices in V( Wi) and Va E Va and Vb E Va we will use the colon 

":" to divide V (Wi) into two subsets Vat and Vat uch that Va E Vat and 

Vb E Vai where Vai = V( Wi) - Vai , then we ay the cutset or the edg 
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disjoint union of cu tsets contains Wi as forn1 of Wi (Vai : Vai ). 

3.2.1 Definition of a W-cutset 

A W-cutset is defined as a collection of edges and wild-con1ponents 

which are contained by a cutset or an edge disjoint union of cutsets 

separating the vertex set V of Dw(V, E, W) into two vertex subsets Va 

and Va where Va = V - Va' 

D efinition 3.2.1 (W -cutset) For a W-graph Dw(V, E, W), a W­

cutset corresponding to a cutset or an edge disjoint union of cutsets 

separating V into Va and Va is represented by 

(3.10) 

where esl, es2, • • • ,e sm are all edges which are connected between a ver­

tex in Va and a vertex in Va = V - Va' Vat and Vat (i = 1,2,· ·· ,1 W I) 

are two vertex subsets of V (Wi) such that Vat ~ Va) Vat ~ Va and 

Va7. U Vat = V( Wi)' When one of Vai and Vat is an empty set, then we 

define Wi(Vai : Vad = 0 which is not contained in S. 

Consider a W-cu tset separating vertices of the W-graph in Fig.2 .1 

into two parts Va = {VI, V2, vs, V6 } and Va = {V3' V4, V7, V8, Vg, VIO } as 

shown in Fig.3.2. The W-cutset contains edges e3, e4, e6 and eg which 

are connected between a vertex in Va and a vertex in Va' Also the 
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W-cutset separates V(W1) into Val = { V21VS V6 } and Val = { V7 } a.nd 

separates V(W2) into Va2 = { V2 } and Va2 = {V3,V7,V8,V9 }. Henc 1 the 

W -cutset 51 is as follows. 

VI 

/ 
/ 

/ 
/ 

/ 
/ 

/ . 

V8 
o 

W-cutset Sl 

1\ . / V7 ' e \ 0-,,_=...;8:..--__ --( 

es 

··t e9 

wild-component WI 
wild-component W2 

Figure 3.2: A W-cutset. 

ell 

VlO 

It should be noticed that the definitions of Wi (Vai : Vai ) in a W-cutset 

and that of Wi(Voi/Voi ) in a W-circuit. For a W-cutset , Wi(Vat : Vat) 

and Wi(Vai : Vai ) have the same meanings. And we have defined that 

Wi (Vai : Vai ) = 0 if one of Vai and Vai is an empty set. However , in 
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W-circuit, only if Voi = 0, Wi(Voi/Voi ) = 0. 

3.2.2 Ring-sum Operation of W -cutsets 

For W-cutsets Sa and Sb, an operation of W-ring sum with respect to 

Sa and Sb represented by Sa ffisb is defined as : 

Definition 3.2.2 (W-ring sum of W-cutsets) Let Sa and Sb be 

two W-cutsets of a W-graph) which are expressed as: 

and 

Then we define th e W-ring sum of saffisb which consists of three parts 

as: 

Part 2: If Wi(Vai : V( Wi) - Vai ) is only in one of Sa or Sb) the Wi(Va,t : 

V( Wi) - Vai ) is in SaEBSb. 

Part 3: For each wild-component Wi) a Wi(Vat EB ~i : V( Wi) - Vai EB Vbi ) 

is in Sa ffisb if both Vai EB Vbi -I- 0 and 11 (Wi) - Vai EB Vbi -I- 0 

(i = 1,2,'· ·, 1 W I) are satisfied. Otherwise) SaffiSb does not 

contain Wi. 
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Consider the W -graph as hown in Fig.2.1. On \ V -cu t.sct S] ha:-\ 

been obtained in Eq. (3.11). There i another W-cuts t 2 1 arat. s 

vertices of the W-graph into Va = {VI V5, V6 V7 , V Vg} and Va = { V2, 

V3, V4, VIa }' S2 contains edges e2, e 3 e7, 10 and eparat V(Wl) into 

{V2 } and {V5' V6, V7 } and V( W2) in to {V2' V3} and {V7' V 8, Vg } . Hence 

The result of SI ffis2 is shown a follows. 

(3.14) 

3.2.3 Properties of W-cutsets 

It is well-known that a cutset or an edge di joint union of cutsets in a 

graph independent of the structure being either totally unknown , par­

tially known, or completely known, becau e the definition of a cut et r 

an edge disjoint union of cutsets itself is 111ade without ~ pecifying th 

edge structure of a graph [Mayeda.1 72J. The following th or Dl is tri v­

ial, but the description of W-ring sun1 of W-cutsets and the expression 

related to wild-components should be verified. 

TheorelTI 3.2.1 Ij Sa and Sb( i- Sa) are two W-cuts ets oj a W-graph , 

then saffiSb is a W-cutset oj the W-graph. 
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Proof: We show that the W-ring sum of two W-cutsets beconles 

one shown in Eq.(3.10). First, suppose V is the vertex set of a graph. 

Consider four subset of V as Vll , Vi2, V21 and V22 which are not empty 

sets and satisfy 

and 

Vpq n ~s = 0 

where p, q, r, S = 1 or 2, (pq) #- (rs) as shown in Fig.3.3 . 

Figure 3.3: V separated into Vll , V12 , V21 and V22 . 

L t a cutset or an edge disjoint union of cutsets separate V into 

Va = Vl1 U V12 and Va = \121 U V22 and another one separate V into 

Vb = V12 U 1/ 22 and Vb = 1/ 11 U V21 0 By Eq.( 2-3-17) in [Mayedal 72] , the 

ring sum of the two cutsets or edge disjoint union of cutsets separates 
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V into Ve = Vl1 U V22 and Y:: = Vi2 U , 21, that is 

5a EB Sb = c(Va x Va) EB c(1!b X Vb) 

= C((Vl1 U V12 ) X (V21 U V22 )) EB c(( \ 12 U \/22) X (1'11 U 1':n)) 

= c( (Vl1 U V22 ) X (V12 U V21 )) = c( (Va EB Vb) X (Va EB Vb)) 

= c(Ve X Y::) 

= 53. 

(3 .15) 

Notice that Ve and Ve are two disjoint vertex subsets of V separaL d 

by 53' 

Suppose we separ ate vertex set 11 in a W -gr aph Dtv (V, E, W) oy the 

same way, that is, Vl1 U V12 U V21 U V22 = V and Vpq n v;. = 0 w h re 

p, q, r, S = 1 or 2, (pq) i= (rs). 

Let two W-cutsets be 

and 

where Va = Vl1 U Vi2, Va = V21 U V22 , Vb = V12 U V22 and Vb = V11 U 

V~n, and c(Vk X Vk) (k = a or b) is an edge et connected between a 

vertex in Vk and a vertex in Vk . 

Then we will show the W-ring sum 5a EB5b become one in Eq.(3.10) . 
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Now, we consider only edges in a W -graph. The edges in Sa EBSb by 

Eq.(3.1.5) will be 

E(Va X Va) EB E(Vb X Vb) = E((Va EB Vb) X (Va EB Vb)) = E(Vc X Vc) 

which satisfies edges in Eq.(3.10). 

For a wild-colllponent Wi which is either in Sa or in Sb but not 

in both Sa and Sb, we will show that Wi will be in the W-ring sunl 

of Sa and Sb. Suppose Sa contains wJVat : Vat), but Sb does not 

contain Wi. By Definition 3.2.1, Wi(Vai : VaJ is in Sa lneans Vat ~ Va 

and Vai ~ Va' ince Sb does not contain Wt, either V ( Wi) ~ Vb or 

V(Wi) ~ Vb' Let V(wt ) ~ Vb. Then, we can see that Vat ~ Va EB Vb = Vc 

and Vai ~ Va EB Vb = 1fc. Thu , Wi(Vai : Vad 111USt be in sa.4sb which 

satisfies the conditions in Eq.(3.10). When V(wt) ~ Vb) exchanging Vb 

and Vb makes the saIne result. Also, we can achieve the saIne result 

when Sb contains Wi(Vbi : Vbi ) but Sa does not contain Wi· 

When Wi is in both Sa and Sb) that. is, Wi(Vat : Vai ) is in Sa and 

Wt(Vb1 : Vbi) is in Sb, let. Val ~ Va. and Vbt ~ Vb· Thus, Vc = Va EB Vb 

contains VaiEBVbi and Vc = ' Ia EB Vb contains VaiEBVbi . Hence ) Wi(Vai EBVbl : 

Val EB ,Ibi ) i in SaEBSb which satisfie t.he conditions of Wi in Eq.(3 .10). 

Suppose VaiEB Vbt = 0 or Vat EB Vbi = 0. Since Vat ~ Va) Vai ~ Va) Vbt ~ 

' Ib and Vb? ~ ,lb1 Vat EB Vbt = 0 In ans V~lt EB Vb1 = V ( W1 ) ~ Va EB Vb = Vc' 

Henc , W-ring SUIn of aEBSb does not contain w t (0 : V(Wi)). Sinularly, 

wh n Vai EB ~ = 0, we will have the a.llle re ult. Thus W t is not in 
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SaEBSb which satisfys conditions in Eq.(3.1 0) . 

These conclude that the W-ring suru of Sa and Sb giv ' a W-cutset 

separating V of Slw(V, E, W) into two vertex subs ts Vc a.nd Vc where 

Vc = V - 11;; by Definition 3.2.1 , so SaEBSb is a W-cutset when a -# S'b · 

• 

It is evident that Sa EBSb = 0 if Sa = Sb and 0EB Sa = Sa by Defini tion 

3.2.2. A set of W-cutsets {SJ, i = 1,2, '" ,7', is said to be linearly 

independent, only when all the constants ai are zero, th followi Il g 

Eq.(3.16) is satisfied. 

(3 .16) 

By T heorem 3.2.1 , we can see that SlEBS2 in Eq.(3.14) is a W-cutse t. 

separating all vertices of the W-graph in Fig. 2.1 into { V2' V7, Vs, V9 } 

and { Vl' v3, V4, vs, V6, VlO } . 

3.3 Matrix Representation of W-graphs 

Matrix representations of a graph play an in1portant role in graph the­

ory, each of which is a 111athematical form indicating all infonnations 

such as incidence situations and characteristics of a graph. The luain 

purpose of this section is to provide linearly independent W -cu tseL 

and linearly independent W-circuits based on [Zha05 92]. 
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For a gIven W-graph Ow(V, E, W), we will prove that a W-graph 

can be expressed by a mixed matrix representations in spite of the 

existence of unspecified edges in the W -graph. We will use matrices 

such as W -incidence matrix, W -cutset matrix and W -circuit Inatrix to 

represent W-incidence sets, W-cutsets and W-circuits in a W-graph. 

Particularly, a fundamental W-cutset matrix and a fundamental W-

circuit matrix are useful for obtaining linearly independent W -cutsets 

and W-circuits , respectively. 

A matrix is here conlposed by either 0 or 1, whose colulnns consist of 

edges and vertices for dealing with the unspecified edges, which differs 

froln general matrix representation of ordinary graphs . The rows of the 

111atrix represent either W-incidence sets, or W-cutsets , or W-circuits , 

which is similar to general one. 

In order to avoid the confusion which vertex belongs to wild com-

ponent Wi in a matrix representation of W-graphs , we will indicate it 

by using a superscription (i ) as v;i) for a vertex vJ E V (Wi ). In other 

words, the symbols of vii), v~i), 000 , v~i) are employed for specifying 

wild component Wi containing vertices VI , V2, o •• , vp . Hence, V( Wi ) = 

{vei) vei) 000 vei)} 
1 , 2, 'p ' 

Definition 3.3.1 (Reference vertex of W t ) For a W-graph , we choose 

one vertex in each wild cornponen t W t as a rejerence vertex oj W t, de-

noted by drawing a lin e under the vertex such as v~t). 
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For conveniences , we suppose that \V-graphs used herca.ft r a re CO l1 -

nected and having no self-loops . Of course, it is not difficult to xtend 

the results of connected W-graphs to a separable one. 

For a given W-graph Ow(V, E , W) , a Inatrix whose colulnns represent 

all edges in E and all vertices in {V( Wi ) - v~i) } , i == 1,2, ··· , I vV I 

and whose rows represent W-incidence sets (W-c utsets, W-circuits ) is 

called a W-incidence (W-cutset , W-circuit) Inatrix. 

3.3.1 W-incidence Matrix 

Every row of a W-incidence matrix represent s a W-incidence se t. H ence, 

a W-graph without self-loops is cOlnpletely characterized by its W-

incidence matrix. 

First , we define a W-incidence set as follows. Since a W-incidence 

set is also a W-cutset (Definition 3.2.1) where either Va or Va contains 

one and only one vertex. 

Definition 3.3.2 (W -incidence set) For a W-graph Ow(V, E , W) 

having k wild co mponen ts , a W-incidence se t A( va ) wi th respect to 

vertex Va E V zs a W-cu tse t where ei th er Va or Va contains Va on ly, 

represented by: 

A( va) == { eal ,ea2, ... ,ea{,Wl({vi1
) } : {Vil) }) ,W2 ({ V~2) } : { vi2)}) , . . . , 

Wk({v~k ) }: { V~k ) })} 
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where eal, ea2, ••• ,eal are edges connected between Va and a vertex in 

{Va } = V - { Va }. When Va is a vertex in V (wd, we denote Va by v~i) 

and {vii) } = V(Wi ) - { v~t) } (i E 1,2,···,k). 

Figure 3.4: A W-graph with two wild components. 

Consider the W-graph as shown in Fig.3.4, the W-incidence set A( V5 ) 

can be obtained as follows: Set A( V5 ) separates the vertex set of the 

W-graph into V5 and {V5 } = {VI, V2, V3, V4, V6, V7 }, V( WI) is separated 

into {v;1) } and { v~1), viI)} and V (W2 ) is separated into {v;2) } and {vi2), 

v~2) } . Thus, A(V5) contains edges e4, e8 and wild component WI as forn1 

of WI (v;l) : v~l), viI» ) and W2 as W2 ( v;2) : vi2) V~2) ) . Hence, 

A W-incidence lnatrix is described as follows: 
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A W-incidence n1atrix AU' = [apq ] of a W-graph Dw(V, E, W) consists 

of rows representing W-incidence sets with respect to a.ll vertices except 

one which is chosen to be the reference vertex of the W-graph Ow' 

Instead of representing edges by each colulnn of an incidence 111a.trix 

of an ordinary graph, columns of a W -incidence Inatrix represellti ng 

all edges in E and all vertices in {V(Wi) - v~i) } , i = 1,2"",1 W I. 

Definition 3.3.3 (W -incidence matrix) A W-incidence matrix Aw = 

[apq] of a W-graph Ow(V, E, W) is defined as: 

Case 1: Wh en column q indicates an edge e, 

edge e incidents at vP ' 

otherwise. 

Case 2: Wh en co lumn q corTesponds to a vertex vY), fOT all i, if 

(a) vp is not the TefeTence vertex of Wi, then 

otherwise. 
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(b) vp is the rejerence vertex oj Wi, then 

1 
-I- (t) 

1 vp / v) , 
a pq = 

o otherwise. 

Example 3.3.1 Obtaining the W-incidence matrix Aw of the W-graph 

as shown in Fig.3.4 where V( WI) = { v11), viI), v~l) } and V (W2) = {Vi2), 

V~2), V~2) }. Let the reference vertex of wild component WI be vP) and 

that of wild component W2 be V~2) . Then, the columns of the W-

vertices vel) vel) obtained by V(w ) - {vel) } and V(2) V(2) obtained by 
3,4 I _5_ 5'6 

V( W2) - { vi2)}. We choose V7 as the reference vertex of the W-graph , 

the rows of Aw indicate W-incidence sets with respect to every vertex 

other than V7 . Thus, the W-incidence n1atrix A w is formed as follow : 

el e2 e3 e4 e5 e6 e7 e8 eg v~l) V~ l ) V;2) V~2) 

A( VI) 1 1 1 0 0 0 0 0 0 0 0 0 0 

A(V2 ) 0 0 1 1 1 0 0 0 0 0 0 0 0 

Aw = A ( V3) 1 0 0 0 0 1 0 0 0 1 0 0 0 (3 .17) 

A(V4 ) 0 1 0 0 0 0 1 0 0 0 1 1 1 

A(V5) 0 0 0 1 0 0 0 1 0 1 1 1 0 

A(V6 ) 0 0 0 0 1 0 0 0 1 0 0 0 1 

In the row corresponding to A(VI ) = {el , e2, e3 } , there are Is in 

colun1ns el, e2 and e3 because these edges incident at VI and Os in 
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coluInns representing v11) , v~1) , U;2) and V~2) b caus V l is in neit.her 

viI), v;l))}, there are Is in col Ulllns el , 6 and v~1) b cau 

incident at V3 and V3 is in V( WI) and V3 i not t.he reference vert x 

of WI so that the column of v~l) has 1. The row corresponding to 

V(I ) V(l)) W (V(2) . V( 2) V (2))} has 1 at 
3 , 4 , 2 S . _4_, 6 . 

col umns e4, e8, v~l), vil) and col UInn V~2 ) because edge 4 and 8 In-

cident at Vs, and V5 is in V( WI) as the reference vertex of WI ~ o the 

columns of v~l) and viI) have Is according to Case 2 (b). Also V5 is 

in V (W2) and is not the reference vertex of W2 0 that the col U111Jl of 

V;2) has 1 and column of V~2) has 0 according to Case 2 (a). The oth r 

rows also can be obtained easily by the ~ allle procedure. o 

Now, we study the rank of a W-incidence luatrix of a W-graph . 

Consider a W-graph Ow consisting of only one wild component W I 

as shown in Fig.3.5(a). Suppose V4 is the reference vertex of WI and 

also the reference vertex of Ow' W-incidence set with re pect to VI 

is Aw(vd = {wl(vi l
) : v~l), v~l) , vil), v;l))} . When we obtain a W­

incidence matrix of OW ) the row of Aw( VI) has 1 in the column corre­

sponding to vertex viI) and has Os in the other colulllns corresponding 

to v~l)) V~l), v~1) according to Case 2 (a) in Definition 3.3.3. Wh n 

assigning a star to the wild cOInponent WI where the center of th star 

is viI) (the reference vertex of Wi), Ow becomes a graph g s as shown 

55 



W -incidence set Aw(Vl) 
~./~ ~ - ------------- __ ...... ~cidence set A'(Vl) 

/ .. C:: 1/ OV2 OV3 OV5'.. .. v:. V2 V3 Vs 

.I 

(b) 

Figure 3.5: (a)A W-graph Ow (b) a graph gs. 

in Fig.3.5(b). In the graph g5) the incidence set of VI is A(VI) = { ei~)} 

because only edge ei:) incidents at vertex VI' In the incidence Inatrix 

As of the graph g s, let V4 is the reference vertex of g 5, the row of A( VI) 

has 1 at the columns of el:) and has Os in colunlns of e~:), e~:) and e~:). 

This Inean that when we nlake correspondence between colulnn v;t) 

of Aw and column e)? of As where e;? is an edge connecting between 

v;i) and v~i) in the star, a W-incidence 111atI'ix Aw of a W-graph Ow is 

identical to an incidence Inatrix As of a graph gs. In general, we have 

the following corollary. 

Corollary 3.3.1 A W-incid ence matrix A,w oj a W-qraph Ow is iden-

tical to an incid nee 1natrix A oj a graph Gs obtained by assigning 

each wild c07T/,ponent W t in Ow by a star whose enter is the reJerence 
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vertex oj Wi) ij th e rej erence vertices of 0 1U and G s are the sam one. 

Let's use an exan1ple to illustr ate Corollary 3.3.1. For the vV-

graph Ow shown in Fig .3.4, when WI and W2 are specifi d by two star­

structures whose center vertices are v~1) and v~2) as shown in Fig .3 .6( a), 

Ow becon1es an ordinary graph G s as shown in Fig.3.6(b) . An incidence 

matrix As of G s can be obtained as follows: 

v 

reference 
vertex of W2 (a) 

W 2s 

V6 

(b) 
Figure 3.6: (a)Two star structures given to WI and W2 (b) A graph Gs 
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el e2 e3 e4 eS 
(1) (1) (2) (2) 

e6 e7 e8 eg e3s e4s eSs e6s 

A( VI) 1 1 1 0 0 0 0 0 0 0 0 0 0 

A(V2 ) 0 0 1 1 1 0 0 0 0 0 0 0 0 

A s = A(V3) 1 0 0 0 0 1 0 0 0 1 0 0 0 (3.18) 

A( V4) 0 1 0 0 0 0 1 0 0 0 1 1 1 

A(vs) 0 0 0 1 0 0 0 1 0 1 1 1 0 

A(V6) 0 0 0 0 1 0 0 0 1 0 0 0 1 

Although the ilnplications of columns of Aw and As are different , 

the matrices of Aw and As are the same. It is well known that the 

rank of an incidence n1atrix As of a connected graph G s having I V I 

vertices is I V I -1. Thus, following property can be obtained: 

Property 3.3.1 Th e rank of a W-in cidence matrix of a conn ected W-

graph r2 w (V, E, W) is I V I -1. 

3.3.2 W-trees 

Before defining a W-tree, it is necessary to study about a major sub-

lnatrix of a W-incidence nlatrix Aw. By Property 3.3.1 , we know that 

the rank of a W -incidence matrix Aw is I V I -1 , there exists at least 

one non-singular major su blnatrix in Aw. Let At be a non-singular 

lnajor submatrix of Aw. In Eq.(3.17) , we form a major submatrix by 
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taking I v I -1 colu1l1ns of Aw such as coluInn 

and V~2). By Corollary 3.3.1 , we know tha,t the Inajor ubulatrix is 

non-singular. 

el es e6 eg vi I ) V~2) 

1 0 0 0 0 0 

0 1 0 0 0 0 

A t = 1 0 1 0 0 0 (3.19) 

0 0 0 0 1 1 

0 0 0 0 1 0 

0 1 0 1 0 1 

For a non-singular major subnlatrix At, we defin a W-tr e as fol-

lowing: 

Definition 3.3.4 (W -tree) A W-tree is a set of edg es and verti ces 

of vY) corresponding to columns of a non-singular major submatrix At 

Hence, the columns of At in Eq.(3.19) form a W-tI'ee {el ' es, e6, g, 

V~l), V~2)} of the W-graph as shown in Fig.3.4. 

From Definition 3.3.4, it can be seen that a W-tree may con 1st of 

edges and vertices of wild-components. 
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3.3.3 W-cutset Matrix 

By Definition 3.2.1, we know th at a W -cu tset can be represented by 

Consider a W-cutset 51 as shown in Eq. 3.4, here we add super-

scripts (i) to vertices which belong to Wi, so that 51 becomes to 

which eparates vertices of the W-graph into two parts {'U3, 'U4, 'Us } and 

Now we describe a W-cutset Matrix. 

For a Vi-graph n w(V, E, W) where 1 W 1= k, we define an exhaus-

tive W-cutset 111atrix whose rows represent W-cutsets and COlU111nS 

corr spond to all edges in E and all vertices in V(Wi) - { 'U~i) } (i 

1 ? ... k) 1"', , . 

Definition 3.3.5 (Exhaustive W-cutset n1atrix) An exhaustive 

W- cutset rnatrix Qew = [qpq] of a W-gTaph having k wild components 

is d fined as: 

Case 1: Wh n colum,n q indicates an edge eql 

Vi-cutset sp contain the edge eq, 

otherwise. 
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Case 2: When coluTnn q corresponds to a. u rt x oj the Jorm v~t). 

1 W-cutset. p contains Wi (1!at : Vat) and 

either v(t) E v: and v(i) E V 
q at _T_ at 

or v(t) E V. and vet) E v: q at T at, 

o otherwise. 

By Definition 3.2.1 and Definition 3.3.2, it can be se n that. a W-

incidence set is a particular W-cutset such that the W-incidence lnatrix 

Aw is a submatrix of Qew. The rank of Qew is therefore qual to th 

rank of Aw which is I V I -1 by Property 3.3.1. 

S3 S4 Ss 

, 
~ V 

Figure 3.7: W-cutsets of a W-graph. 

Example 3.3.2 Obtaining a submatrix Qw of an exhaustive W-cut et 

matrix Qew in the W-graph as shown in Fig.3.4 where V(Wl) == {v11
), 
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V~l), V;lJ } and V (W2) = { v~2J, V;2), V~2) }. Let v~l) = V;l) and V~2) = vi
2

) 

then we have Qw as follow: 

e1 e2 e3 e4 e5 e6 e7 eg eg v~l) viI) V;2) V~2) 

Sl 1 1 1 0 0 0 0 0 0 0 0 0 0 

S2 0 1 1 0 0 1 0 0 0 1 0 0 0 

Qw = S3 0 1 1 1 0 1 0 1 0 0 1 1 0 (3.20) 

S4 0 0 1 1 0 0 0 0 1 0 0 0 1 

S5 0 0 1 1 1 0 0 0 0 0 0 0 0 

S6 0 0 0 0 0 1 1 1 1 0 0 0 0 

where the rows of Qw represent W-cutsets S1, S2, S3, S4) S5 and S6 which 

are shown in Fig.3.7. In the row of Sl, there are Is in colu111ns e 1, e2 and 

e3 and Os in all other colu111ns because W-cutset Sl is a cutset consisting 

of only edges as SI = {el' e2, e3 }' Row S2 is corresponding to W-cutset 

e6 and the column representing vertex V~1 ) which is not in the vertex 

subset containing the reference vertex of WI ' Row S3 indicates W-

th re are Is in col Ul11nS e2, 

The reason is that viI) is in the vertex subset of WI which does not 

cont.ain the reference vertex V;l). Also v;2) is in the vertex subset of 

W2 not containing V~2). Row S4 corresponds to \tV-cutset S4 = { e4) eg, 
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W2(V~2) : V~2), V~2» )} where there are Is in colulnn 4 eg and COhllllll 

corresponding to vertex V~2) . Rows 3s and 36 indicate W -cutset.s 3s 

and 36 where 3s = { e3) e4) es } and 36 = { e61 e7, eg) eg } which contain 

only edges. o 

Consider the relations of two rows of an exhaustive W-cutset. 111atrix 

under mod 2 operation. 

Theoren1 3.3.1 Adding (mod 2) two different rOW3 in an e,r;haustive 

W- cutset matrix produ ces a row indicating a W- cutset . 

Proof: Let 3 m and 3 n be two W-cutsets corresponding to row 3 m 

and row 3 n in an exhaustive W-cutset luatrix. Also let 3 r be a row 

obtained by mod 2 addition of rows 3 m and 3 n . We need prove that 

mod 2 addition of rows is equivalent to the W-ring sum of W-cutsets, 

(1). Consider only edges in W-cutsets 3 m ) 3 n . It is clear that the 

W-ring sum of 3 m and 3 n gives the same result as the mod 2 addition 

of rows 3 m and 3 n as far as edges are concerned. 

(2). Consider the case when Wi is either in 3 m or In 3 n but not in 

both 3 m and 3 n . By Definition 3.2.2, Wi(Vai : Vai ) will be in smEBs rv 

Let Wi(Vai : Vai ) be in 3 m , also let the reference vertex of Wt be in 

Vai . Then by Definition 3.3.5, the columns of an exhaustive W-cutset 
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matrix corresponding to every vertex in Vai have Is in row Sm but have 

O. in row Sn. On the other hand , all other columns corresponding to 

a vertex in Vai except the reference vertex will have Os in both row 

Sm and row Sn- Notice that there is no col Ul11n corresponding to the 

reference vertex of Wi. Hence , the mod 2 addition of the rows Sm and 

Sn will have 1 only at C01U111n corresponding to vertices in Vat which 

will be the arne when row S1' is employed for indicating smEBsn for Wi 

1 eing in either Sm or Sn but not in both Sm and Sn-

The same result can be obtained when the reference vertex is in Va t . 

Also when Wi(Vai : V ai ) is in Sn rather than Sm gives the same result. 

Thus, in the columns corresponding to Wi, the row S1' obtained by Inod 

2 addi tion of rows Sm and Sn is identical with Sm EBsn-

(3) . Consider the case when Wi is in both Sm and Sn . Suppose 

Wi(Vai : Vat) is in Sm and Wi(Vbi : VbJ is in Sn' 

Ca e 1: The reference vertex of W t is in either Vai or V bi . If the 

reference vertex of Wi is in Vai l by Definition 3.3.5, in the row Sm there 

are Is in th colu111ns corr sponding to the vertices in Vai . In the row Sn 

there are 1 in the colulnns corresponding to the vertices in Vbi . When 

w add (nlod 2) rows Sm, and Snl in the resultant row S1' there are Is in 

th cohllnn which are corresponding to the vertices either in Vat or in 

Vbi but not in both 1: and Vbi . This Inean ~ that the resultant row S 1' 

has 1 at th cohunn corr ponding to vertices in Vai EI1 V bi and has 0 
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at the columns corre ponding to vertic s in V ( Wi) - (VIi El1l'bJ. Thus 

the columns for Wi in row 8 r indicate w t (Va1 El1 Vbt : F(wt ) - (f: El11'hl)) 

= Wi (Vai El1 Vbi : V (Wi) - (Vai El1 Vbi )) w hi h i the forn) of WI in 8 m EB,511' 

We can obtain the sanle re ult when the refer llC v rt x of W t is in \ 'in 

but not in Vai . 

Case 2: Both of Vat and Vb? contain the reference vert x of WI ' B. 

Definition 3.3.5, the row 8 m has Is in the colUlllns corresponding t.o th 

vertices in Vai . Also row 8 n has Is in the coitllnns correspon ling t.o t. h C' 

vertices in Vbi . \Alhen we add (mod 2) row 8 m and 8n, the r ultant r w 

8 r has Is in the col UlTInS which are corresponding to th vertices ei t.her 

in Vai or in Vbi but not in both Vai and Vbi . This lnean the re ultant 

8 r has 1 at the colurlllls corresponding to vertices in Vat El1 Vbt and has 0 

at the columns corresponding to vertice in V(w t ) - (Vbt El1 Vbi). Hence, 

collunns corresponding to Wi in the resultant 31" indicate 'Wi(VQ1 El1 \;[n : 

V( Wi) - (Vai El1 Vbi )) = Wi(V( Wi) - (Vai El1 Vbi ) : 1/ai El1 Vbt ) which i. the 

form of Wi in 8 m €18 n . 

Case 3: Neither Vai nor Vbi contain the reference vertex of Wt • B 

Definition 3.3.5, the row 8 m ha Is in the colulnns corre ponding to 

the vertices in Vai . Also row 8 n ha Is in th coluDlns corre ponding 

to the vertices in Vin. When we add (mos 2) rows of 8 m and 8 n1 the 

resultant row 8 r has Is in the colulnn which are corresponding to 

the vertices either in Vai or in Vbi but not in both 11ai and 1lbt . Thi. 
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means that the resultant row Sr has 1 at columns corresponding to 

vertices in Va~ EE1 Vbi and has 0 at the columns corresponding to vertices 

in V( Wi) - (Vai EE1 Vbi). Hence, the columns corresponding to Wi in the 

resultant Sr indicate Wi(Vai EE1 Vbi : V (Wi) - (Vai EE1 Vbi )) which is the 

form Wi in Sm EBs n . 

(4). If Wi is neither in Sm nor Sn, the resultant row Sr obtained by 

mod 2 addition of rows Sm and Sn contains no 1 in the columns corre­

sponding to vertices of Wi. This means that columns corresponding to 

Wi in re ultant Sr are all 0 which indicates that Wi is not in Sm EBsn-

These conclude that Inod 2 addition of two rows in an exhaustive W­

cut et matrix is equivalent to operating W-ring sum of two W-cutsets 

corresponding to the two rows. By Theorem 3.2.1, this theorem is 

true. • 

According to an ordinary graph, we define a fundrunental W­

cutset matrix which is a submatrix of exhaustive W-cutset matrix 

having the form as: 

(3.21) 

where U is an unit lnatrix and the columns of U are corresponding 

to a chosen W-tree. A set of W-cutsets corresponding to rows of a 

fundaDl ntal W-cutset Inatrix is called a fundalnental W-cutsets . 

For a W-graph, when a W-tree is chosen, we provide the following 
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method to obtain a fundalnentallllatrix froln the W-graph dire tly. 

By Corollary 3.3.1, from a W-graph we obtain a graph Us 

by assigning each wild component W t in the W-graph by a star 

whose center is the reference vertex of W!, then find a tree cor­

responding to the W-tree where each vertex of v~i) is changed 

by an edge e;~) connected between v] and the reference ver­

tex of Wi. We can obtained a fundamental cutset matrix of 

the graph Os. Then , we change each edge of the form t' ~!s) 

on column of the fundamental cutset matrix by vertex of the 

form v;i), the result becomes a fundamental W-cutset matrix 

of the W-graph. 

Example 3.3.3 Finding a fundalllental \iV-cut et Inatrix of the W­

graph in Fig.3.4 under the W-tree {el' s, e6, eg, vil), V~2) } . Fir ' t, we 

assign stars to every wild-components WI and W I t o make a graph a .. ' 

shown in Fig.3.8(a) where {el' es, e6, eg, e~:), e~:) } is a tree. Th n obtain 

a set of fundamental cutsets of the graph as follows: 
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Sfsl Sfs3 Sfs4 Sfs2 

v V6 

. (a) 
Sn So Sf4 Sf2 

Sf6 
",'- ---

Wl W2 

(b) 

Figur 3.8: (a)A set of fundamenta.l cutscb of G s (h) a ~cL of funda-

lllcnLal \t\f-cuLset,::> of a W-graph. 

G) 



e2 e3 e4 e7 e 
( 1) (2) 

6 eg 
(1) (2) 

35 eS5 ] S 45 6 

Sf 51 1 1 0 0 0 0 0 1 0 0 0 0 0 

S f5 2 0 1 1 0 0 0 0 0 1 0 0 0 0 

Qf = S f53 1 1 0 0 0 1 0 0 0 1 0 0 0 (3 .22) 

S f54 1 1 0 1 1 1 0 0 0 0 1 0 0 

S fss 0 0 1 0 1 1 1 0 0 0 0 1 0 

S f56 1 0 1 1 1 1 0 0 0 0 0 0 1 

h (1) (1) (2) (2) . W en we change e 35 , e 45 ,eS5 and e 65 by vertlc V ( 1 ) V ( 1) V ( 2) an 3 , 4 , S 

V~2), respectively, a fundalTI ntal W-cut et lllatr-ix can be obtain. A s t 

of fundamental W-cutsets are shown in Fig. 3.8(b). 

e2 e3 e4 e7 es 
(1) (2) 

V3 Vs 
(1) (2) 

1 es e6 eg V 4 V6 

Sf1 1 1 0 0 0 0 0 1 0 0 0 0 0 

Sf2 0 1 1 0 0 0 0 0 1 0 0 0 0 

Qf = Sf3 1 1 0 0 0 1 0 0 0 1 0 0 0 (3.23) 

Sf4 1 :1 0 1 1 1 0 0 0 0 1 0 0 

sfs 0 0 1 0 1 1 1 0 0 0 0 1 0 

Sf6 1 () 1 1 1 1 0 0 0 0 0 0 1 

0 

Since every fundamental W-cut et has one elelnent which is not in 

the others, fundamental W -cutset matrix provide I V I -1 linearly 
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independent W-cutsets in a W-graph. Also the rank of an exhaustive 

W-cutset matrix is I V I -I, so we have the following property. 

Property 3.3.2 Any row of an exhaustive W-cutset matrix can be 

obtained by adding (mod 2) some TOWS of a fundam ental W-cutsets 

matrix. 

3.3.4 W-circuit Matrix 

By Definition 3.1.1, we can obtain a W-circuit of the W-graph In 

Fig.3.4 a follows: 

For a W-graph Ow(V, E, W), we use a 111atI'ix whose rows represent 

W-circuits indicated by Eq.(3.1) and whose columns represent all edges 

in E and all vertices of each wild component except v~i) (i = 1,2, ... , 

I W I) to how all W-circuits in a W-graph. 

Definition 3.3.6 (Exhaustive W-circuit lnatrix) An exhaustive 

W-ciTcuit m,atrix Bew = [b pq ] of a W-graph is defined as f ollows: 

1. Wh n colu,!?1Tl, q indicates an edge eq ! 

W-circuit cp contain the edge eq , 

otherwise. 
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2. When co lumn q cOTresponds to a uerte:r of fOT1n U~l) 

hpq = J 1 

1 0 otherwise. 

For a given W-tree, con ider a subnlatrix of B ew whose row repre-

sent fundamental VV-circuits each of which has only on elenl nt that. 

is not in the W-tree. The submatrix can becolne a [orn1 of 

BwJ = [U 1 B J1 2] (3 .24 ) 

where U is an unit nlatrix and the COlU11111S of B J1 2 are con es lJollding to 

the given W-tr e. B wJ is called a fundalnental W-cil'cuit Blab-ix. 

Since a funda111ental W-circuit 111atrix i a subnlatrix of an xhaus-

tive W-circuit matrix B ewl the rank of an exhau tive W-circuit matrix 

is equal to the rank of the fundamental W-circuit lnatrix which i 

IWI 
T =1 E'I + L 1 V( Wi ) 1 - 1 w 1 - 1 V 1 +l. 

i=l 

We can obtain a set of funda111 ntal W-circuits by the saIne Inethod 

as a fundamental W'-cutset nlatrix. 

can obtain a set of fundamental W-circuits of the W-graph as hown 

in Fig.3.4 by using the graph in Fig.3.8(a). 
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We use a sYlubol cx(e y) to indicate a fundaluental W-circuit Cx con-

taining edge ey which is not in the W-tree. Also, we employ SYIU­

bol cx ( v~t») [or indicating a fundalnental W -circuit Cx which contains 

wJVoi/Vei ) where v~i) E Voi , v~i) i- v~i) and v~i) is not in the W-tree. 

cS (e8 ) 

C6(V~1)) 

C7 (V~2)) { w (v(1) v(l) / v(l)) 'W (V(2) V(2) / V(2» )} 
1 4 '_5_ 3 , 2 _4_' 5 6 

When each row represents one of above fundanlental W-circuits, a 

fundamental W-circuit lnatrix can be obtained as fonn of Eq.(3.24) 

as: 
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e2 e3 e4 e7 eg 
(1) (2) 

el 
e V(l) v(2) V3 V5 5 6 9 4 6 

Cl 1 0 0 0 0 0 0 1 0 1 1 0 1 

C2 0 1 0 0 0 0 0 1 1 1 1 0 0 

C3 0 0 1 0 0 0 0 0 1 0 0 1 1 
BwJ = (3.25) 

C4 0 0 0 1 0 0 0 0 0 0 1 0 1 

C5 0 0 0 0 1 0 0 0 0 0 1 1 1 

C6 0 0 0 0 0 1 0 0 0 1 1 1 1 

C7 0 0 0 0 0 0 1 0 0 0 0 1 0 

0 

The following theorem shows that we can obtain any W-circuit by 

mod 2 addition of some rows of a fundamental W-circuit Inatrix. 

Theorem 3.3.2 Mod 2 addition of two different rows of a W- circu,i l 

matrix produces a row representing a W-circuit. 

Proof: Let Cm, and Cn be two W-circuits which are 

and 

(1). When we add (Iliod 2) rows Cm and Cn) it is evident that the 

resultant row Cr contains all edges which are in { eml ) em2) ... ) emp } EB 
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{ enl' en2, "', enq }. Hence, when only edges are concerned, mod 2 

addition of two rows of an exhaustive W-circuit matrix is equivalent 

to the W-ring urn of two W-circuits represented by these two rows. 

(2). Consider the case when Wi is in either Cm or Cn but not in both Cm 

and Cn. If Cn contains Wi (Vnoi/Vnoi ) , row Cm has no l's in the columns 

corresponding to the vertices of Voi ' Hence, by adding (mod 2) rows Cm 

and Cn , the columns corresponding to vertices of Wi in the resultant row 

Cr are the same as tho e of Cn- This means that the resultant Cr contains 

Wi(Vnoi/Vnod. If Cm contains Wi(VmOt/Vmoi), we can show that the 

re ultant Cr contain Wi(Vmoi/Vmot). Hence , the colu111n corresponding 

to vertice of Wi in the resultant row Cr is identical with tho indicated 

(3). Suppose Wi(Vmot/Vmoi) is in Cm and Wi(Vnoi/Vnoi) is in Cn- Then 

row Cm has l's in the columns corresponding to the vertice in Vmoi ' 

Also row Cn has l's in the colulTIlls corresponding to the vertices in 

Vnot . When we add (nlod 2) row Cm and Cn, the re ultant row Cr ha 

l's in th colulnns corre ponding to the vertices in either Vmot or Vnoi 

but not in both Vmot and Vnoi ' Thi lneans that the resultant row Cr 

has 1 at the colunlns cone ponding to vertices in Vmot EB Vnoi and has 

o at the columns corresponding to vertices in V(Wi) - (Vmoi EB Vnoi ). 

By D finition 3.3.6 the r ultant Cr repre ent Wi(Vmoi EB Vnoi/V( Wi) -

(Vmot EB ~Wt)) which i in cm EB cl1 • 
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(4). Suppo e W t i neith r In e m nor In e n- Th 11 adding (1110 I _) 

of rows em and en will not prod uc 1) ~ in col Un1l1S cones pon lillg to 

vertices of Wi. Since em EBen will not contain W1) chunn. f r 'W I in a 

row representing ern EBen will be the alne as the r suIt obtain d b, 

adding (mod 2) rows em and en' 

Hence, the above results and Theorein 3.1.1 lead to the conclu ion 

that this theorem is true. • 
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Chapter 4 

A W-graph and Its Derive d 

Graphs 

For a W-graph Ow(V, E, W), we know the structure of each wild­

conlponent is unspecified. Some properties and Olne theorenls of a 

W-graph have been obtained in Chapter 3 without consid rjng th 

structure of each wild-component as long as we know that ther ex­

ists exactly one inner path between any two vertices in each wild­

component. In fact, when the structure of each wild-component in a 

W-graph is given, the W-graph becomes an ordinary graph, called a 

derived graph. When we use different structure to specify each wild­

component, the W-graph produces a family of derived gra.ph . In other 

words, a W-graph corresponds to many derived graph. In thi chap-
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ter , we will consider the relation between a W-graph and its derived 

graphs. We will show that W-circuits, W-cutsets and W-tree of a W­

graph can becom circuits or edge di joint union of circuits, cutsets or 

edge disjoint union of cutsets and trees of a deri ved graph, respectively. 

Furthermore, we can obtain linearly independent circuits or edge dis­

joint union of circuits of any derived graph from linearly independent 

W-circuit and also a set of linearly independent cutsets or edge dis­

joint union of cutsets can be obtained fronl a et of linearly independent 

W-cutset . The result are theoretically very inlportant. 

4.1 Derived Graphs of a W-graph 

In a W-graph, the structure of each wild-component is unspecified, 

and al 0 we nee 1 not specify it when studying some properties of the 

W-graph. However , in applications of W-graphs ([Zha04 91]) we need 

t choo a prop r tr e for the structure of a wild-component under 

gi ven re luirement . In thi case, it is ilnportant to know the follows: 

L t T( Wi) be a set of all tree with re pect to all ver tices of V ( Wi). 

When th structure of wild-component WI: is specified by a tree which 

is on of T( Wi) th I cificd Wi is descril ed by following d finition. 

Definition 4.1.1 (Specified tree t~i ) ) Wh en th e structure of 

wild- cornpon nt W t in a. W-graph Ow(V, E, W) is given by a tree t ~t) 
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E T(Wi), the wild-component Wt beC0777, s th e chos en tree t~' ) . Ea ch 

edge in t~i) is denoted by e~~ where j = 1,2 ... , 1 V( Wi) 1 -1. 

When the structure of each wild-colnpon nt Wi (i = 1, 2, . .. 1 YIV I) 

is changed by t~i), re pectively the W-graph in Eq.(2.ll) b Olnes all 

ordinary graph G d as follows. 

Definition 4.1.2 (Derived graph) A graph obtained from (1. lrV­

graph Ow(V, E, W) by changing each wild-c01nponent W t by a tTee t~') 

is called a derived graph Gd represented by 

Gd(V, E') = G(V, E) U t~l) U t~2) U ... U t~IWI) (4.1) 

where 1 E' 1 is equal to 1 E 1 + Ll~11 1 V(Wi) 1 - 1 W I· 

When we choose different tree in T( Wi) as t~i), the W -graph beC0111 

different derived graph. In other words, a W-graph Ow can produce 

a family of derived graphs when we pecify each wild-component in 

Ow by different trees. The nUlnber of diff ren L derived graph froln a 

W-graph Ow(V, E, W) is 

IWI 
II 1 V(w

t
) IIV(w,)1-2 

i=1 

because a wild-component Wi has 1 V( Wi) IIV(w i )I-2 tre s .. 

Example 4.1.1 For the W-graph as shown in Fig.2.1, when the truc­

tures of WI and W2 are specified by t~l) and t~2) as shown in ig. 4.1 (a) , 
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the W-graph becomes a derived graph Cd as shown as Fig. 4.1(b) . 

When the structures of WI and W2 are specified by all possible trees, 

the family of derived graphs from the W-graph can be produced where 

the number of all derived graphs in the family is 42 * 53 = 2000. Fig . 

4.1(c) shows two other derived graphs of the W-graph. 0 
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(c) 

Figur fl.J: (a) Two tree-s tructures t~l) aJlcl/ ~2) CU H C':-;pO I1<iill g to u .' [ 

it-lld 'W]) (I») l\. derived graph, (c) two o ther derived gr(\p ll :-; 
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4.2 Relations between a W-graph and 

Its Derived Graphs 

Since a W-graph has a family of derived graphs who nUlnb r IS ver 

large, to discuss the relations between a W-graph and it derived graph 

is very important in the study of W-graphs. Since a deriv d graph is 

an ordinary graph, to study the properties betwe n any ItwO of deriv 

graphs from one W -graph is useful in graph theory. 

In Chapter 3, we have presented W-tree , W-circuits and W-cut et 

in a W -graph. When a W -graph becolne a derived graph, it i in1-

portant to known the properties of W-trees, W-circuits and W-cut et 

between the \iV-graph and its derived graph. V-le will sh wn that W­

trees, W-circuits and W-cutsets of a W-graph 1 COlne trees, circuit.s 

or edge disjoint union of circuits and cuts t or edge disjoint union of 

cutsets of its derived graph, respectively. Also, we will prove that if a 

set of W-circuits are linearly independent in a W-graph, we can obtain 

linearly independent circuits or edge disjoint union of circuits of any 

derived graph from the et of W-circuits. 

4.2.1 Instantiation of a W-tree 

In graph theory the concept of a tree i very important becau e the 

number of linearly independent cutset and circuits can related to a 
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tree. Also, trees widely be used for analysis and synthesis of sys-

terns [Mayeda1 72], [Chen 71], [Chan 69], [Mal. 83]' [Breuer 77] and 

[Lauther 79]. 

A W-tree (Definition 3.3.4) is useful for a fundamental W-cutset 

matrix and a fundamental W-circuit Inatrix whose rows correspond to 

a et of linearly independent W-cutsets and W-circuits, respectively. 

Here, we will present an important and interesting property on W­

trees, that is, when a W-graph becon1es a derived graph Cd, the chosen 

W-tree can become a tree of the derived graph Cd' 

Before giving the property of W-trees, we replenish Definition 4.1.1 

as follows: 

Let t~i) be any specified tree given to wild-con1ponent Wi and Cd be 

a derived obtained as Eg. (4.1) by changing each wild-component Wi 

by t~i) (i = 1,2"" , 1 W I) . Let t~i) be a star in T( Wi) given to Wi and 

C s be a derived graph fonned by replacing every wild-components W t 

by t~i ). The sYlnbol of e;? is an edge in t~i) connecting between vertex 

v;i) and the center of the star. 

By Corollary 3.3.1, when we replace each vertex v;t) in a W-tree 

by an edge e;.:) , the W-tree becolnes a tree of C s because a W-tree is 

defined by a non-singular Inajor subInatrix At (Definition 3.19) . 

The following theorem shows that a W-tJ'ee of a W-graph Ow can 

becolne a tree of any derived graph Cd . 
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Theorem 4.2.1 When a W-graph Slw(V, E, W) bec01n es a. deriDed 

graph Cd where each wild-component Wi is cha.nged by t~t) (i = 1 2 ... 1 

W I) , there exists an edge in t~i) to replace each v;t) in a W-tr so that 

the W-tree becomes a tree of th e derived graph Cd. 

Proof: Suppose TO is a tree of C s obtained from a 'W-tree by I -

placing each vertex of form v)t) in the W-tree by an edge e;i} in t~i). To 

prove that a W-tree can become a tree of Cd is equivalent to prove that 

TO becollles a tree of Cd by replacing each e;~) in TO to an appropriat 

edge of t~i) in Cd. 

We will show the following process to replace each edge of forlll e;:) 
in TO to an appropriate edge in t~i) one by one such that the resultant 

tree is a tree of Cd' 

F d (i) . (t) f b or anyone e ge e)S In TO, we remove eJs rom TO, TO ecollles two 

subtrees Ta(e;~)) and Tb(e;:)) because TO is a tree. It must be noticed 

that one endpoint of e;? is in Ta(e;.~)) and other endpoint is in Tb( ;t}). 

Hence, Ta(e;i}) contains at least one vertex of W t and Tb( e;~)) al 0 con­

tains at least one vertex of Wi because the edge e;~) i in t~t) as shown 

in Fig.4. 2( a). On the other hand, since there is exactly on path be­

tween any two vertices in t~i) there must exi t an edge e;? in the path 
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connecting between a vertex in 7a ( e;~) ) and a vertex in 7b( e;?) as shown 

in Fig.4.2(b). We use the edge e;~ to connect 7a(e;:)) an 1 7b( e;~) ). The 

re ultant tree 7a( e;?) U 7b( e;?) U e;~ is clearly a tree, too. According 

to the arne reason, we repeat above process until all edges of form e;:) 
in 70 are replaced by edges in t~i) . 

Figure 4.2: (a)7a(e;:)) and 7b( e;:)) (b) there exists an edge e;~ to connect 

C) C) 
Ta ( J:) an d 7 b ( e J: ). 

Furthermore if the edge e;~ has been used for replacing edge e;:) in 

uccessive process, ;~ can not be cho en lnore than once because used 

e;2 is ither in 7a (e~~)) or in 7b( e~~)) where e~~) is another edge in 70 . 

Hence, to do the proces ucce ively, we will obtain a tree of Ga from 

70' • 

For exanlpl uppo e a W-tr of a W-graph Ow in Fig.3.4 is chosen 
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shown in Fig.4.3(a) , the W-graph Ow beconle a. deriv d graph Gd in 

Fig.4. 3(b). We show that the W -tree beconle a tree of G d as foll ows: 

When we give a star t~l) whose center is v;l) to W I and a star t~2) 

whose center is vi2) to W2 in the W-graph as shown in Fig.3.4 , th W-

graph becolnes a derived graph Gs as shown in Fig.4.3( c). Replacing 

viI) and V~2) in the W -tree to edge e~:) a.nd e~:) in G s) th W -tre 

becomes a tree TO of G s consisting of e1, eo, e6, eg and e~:), (2) a ~ 
Gs . 

shown in Fig.4.3( d). We must replace e~: ) and e~:) in 'To by one eclg 

in t~l) and one edge in t~2) so that TO becolnes a tree Gd in Fig.4.3(b). 

(
(1)) . (1) . ((1 )) d V7, and Tb e4s contaIns vertex V5 · Between vertex v4 In Ta e4s an 

vertex v;l) in Tb( e ~: ) ), there is a path {ei:\ e~~ } in t~1). We use th edge 

e~~ which is in the path to connect Ta(e~:)) and 'Tb(e~:)) such that the 

result of Ta( e~:)) U Tb( e~:) ) U e~:) is also a tree as shown in Fig.4.3(f). 

From the resultant tree, we delete e~:) in Fig.4.3(f) , we obtain 'Ta(e~:)) 

and Tb( e~:)) as shown in Fig.4.3(g) where 'Ta(e~:)) contains vertices V4 

(2) . ( (2)) (2) . ( (2) ) h· 1 { (2) (2) } v4 In Ta e6s and vertex V6 In Tb e6s , t ere IS a pat 1 e1a , 2a 

in t~2) where the edge e~:) is connected between Ta(e~:)) and Tb(e~:)) . 

We use the edge e~~ to make a new tree Ta(e~:)) U Tb(e~:)) U ei:) a 
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shown in Fig.4.3(h). Since there no edge of the form e~~) in Fig.4.3(h), 

Fig.4.3(h) is a tree of Gd where e~:) and e~:) in To are replaced by edges 

e2(l) and e(2) which are in t(1) and t(2) respectively a la a a , . 
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/ .... .... - -r-l - - (1) - - ci) - - - - - __ 
. r-l e 1a v 5 e2a (2) -. 

,.V40 0 OV6' - / ------------'tfl 
(a) (e) 

V30:-----<...r----c~...:....::....--(")V 6 V3 V6 

(b) (f) 

V3 V6 V3 V6 

V3 V6 

Figure 4.3: (a)t~1) and t~2) (b)a graph Cd (c)a graph C J (d)a tree of TO 

(e)Ta(e~:)) and Tb(e~:)) (f)a tree (g) Ta(e~: ) ) and Tb(e~:)) (h) the resultant 

tree. 

89 



4.2.2 Instantiation of a W-circuit 

No matter what tree t~i) is chosen for the structure of W t , so long as 

each t~t ) (i = 1,2"" , 1 W I) is chosen, a W-graph Dw becolnes a 

derived graph Cd by Definition 4.1.2. Let CJ be a W -circuit of Dw and 

C; be a subgraph of Cd obtained from Cj by following transfonnation. 

Transformation of W -circuit r: 

For edges: C; contains all edges which are in CJ . 

For wild-components: When CJ contains Wi(Voi / Voi ) , 

C
J
* contains edges in t~i ) which form edge disjoint path(s) 

whose terminals are in Voi ' 

We will prove that these edge disjoint pa.ths to replace Wi(Voi/Vai) 

by Transfornlation r exists uniquely. 

Example 4.2.1 In Exanlple 3.1.2, we have obtained a W-circuit C, 

of the W -graph in Fig.2.1 as follows: 

C-y = Ca $C{3 

= {el(vS,vl), e2 (vl ,v2 ), eS(v3,v4) e7 (v6 v4 ), e8 (V9,v7 ), 

Wl (V2,VS,V6 v7 /0) ,W2(V3,V9 / V2 V7 V8 )}. 

When the W-graph b COlnes a derived graph a hown in Fig. 4.1(c), 

C-y ca,n be tran fonned by Tran fornlation r to be a subgraph C; 

of th d riv d graph. For edges C; contain all edges el, e2, es 
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e7 and e8 which are In C-y. For wild-component in C-y w replac 

Wl(V2,V5,V6,V7/0) by edges e~~) a,nd e~~) which fonn two edg di joint 

paths p( V5, V7) and p( V2 V6 ) in t~1) who e tenninal are U2 'U5, V6 and 

V7 as shown in Fig. 4.4 ( a). We tr ansfonn W2 ( V3 Vg / V2, Vi' V ) by edge 

e~:) which forms a path p( V3, Vg ) in t~2) whose tenninals ar V3, Vg a 

shown in Fig. 4.4(b). Hence, 

(4.2) 

which is a subgraph of the derived graph denoted by heavy line a 

show in Fig. 4.4(c). 

Concerning Transformation r , we have two question : 

(1) What kind of subgraph is C; in the derived graph? 

(2) Is the subgraph corresponding to C
J
* unique? 

The following theorem answers these questions. 

91 

o 



. . I 

/ V2 

/ 
/ 

/ 

/ 
/ 

/ 
/ 

/ V6 

(I) 

/ 
/ 

/ ela V7 
·.V501-------~O 

----------------.., 

(a) 

/ 

.. ... ... .. .. ... .. ... .. ... .. .. .. .. " 

V2 
o 

o 
V ~ 

... .. ... .. .. .. .. .. .. ... .. .. .. .. 

(b) 

(2) • 

Bla . 

Y9.: 

Vlo----~~----<r------~----~----------~7 

(c) 

V4 

VIO 

Figur e) 'lA: (a,)Two paths in t~l)) (b) a I aUt in t ~2), (c) a sul )g raph C;. 



Theorem 4.2.2 If C
J
* is obtain ed from a W- ciTcuit c) of a W-graph 

by Transformation r, th en C; is one and only one subgraph of a d riv d 

graph corresponding to the W-graph and th e subgraph is eith l' a circuit 

or an edge disjoint union of circuits. 

Proof: Let Cj be a W-circuit of a W-graph nw(V, E, VV) containing 

Wi(Voi/Voi ) (i E 1,2,···, I W I) where Voi = {Vial, Vibl, Via2, Vib2, ••• , 

Vian, 'Vibn} and I Voi I is even. By Prop rty 3.1.1, we r place each 

Wi (Voi /Voi ) by I VOt I /2 inner paths who e tenmnal are in 1/0t 0 that. 

the W-circuit becomes a closed train. Suppose the e inner paths are 

Pwi( 'Vial, Vibl) Pwi( Via2, 'Vib2) , ... , Pwi( Vian, Vibn) ' When wild-component 

Wi is specified by t~i), each of these inner paths becolnes one and only 

one path in t~i), that is, p( Vial, Vibl), p( Via2, 'Vib2) , .•• , p( Vian, Vibn). When 

we make the ring sum of these paths p( Vial, 'Vibl) EB p( 'Via2 EB Vib2) EB 

. . . EB p( 'Vian, 'Vibn) , the result of p( Vial, Vtbl) EB p( Vta2 EB 'Vib2) EB ... EB 

p( Vian, Vibn) is a subgraph of t~i) consisting of edge di joint paths who!:)e 

terminals are also in {'Vial, Vibl, Via2, Vib2, .•. , 'Vian, Vibn} ([1vfayedal 72]). 

Hence, when we change each Wi(Voi/Voi ) by P(Vial, Vibl) EB P('Vta2 EB'Vib2) 

EB ... EB p( 'Vtan , Vilm), the W -circui t becomes an closed edg train of a 

derived graph because all inner paths are replaced by edge of t~i). We 

can see that the closed edge train is C
J
* whjch is either a circuit or an 

edge disjoint union of circuit . 
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Furthermore, . ince each inner path in a wild-co111ponent Wi corre-

sponds to exactly one path in t~i), it is clear that p( Vial, Vibl) EB p( Via2 

EB Vib2) EB ... EB p( Vian Vtbn) corresponds to one and only one subgraph 

f t et) Th C1*' . o a' U 1 J IS unIque. • 

As an example of Theorem 4.2.2, it can be verified that G; in 

Eq.(4.2) transformed from G-y in Eq .(3.7) is a circuit in the derived 

graph as shown in Fig.4.4( c). 

Let Ow be a W-graph and Cd be a derived graph of Ow, and let 

{ eJ } , j = 1,2,"', T', be a set of W-circuits of Ow and { GJ } be a set 

of circuits or edge disjoint union of circuit of Cd obtained from {GJ } 

by Tr ansfonnation r. We will prove that the nlenlbers in {G
J
*} are 

linearly indep ndent if and only if the melnbers in { e J } are linearly 

independ nt. 

T heorem 4 .2 .3 Let {G
J
*} , j = 1,2,"', T', be obtained from { eJ } by 

Transfonnation r. All circuits or edge disjoint unions of circuits in 

{G; } are lin arly independent if and only if all W- circuits in {GJ } are 

linearly independ nt. 
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Proof: We have proved that tran ' foIlning r on CJ glV ~ 

only one C
J
* by Theorem 4.2.2, we n ed show any circuit or edg int 

union of circuits C; in a derived graph can fonn exactly one W-cir uit 

Ca of its W -graph. Let C; be 

(2) (2) (2) (IWI) (IWI) (lWI) } 
e 1a , e2a ,00 0, e o2a ' 0 0 0, e1a ,e2a 000, eo lWla 

where each e;~(j = 1,2,000, ai) is an edg in t~i) of a derived graph . 

By Transformation r , we know that Ca al 0 contains th edge 1, 

e2, • 0 0, em where these edges are different. 

Since C; is either a circuit or an edge disjoint union of circuit, we 

can consider C; to be a subgraph of the derived graph. Con ider all 

(i) (i) (i) 
the edges el a , e2a, 000 and e o 1a, the e edge compose a, ubgraph of 

t~i) which is a set of edge disjoint paths because t~i) i a tr e. Mak a 

vertex set Voi by collecting all terminals of these edg disjoint 1 aths , 

it is clear that all vertex in Voi are different and I Voi I is even. Then 

replace each set of these edge disjoint paths in t~i) (i = 1, 2, 0 0 0 , I W I) 

by Wi(Voi/Vot ) so that C: becomes exactly one W-circuit Ca becau e 

Ca satisfies the conditions in Definition 3.1.1. • 

Since Theorem 4.2.3 is a necessary and ufficient condition, we can 

obtain a set of linearly independent circuits or edge disjoint union of 

circuits of any derived graph from a et of linearly indcp ndent W-
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circuits of its W-graph, also we can form a set of linearly independent 

W-circuits of a W-graph by a set of linearly independent circuits or 

edge disjoint unions of circuits of a derived graph of the \tV-graph. 

It implies that we can obtain a set of linearly independent circuits or 

edge disjoint unions of circuits of a derived graph from those of another 

derived graph by means of W-circuits. We establish a relation between 

any two derived graphs by the following property. 

Property 4.2.1 A set of linearly independent circuits or edge dis-

joint unions of circuits of a derived graph can be obtained from those of 

another derived graph where the two derived graphs are from the sa7ne 

W-graph. 

For exalnple, there are two graphs Ga and Gb as shown in Fig. 4.5( a) 

and Fig. 4.5(b). When we have linearly independent circuits of Ga as 

{ (2) (I)} { (I)} d { (I)} b . fl' eI, e 2a ,e3a , el, e2, e 3a an e21 e3, e la 1 we can 0 taln a set 0 In-

early independent circuits or edge disjoint unions of circuits of Gb by 

the following method. Since Ga and Gb are two derived graphs of a W­

graph as shown in Fig. 4.5(c) where there is a wild-component WI and 

V( WI) = { VI 1 V2, V3, V4 }' We can transfornl the linearly independent 

circuits of Ga to W-circuits of the W-graphs as {el' WI(VIl V2 / V31 V4) } , 

96 



early independent by Theorenl 4.2.3. Th n, By Transfonnation r, we 

can get a set of linearly independent circuits or edg di joint unions of 

. . f G { (1) } { (1) (l)} d { (1) (bl'») }. CUcultS 0 b as e1, e b2 , e1, e2, e b2 ,eb3 an 2 e3 bl _ 
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Vl~--------~----------

V3nr------~~------~~ 

(a) (b) 

/ 
--- - --~~~---- - -___ , _ _ e2 

V2 -'. 

V3 

-------------' 

(c) 

Figure 4.5: (a) A graph Ga (b) a graph Gb (c) a W-graph. 

In graph theory, there are son1e relations between graphs such as dual 

graphs, isomorphic graphs and 2-isomorphic graphs, we know that a 

cutset in a graph is a circuit of its dual graph and two isomorphic 

graphs have the saIne incidence sets. Here , Property 4.2.1 shows a 

new relation of two graphs with respect to circuits. 
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4.2.3 Instantiation of a W-cutset 

Let 5J b e a W-c utset of a W-graph Dw and 5; be a subgraph of a 

derived graph of Dw. We can obtain ; fro ln 5J by following trans for-

mation. 

Transformation of W-cutset 8: 

For edges: 5* contains all edges which are in 5. 

For wild-components: When 5 contains wt (Vai : Vai ), 5* 

contains a set of edges in t~t) where endpoints of the 

edge are in Vat and Va!, respectively. 

Example 4.2.2 For the W-cutset 51 in Eq .(3.11) of Dw as shown 

in Fig.2 .1, it can be transformed to a cutset 5; of Ga as shown in 

Fig.4.1(b) by Transformation 8. 5; has all edges which a re in 51 and 

change WI (V2, Vs, V6 : V7 ) in 51 by edge e~~ which is connec ted betw en 

{V7} and { V2' vs, V6 } in t~1) and changing W2 ( V2 : V3, V7, V8, Vg ) by edge 

e~~, e~:) which are connected between {V3, V7, V8, vg } and { V2 } in t~t) as 

shown as Fig.4 .6. Hence , 

o 
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Figure 4.6: A cutset transforn1ed fronl a W-cut et. 

Since aW-cutset separates the vertex set V in a W-graph Slw(V, E, W) 

into two ub-vertex sets, it is evident that a W-cutset is a cutset or as 

edge disjoint union of cut sets of a derived graph of the W-graph. 

Property 4.2.2 Let { J} be a set of lin early independent W-cuts ets 

of a W-graph, and {S; } be a set of cutsets or edge disjoint union 

of cuts ts in a d rived graph of the W-graph obtained fran/, { Sj } by 

Transfonnation e. Th 1nem,be7 of { ; } are linearly independent. 
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Although Property 4.2.2 is evident , it is an iU1portant property giv­

ing a relation between W-cutsets of a, W-gra.ph and uts ts or edge 

disjoint union of cutsets of a derived graph of th W-graph. 
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Chapter 5 

Some Applications of 

W-graphs 

In this chapter, some possible applications of W-graph for layout de­

sign are introduced. A wild-component can be enlploy d [or model­

ing a multi-terminal net and a specific tenmnal set relat d to routing 

problems. A multi-terminal net is a means of minimally connecting a 

terminal to another by wires electrically whose struct ure is unspecified. 

Hence, the structure of a multi-terminal net can be represented by a 

wild-component where these terminals are repre ented by vertices of 

the wild-component. The specific terminal et mean that any wire 

are for bidden to separate these terminals . In this chapter , an approach 

for topological routing is provided for minimizing via [Zha03 90] by 
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W-graphs. The via-minimization problem in two-layered topological 

routing that is often used in design of VLSI or printed wiring boards 

can be modeled by a W-graph Dw(V, E, W), where V represents a set 

of all tenninals, E does a set of two-tenninal nets and W does a set of 

lllulti-terminal nets. It is proved that a W-graph for modeling a rout­

ing problem can be embedded on either inside or outside (the inside 

and the outside are corresponding to two layers, respectively) of the 

boundary of routing region without crossing edges by created vertices 

and that the number of vias is equal to the nUlnber of created vertices . 

With this modeling, the routing problem can be reduced to two prob­

leln of W-graphs: The one is detection of planarity of W-graphs and 

the oth r is plane drawing of planar W-graphs. At present, the two 

problem still remain unsolved, we are unable to evaluate our approach 

by 1W-graph explicitly. However, if we can solve the two problelns in 

W-graph , the advantages of this approach will be shown. In this dis­

sertation, SOlne theorellls are provided for testing planar W-graphs for 

OlllLe pa.rticular W-gra,phs. The difficulty of te ting planar W-graph 

are analyzed. 
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5.1 An Approach to Topological Rout­

ing by W -graphs 

A new approach for topological routing with via lnininuzati n 1 pro­

posed by W-graphs . We employ a W-graph Slw(V, E, W) for indi ating 

all nets which will be assigned to two layers , where V is a t of all 

terminals, E is a set of edges corresponding to two-t Illlinals n t and 

W is a set of wild-components corresponding to multi-ternlinal n t . 

In other words, the topological routing problem can be considered as 

follows: Let H be a circle containing all vertices in the equence cor­

responding to terminals on the boundary of routing region. Th n we 

specify the structure of all wild-colllponent in Sl w 0 that 11 U Slw 

can be drawn on a plane with minillluill nUlllber of creat d vertices 

(Definition 5.1.3). 

5.1.1 Topological Routing Problellls 

For two-layer routing problem, a via mininlization is desirable b caus 

miniluizing vias increases the chlp space usage and decreases the man­

ufacturing cost. The problem of via minimization can be divided into 

two types (1) a constrained via minimization (CVM) and (2) an un­

constrained via minimization (UVM). The former i tha.t the rout­

ing geometrical assignment is given , the wires are to be assigned to 
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one of both layers such that the number of vias needed is lTunimum 

[Chen 83]. The latter is where both routing geometrical assignment 

and layer assignment of wires are needed to be decided for satisfying 

via nlininlization. 

The CVM problem originated in the pioneer PCB design work of 

H ashimato and Steven [Hashimoto 77J in 1971. For a long time, it 

has been believed that the CYM belongs to the class of NP-con1plete 

problem. A number of algorithms besed on different heuristics were 

pr ,po ed for the problem [Sakamoto 75], [Servit 77] and [Stevens 79]. 

In 1980, Kajitani [Kajitani 80] proposed a polynonlial-time algorithm 

for a pecial cas of the probleln. Ciesielski and Kinnen [Ciesielski 81] 

introduced an integer progralnming fonllulation to the problelll with 

a solution which is exponential in time complexity. Chen, Kajitani 

and han extend d Kajitani's earlier work to a more general, but still 

rc tricted ituation and proposed an Optilllal solution. Independently, 

Pinter [Pinter 82] found a polynomial-time algorithm for the same sit­

uation where each via is to connect at 1110S t three wire . 

J~or th UVM problenl th first work on topological via lninillliza­

tion was propo cd by [Hsu 83] in 1983 based on a net intersection 

graph. In a topological routing problem, the routing region is a sim­

ple connect.ed region who e boundary contains all terminals. We don't 

c n id r th geolnetrical con traints and the only infonnation we need 
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is the equence of tenninal along the boundar" 0 w will u~ a ir 1 

to represent the boundary and nlark all ter111inal on the boundar, to 

the circle by using the alne counterclockwi e ~ qu nce. It h uld b 

noticed that the primary aim of a topological routing i VIa IIllnlllllza­

tion. 

Hsu restricted the DVM problem to two- tern1inal net a.nd pre­

sented that DVM IS a problelTI of ' minilnUl11 nod del tion bipar­

tite subgraph" in a intersection graph. In 1984, Mar k- adow ka 

[Marek 84] showed that the problem is NP-complet (a. far a. we 

know, the proof were not perfect). In 1987, Du and Chang [ hang 87] 

proposed another heuristic algorithm for this problem based on bi­

partitioning of a graph. In 1989, Xiong a.nd K uh [Xiong 9] tr at d 

the DVM probleln as a unified {O, 1} linear progralTIlning fonnulation 

and considered this problen1 as finding "ll1axilllal cut" in a weighte 1 

cluster graph. 

Here, we will employ a W -graph Ow (V E, W) for indicating a set of 

terminals by V, a set of two-ternunal nets by E and a set of multi­

terminal nets by W, and employ a circle H containing all vertice of V 

for indicating the boundary of routing region. Then it will e hown 

that topological routing problem can be transformed to problen1s of a 

W-graph. 

Definition 5.1.1 (Via) A vza is ei th er a hole or a contact, other 
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then a terminal (pin), where wire on different layers is connected. 

Definition 5.1.2 (Net) A net nJ = { VJ l' VJ2, "' , VJP } (p ~ 2) is 

a s t of all equipotential terminals (pins) which must be connected by 

wires electrically. When p > 2, the net is called a multi-terrninal net. 

When p = 2, the net is ca lled a two- terminal net. 

vVe as Ulne that every terminal contacts with both layers. The as-

UHlption mean that we can connect a net by wires assigned to every 

layer. A way of connecting tenmnals in a multi-terminal net need not 

be pecifi d, but those are usually connected by minimum wires. This 

lnean that a multi-terminal net is a connected subgraph having mini-

1l1Ulll nUlnber of edge. Thus , a nlulti-tenninal net n J can be indicated 

by a wild-component wJ wh re tenninal are represented by vertices. 

5.1.2 Approach by the W-graph Model 

The approach for topological routing is described as follows: Let a 

W-graph Dw(V, E, W) correspond to all net which will be assigned to 

two-layer, V be a set of all tenninals, E be a set of edges corresponding 

to two-tenninal n ts and W be a et of wild-component corresponding 

to lmulti-tenninal net. 

A v rtical-h rizontal routing is hown in Fig.5.1(a) where there are 

thr e n t call l net n a1 net nb and n t n c , and three via indicated 
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by triangles. Net na ha tIne t nninal ~ net nb an ] n t nc hav t.wo. 

We make a circle H containing all tenninal in the s qu n as lik as 

those are on the boundary of routing regi n. Th routing problenl an 

be modeled by a W-graph HUO w as shown is Fig.5.1(b). In th W­

graph H U Ow is planar, it can be drawn on a plan without cro sing 

edges as Fig.5.1(b), which is called a topological olution. We lnap 

the solution onto a rectilinear plane, when edges being on in id of H 

should be assigned to one of layer and those on out ide of II should b ­

assigned to the other layer, the resultant routing is shown in Fig.5.1(c) 

where there are no vias. By the assulnption that th tenninal conta t 

with both layers, it can be seen that net na is conn ct d by WIre ... In 

two layers and the tern1inal a2 i not r garded as a, via. N te that 

there are wires of net na on both layer indicated by a r - tangl in 

Fig.5 .1(c). 

It is clear that the problem of topological routing can be chang d 

to a problem of W-graph, that i , how to draw edges in E and find 

a suitable tree for each wild-component in W of a W-graph on either 

inside or outside of the circle H to connect ev ry net wi thou t cros ing 

edge or with minin1un1 number of crossing point of edges po ibly. 

It is evidently that the following argument is true. 

Fact 5.1.1 A W-graph Ow indicating all nets can be assigned to two 

layers without via if and only if H U Ow is planar. 
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Figure 5.1: (a) A V-H routing , (b)a W-graph H U Ow, (c)topological 

olution,( d)resultant routing. 

lIowev r , wh n H U Ow is nonplanar , for any drawing of H U Ow on 

a plane, there exi t SOl1le eros ing points of edge surely. It 111eanS that 

VIa IS nece ary. 

Consider a non-planar graph a shown in Fig.5.2(a) where p is a 

era ing point if we cr ate a vert x at the point p the graph can be 
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embedded on a plane as hown in Fig.5. 2(b). W gl a definition of 

created vertex. 

Defini tion 5.1.3 (Created vertex) Wh en an dg e cross s H , W 

create a vertex at th e crossing point su ch that th e dg e a.nd H can b 

embedd ed on a plan e. Th e vertex is called a creat d v Tt x. 

I t should be noticed that the created v rtices only app ar on H , 

the vertex p in Fig.5.2(b) is not a created vert x. However, we can 

draw the non-planar graph of Fig.5.2( a) on a plane by a cr at d vertex 

as shown in Fig.5. 2( c). 

(a) (b) (c) 

Figure 5.2: (a) A Non-planar graph, (b)a plane drawing (c)another 

plane drawing. 

Suppose that there are no common terminals in any two nets . The 

following theorem shows that a non-planar H U Dw can be drawn on a 
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plane by cro ing edge to H uch that all eros ing points are created 

v rtices. 

Theorelll 5.1.1 Any H U Dw can be drawn on a plane by created ver­

tices if necessary. 

Proof: Since Dw is a collection of nets and every net can be con­

nected by a tre , it is clear that Dw can be drawn on a plane without 

eros ing edge . 

vVe make a Hamilton circuit H to connected all vertices of Dw by 

th ... equence as like as tho e on the boundary of routing region. When 

11 crosse edg s in a drawing of Dw , we can change the eros ing point 

by cr ated v die s. Hence, H U Dw can be elnbedded on a plane by 

cr ate I v rtice . • 
\Ne give an exarnple to illustrate why we define created vertex. A 

non-planar H U Dw is shown as in Fig.5.3(a) , where there is a cross­

ing point of e Ige, Dw can be assigned to two layers by two vias as 

Fig.5.3(b). However, when we draw H U Dw on a plane by a created 

vertex a. hown in Fig.5.3( c), Dw can be assigned to two layers by 

only on via as Fig.5.3(d). Henc , th nUlllb r of created vertices cor­

r pond to the nUlllb r of vias uniquely, al 0 a created vertex inlplies 

wher a via. lTIUst b gen rated. 
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Figure 5.3: (a)A crossing point in H U Ow (b) a eros illg point cor-

responding to two vias, ( c) a created vertex, (d)one created vertex 

corresponding to one via. 

Since a wild-component corresponding to a multi-terminal net i 

usually connected by a tree, the number of created vertice in a planar 

drawing of H U Ow will be changed by given different tree. It has not 

been solved how to obtain an optimal planar drawing of If U Ow which 

contains minimum number of created vertices. 
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Example 5.1.1 Fig.S.4(a) shows a routing problem where there are 

three nets n a , nb and nco We Inake a circle H as shown in Fig.5.4(b) 

containing all terminals in the sequence corresponding to those on the 

boundary of Fig.S.4(a). Let a W-graph S1 w consist of nets W a , eb and 

Wc corre ponding to nets n a , nb and nc, the routing problem can be 

Inodeled by a W-graph H U S1 w as hown in Fig.5.4(c). Since H U S1 w 

is a planar W -graph, we can draw H U S1 w on a plane without created 

v rtex as shown in Fig.5.4(d). By Fact 5.1.1, we know that these nets 

can be assigned to two layers without vias as shown in Fig.5.4(e). 

However, the arne example was also shown in [Xiong 89]. Fig.5.4(f) 

their optinlal tOI ological solution and Fig.5.4(g) is a feasible routing 

w he re there is one via. indicated by a triangle. o 
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Figure 5.4: (a) A routing problem, (b) a circle H, (c) a W-graph IIUf2
w1 

(d) 

a topological solution, (e) a mapping, (f) an optimal topological solllti on, 

(g) a feasible routing. 
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5.1.3 Unsolved Problems 

The problem of via minimization is to obtain a planar drawing of 

H U Ow which contains minimum number of created vertices. For thi 

problern, we must olve some questions as follows: 

q 1: Let O~ = H U Ow. Testing whether O~ is pia nar or not. 

If O~ is planar, Ow can be assigned without via. 

q2: O~ is nonplanar . Transforming the drawing of G~, from 

one to other drawings by choosing different tree- struc­

tures to each wild- component so as to find the best 

drawing of O~ which contains minimum number of cre­

ated vertices. 

If we can find efficient algorithms for ql and q2, this approach has 

th ! following advantages: 

1. By Th orenl 5.1.1, it can be seen that in erting C1" ated ver­

tice can guarantee lOO-percent routing c0111pletion provided that 

th re ar no re triction on space and tracks. 

2. Minimizing vias i quivalent to find a proper tree for each wild-

111pOnent in Ow so that H U Ow can be drawn on a plane with 

111inilnal reat d v rtice . Particularly when H U Ow is a planar 

W-graph, th re xi t at lea ~ t on routing cherne without via. 
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It must be noticed to solve the que tion q1 and q2 i v ry hard. Th 

detection of planarity of W-graphs must be solved. In n xt ection, w 

will discuss the planarities of some particular W -graphs. 

5.2 On Planarity of W-graphs 

The properties of W-graphs are classified to two types: one is called 

general property and other is called restricted property. Here , w di ­

cuss the properties of planar W-graphs which belong to restricted prop­

erties. In [Mayeda2 88J, as future problell1s, it ha b n pointe I u t 

that we should study the restricted propertie of W-graphs uch as 

planar W -graphs so that W -graphs becoll1e a useful tool. 

The planarity for any W-graph is unsolved except sonae particular 

W-graphs [Zha04 91J. The difficulty of testing a planar \V-graph will 

be discussed. 

5.2.1 Definition of a Planar W-graph 

A planar W-graph is useful for applications of W-graphs. We define a 

planar W-graph as follows: 

Definition 5.2.1 (Planar W-graph) A W-graph Dw is said to be 

a planar W-graph if and only if th ere exist at least one planar den ved 

graph of th e W-graph. 
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The W-graph , as an example , as shown in Fig.5.5(a) i planar be­

cause there exists a derived graph as shown in Fig.5.5(b) which can be 

drawn on a plane without crossing edges in spite of the existence of a 

non-planar derived graphs as shown in Fig.5.5(c). 

----- ---- ----\ 
wild-component 

(a) 

(b) (c) 

Figure 5.5: (a)A W-graph, (b) a planar derived graph, (c) a non-planar 

d rived graph. 
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By Definition 4.1.2 and 5.2.1, for a W-graph Ow(V E, ltV), if 7(V, I) 

is not planar, it is impo ible that th re exist planar d :rlv d graph 

of Ow' In other words , when we discu s th planarity of a W-gra-l h , 

it is necessary for G(V, E) being planar. W suppo e that G(1! E) 

corresponding to a W-graph Ow(V, E, W) i planar here aft r. In e 

G(V, E) is an ordinary graph, a number of algorithm arc available to 

test whether a graph is planar or not where orne of the e are c n­

structive algorithms, if the graph is planar a plan drawing can 1 

produced. The plane drawing of planar graph i~ al~o introduc I in 

[Wing 66J and [Mayeda4 85J. 

Definition 5.2.2 (Plane drawing) Th e symbol of D[G(V E)] in­

dicates a plane drawing of G(V, E). Hence, it is also emp loyed JOT 

expressing that G(V, E) is planar. 

It should be noticed that a W-graph Ow(V, E, W) is planar as long 

as there exist at least one tree t~i) with respect to each wild-component 

Wi so that D[ G(V, E)] with all tree t~i) (i = 1,2, ... , I W I) b comes a 

planar graph, that is, D[ G(V, E)] U t~1) U t~2) ... U t~lwl) can b drawn 

on a plane without crossing edges. 
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5.2.2 Properties of Planar W-graphs 

For a W-graph Ow(V, E , W) , if G(V, E) is corresponding to Ow(V, E, W) 

is planar , a plane drawing D[G(V, E)] divides the plane into some re-

glons. 

Definition 5.2.3 (Boundary of a region) Th e symbol oj V(rn) zs 

a vertex set containing all vertices in a boundary oj a region m. 

VVhen a region m in a plane drawing D[G(V, E)] contains all vertices 

of a wild-colnponent Wi, we have , 

Lelmma 5.2.1 If V(wt ) ~ V(n1) , D[G(V, E)] U t~t) is planar wh ere 

rn is a region ojD[G(V,E)]. 

Proof: ince the tructure of a wild-component is a tree , we can 

draw a wild-component on a plane without crossing edges. Let m be 

region in D[G(V, E)], we draw a tree t~i) on m such that D[G(V, E)] U 

t~i) can be drawn on a plane without crossing edges. • 

EXl anding Lemma 5.2.1, the following theoren1 is trivial. 

Th OrelTI 5.2.1 A ltV-graph Ow(V, E, W) is planar ij there exist I W I 

T g20ns 7711 , r712, ... , miwi in D[G(V, E)] such that V(Wi) E V(rnt ) , 

-i==1,2 ···,IWI. • 
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Example 5.2.1 Fig.5.6(a) how a W-graph D'W (F, E, W' ) containing 

= {'U6' 'U9, 'U11, 'U13}. Fig.5.6(b) how a graph G(V, E) corre ponding 

the W-graph is planar, one of plane drawings of G(V, E) U t~l) U t~2) i 

shown in Fig.5.6(c). 

V IO---r-(}--.---·U 

/ 

"{. 
V9 I '. ....... 

........ ::-.:-- ... 
,.," ......... ......... 

. , , "I , 
Vs \ ... y .. 7} ·'.,V6) 

(a) '-

(c) 

VIO VII 

.,. 
VlJ'\v ICJ----<"}---{ 

J 
./ 

Va 

(b) 

o 

VI :' 

VIJ 

VI-I 

Figure 5.6: (a) A W-graph D'W (b) a plane drawing of G (c) Gut~l) U 
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vVhen all vertices in a wild-component are not in one boundary, we 

define adjacent regions and chain-connec ted regions as followings: 

Definition 5.2.4 (Adjacent region of Wi ) Let ma an d mb be two 

regions whose boundaries con taining vertices of Wi in D[ G(V, E)], ma 

and' mb are said to be adja cent regio ns wi th respect to Wi, if V(ma) n 

V (rnb) n V( wt ) =f 0, deno ted by m a@im b' 

(a) (b) 

Figure 5.7: Two plane drawings corresponding to a W-graph. 

It hould b noticed that two regions i said to be adjacent with 

r sp t to Wi which i und r a specific plane drawing of G(V, E). With 

different plan drawing of G(V, E) , the relation of the two regions may 

be chang d. Th ria plane drawing D[G(V, E)] corresponding to a 

W-graph as hown in Fig.5 .7(a) , ml and m2 are adjacent region of 
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WI becau e V(ml) n V(rn2) n V(wd = { Vl) V3 Us U6 VI' } n { Vl) V2 

Vs, V6 } n {V4' V6, V7 } = {V6 } =f 0. But in Fig.5.7(b) which i ' anoth r 

plane drawing, ml and rn2 are not adjacent r gion with re ~ pect to WI. 

Definition 5.2.5 (Chain-connected regions) Two regions 1na and 

mb are said to be chain-connected with respect to W t , if there exists a 

sequence of adjacent regions ml, m2, "' , rn T which satisfies following 

relation, 

In order to find chain-connected regions ma and mb, th transfor­

mation of plane drawing may be required. A lnethod of tran fonn­

ing a plane drawing to another plane drawing has been pr sente I by 

[Mayeda4 85J as follows: 

Type 1: When a subgraph 9 of a graph is connected to the 

rest of the gra ph by one vertex, then th is su bgra ph ca n 

be drawn inside of any region whose boundary contains 

the vertex. 

Type 2: When a subgraph 9 is connected to the rest of the 

graph by either one or two vertices , then reversing 9 at 

the vertices (rotating 180°). 

For example, applying Type 1 to change location of subgraph gl in 

a graph in Fig.5.8(a) will result a graph in Fig.5.8(b). Allso rotating a 
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(a) (b) 

Figure 5.8: Applying planar transformation Type 1 and 2. 

subgraph g2 1800 in a graph in Fig.5.8( a) by planar transformation of 

Type 2 will give a graph in Fig.5.8(b). 

For a plane drawing of G(V, E), if any two regions containing vertices 

of wild-component W t are chain-connected with respect to Wi, there 

xists at least one structure of W t which can b drawn on D[G(V, E)] 

without cro ing edge. 

uppo e a W-graph contains only one wild-component WI. Then 

TheorelTI 5.2.2 Suppose th ere exists planar drawing D[G(V, E)] where 

regions containing vertices of Wi are ml , 1712, .. . 171k· If and only if 

any two regions ma and mb (1 ~ a, b ~ k) are chain-connected with 

resp ct to WI, D[G(V, E)] U t~t) zs planar. 
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Proof: Two regions 1na and 1nb ar chain-c nn ct d with re ~ I ct 

to Wi so that ma@I ml @I m2 1 ... I 17"Lr 1 1nb hold. By L nUlla 

5.2.1, the vertices of a wild-component in a region can be c nn t d 

by a planar structure in the region. uppose any two verti s Va and 

Vb of WI are in V(ma) and V(mb), respectively. Since 1TIa and rnb ar 

chain-connected with respect to WI, there exist an inner path b tween 

Va and Vb passing the common vertices of these chain-connected regions 

ma, mI, m2, "', m r , mb. Hence, there exists at least one structur f 

WI which can be drawn on D[G(V, E)] without crossing edge as shown 

in Fig.5.9. 

• 
• 

Vb 

Figure 5.9: A structure of t~I) through chain-connected regions 

If D[G(V, E)]Ut~1) is planar , there exist a planar tructure connect­

ing all vertices of WI. For any two regions 1TIp and r11q which contain 
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vertice vp and Vq of WI, respectively, there i a path between Vp and Vq 

in the planar tructure by Definition 2.1.1. If the path pas es through 

the regions in sequence of m p1 ml, m2, "', 1nT , 171q , it is clear that 

two neighborhood of these regions ms and nLt satisfy V(ms) n V(mt) 

n V (WI) i= 0. Therefore, any two region in the sequence are chain-

connected with respect to WI' • 
It hould be noticed that if two region ma and mb whose boundarie 

contain vertice of V( Wi) are not chain-connected with respect to w, 

for v ry plan drawing of G(V, E), it can be seen that Ow(V, E, W) 

is non-planar by Theoreln 5.2.2. 

Deifinition 5.2.6 (Disjonit wild-components) In a W-graph, two 

wild-compo- n nts W t and wJ are disjoint if regions whose boundary 

contains vertices of V (Wi) and regions whose boundary contains ver­

tice oj V (wJ ) aT different. 

By Definition 5.2.6, Theorem 5.2.2 can be extended to: 

Corollary 5.2 .1 Suppose a W-graph contains wild-components WI! 

W2, "' , Wk and any two of which are disjoint. There exist at least 

one planar drawing D[G(V, E)] such that any two of WI, W2! Wk 

satisfi s Theor Tn 5.2.2 then the W-graph is planar. • 
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Figure 5.10: (a)A W-graph,(b )plane drawing of D[ G(V, E)] U t~l) U t~2) 

Example 5.2.2 A given W-graph Ow(V, E, W) containing two wilcl­

CDmponents is shown as Fig.5.10( a). By Theorem 5.2.2 it can be se n 

that the W-graph is planar because any two region who bouncl-

aries contain vertices of WI in the plane drawing D[G(V, E)] are chain­

connected of WI, so that D[G(V, E)] Ut~I ) is planar. When a structure 

of WI is chosen as shown in Fig.5.10(b) such that D[G(V, E)) Ut~I ) ] is a 

plane drawing. For W2, we can find that any two regions whose bound-

aries contain the vertices of W2 in Fig.5.10(b) are chain-connected of 

W2. Hence, D[G(V, E)] U t~l) U t~2) is planar. o 

However, there is other example of an non-planar W-graph shown 

as Fig.5 .7. The any two boundaries containing vertices of a wild-

component are not chain-connected under any plane drawings. H nee , 
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the W-graph is non-planar. 

5.:J Discussion 

We introduced some properties of particular planar W-graphs. Gen­

erally, for testing planarity of a W-graph, we firstly confirn1 whether 

D[C;(V, E)] exists or not. 

W2 

Figure 5.11 : An exal11ple 

It 111U t be point out that there exist Inany planar drawing of G(V, E) 

when G(V, E) is planar. For testing whether a W-graph is planar or not 

by Theorem 5.2.2, we must check each wild-component one by one. It is 

difficult that we not only need to choo e a suitable D[ G(V, E)] but also 

provide a proper tree t~i) for wild-col11ponent Wi so that D[ G(V, E) ut ~t) ] 

can aid to ch ck n xt wild-con1ponent. A an example , the W-graph in 

Fig.5.10(a) i planar. How ver when we give a tree to WI as shown in 
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Fig.S.ll, D[G(V, E) U t~l)] U t~2) can not be drawn on a plan wit.hout. 

crossing edges. 

We are hopeful t.o find a necessary and sufficient condi ti n for a 

planar W-graph in future study on W-graph . 
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Chapter 6 

Conclusions 

In this dissertation, a new graph 1110del containing un p ci fi d edges 

called a W-graph, has been presented. Becau of exi ~ tellc of unsp c­

ified edges in wild components, a W -graph is a partially defined graph 

where we know that the structure of each wild-component is a tree but 

it is unspecified. In other words, except we know that th Ie exists on 

and only one inner path between any two vertices in a wild-·component, 

there are no other infonnation available in a wild-co111pol1enL 

The reason why we introduce a W-graph is because there exi~t Olne 

partially defined systems arising in routing problem and communica­

tion net and so on. To describe such partially defined y:~ t ms by an 

ordinary graph is impossible since the relation of edge and vertex in 

an ordinary graph must be specified. It therefore needs to introduce 
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new graph model to satisfy these actual systems. Another reason that 

we study W-graphs is because W-graphs are partially known graphs 

and it is important to discuss the unknown part with lilnited known 

informatlons. The third reason is that W-graphs have Inany interest­

ing and u eful properties which can be provided without specifying the 

struct ure of each wild-components. 

The main properties of W -graphs have been discussed frOln two as-

1 ects in this dissertation, one is in a W-graph (Chapter 3) and the 

other is between a W-graph and its derived graphs (Chapter 4). We 

ummarize the Inain points of usefulness and results in this dissertation 

as follows: 

1.. W-circuits and W-cutsets can be defined in a W-graph though 

there are unspecified tree-structures. 

2" A set of W-circuits (W-cutsets) including an enlpty set in a W­

graph is an Abelian group under the W-ring sunl operation of 

W-circuits (W-cutset ). 

3., Matrix representation which i a convenient way of represent­

ing a W -graph alg braically are presented and a set of linearly 

indep ndent W-circuits and W-cutsets can be obtained from a 

fundalnental W-circuit 11latrix and a fundamental W-cutset ma­

trix, re pecti v ly. 
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4. When a W-graph beC0111e a deriv graph \lV-tr ~ b em . tr cs 

of the derived graph and a W-cir uit (\IV-cut , t) can b OIl1 

one and only one circuit (cut t) or edge di j int union:; of cir­

cuits (cutsets) of the derived graph. Particularly, wh n ,- Ol1le 

W-circuits (W-cutsets) in a W-graph are linearly ind p nd nt, 

we can obtain linearly independent circuits ( cut et )I or dg cli.­

joint unions of circuits (cut ets) of a, deri ved graph froln th se W­

circui ts (W -cu tsets) by Tran fonnation r (Tra,n for ma,ti n e). 

5. The relations between any two of deri ved graphs arc tablished 

with respect to circuits and cutsets. 

6. An approach and suggestions on routing problenlS by a way of 

W-graphs have been proposed though it is not a olllpiete work in 

this dissertation. We wish to introduce and verity a W-gral h a,­

a new model to be able to be applied to this field. Th planaritie 

of some particular W -graphs have been discussed. 

Finally, future research on W-graphs i briefly shown a follows: 

• The property of a planar W -graph is very important not only 

in theories but also in applications. In order to tec;t whether a 

W-graph is planar or not, a necessary and sufficient condition 

should be solved. 
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4t Ince the number of all derived graphs corresponding to a W­

graph is very huge, to clear what corrunon properties in all de­

rived graph i useful in graph theory. 

4t Comparing with the properties of W-graphs and ordinary graph 

is useful for developing the theories of W-graphs . As an example, 

we known that for a W-graph there are no dual graph as those 

in an ordinary graph because the regions in a W-graph are un-

pecified. However, it is possible to define something silnilar to 

a dual graph in a W -graph because these exist planar W-graphs. 

134 



Bibliography 

[Breuer 77] Breuer, M. A., A Class of Min- Cut Placem ent Algo­

rithms, Proe. of 14th DA Conf., pp.284-290, 1977. 

[Bergel 73] C. Berge, Graphs and Hyp ergraphs, North Holland, Arn­

sterdaln and London, 1973. 

[Berge2 74] C. Berge and R-C. Dijen , flyp ergraph Seminar, L cl ure 

Note of Mathenlatics , Vol. 411, Springer-Ver]ay, 1974. 

[Chan 69] S.P. Chan, Introductory Topological Analysis of Electri­

ca l Networks, Holt , Rinehart and Winston INC , 1969. 

[Chang 87] ICC. Chang and D. Du , Efficient Algorithms f o1' Layer 

Assignm ent Problem, IEEE Trans. OIl CAD, Vol. CAD-6, 

No.1, pp.67-78, 1987. 

[Chen 71] W .K. Chen, Applied Graph Theory, North-Holland Pub­

lishing CO. , 1971. 

135 



[Chen 83J R.W. Chen , Y. Kajitani and S.P. Chan, A Graph -

Th eoreti c Via Minim ization Algoritlt7/L f 07' Two -Layer 

Printed Circuit Broads , IEEE Trans. on CAS , Vol.CAS-

30, No.5, pp.284-299, 1983. 

[Cie iel ki 81J M.J. Ciesielski and E. Kinnen, An Optimum Layer As­

signm ent for Routing in lCs and PCBs, Proc. of 18th 

Design Automation ConL, pp.733-737, 1981. 

[Harary 69] F. Harary, Graph Th eo ry, Addison- Wesl y, Reading, 

Mas ., 1969. 

[Hashi1110to 77J A. Hashinlato and J. tevens , Wire Routing by Op­

iz'rnizing Chann el Assignm ent within Large Apparatus, 

Proc. of 8th Design Aut0111ation Workshop , pp.155-167 , 

1977. 

[H u 83J C.P. H u, Mini1num- via Topologi cal Routing, IEEE 

Trans. CAD, Vol. CAD-2, No.4, pp.235-246, 1983. 

[Kajitani 80J Y. Kajitani On Via Hole Minimization of Routing on a 

2-lay l' Boards , Proc. of 1980 ICeC , pp.295-298 , 1980. 

[Lauth r 79J Lauther, A Min- Cut Pla ce'ment Algorith7(J, f or Gen-

era.l Cell Ass emblies B a.s ed on a Graph Representation, 

r c. of 16th DA onf., pp.474-480, 1979. 

136 



[Mayeda1 72] W. Mayeda, Graph Theory, John VVile. and on ~ , Ine., 

1972. 

[Mayeda2 88] W. Mayeda, Properties of Graph Contai'ning ~Vild C071L­

ponents, Proe. of ISCA , Vol. 2, pp.1537-1540 Jun 

1988. 

[Mayeda3 90J W. Mayeda and H.A. Zhao, Properties ofvV-Tr Pr c. 

of JTC-CSCC'90 , Korea, Dec, 1990. 

[Mayeda485J W. Mayeda, A New Property of Planar Graph , Proc. of 

18th Asilomar CSSC, pp.117-120, Nov. 1985. 

[Marek 84J 

[Moon 67J 

[Mal. 83J 

[Pinter 82J 

M. Marek-Sadowska, An Unconstrain ed Topologi cal Via 

Minimization Problem for Two-layer Rov,ting, IE 

Trans. on CAD, Vol. CAD-3, No.3, pp.184-190, 1984. 

J. Moon, Various Proofs of Cayley's Formula for Count­

ing trees, A Seminar on Graph Theory, H It, Rinehart 

and Winston, New York, 1967. 

M.-S. Malgorzata and T.-K.1. To lTI , Single-·Layer Rout­

ing for VLSI: Analysis and Algorithms, lEE " Tran . on 

CAD, Vol. CAD-2, No.4, pp.246-259, 1983. 

R. Y. Pinter , Optimal Layer Assignment interconnect, 

Proe. of 1982 ICCC, pp.398-401, 1982. 

137 



[Sakamoto 7.5] A. akamoto et al., OSA CA: A System jor Automated 

Routing on Two-layer Printed Wiring Boards, USA­

Japan Design Automation Symp., pp.100-107 , 1975. 

[ ervi t 77J M. Servit, Minimizing the Number oj Feedthroughs zn 

Two Layer Printed B oards, Digital Processes Vol. 3, 

pp.177-183, 1977. 

[Steven 79J K.R. Steven and W.M. Cleemput, Global Via Elirnina-

tion in Generalized Routing Environment, Proc. of 1979 

ISCAS, pp.689-692 , 1977. 

[Tanenbaun181J A.S. Tanenbaum, Computer Networks, Chapter 1-2 

and 2-2, Pr ntice Hall , Inc. , 1981. 

[Wilson 72] R .J. Wilson and L.W. Beineke, Applica tions oj Graph 

Th eory, Acadernic Pres , 1979. 

[Wing 66J 

[Xiong 9J 

[Zhao1 9J 

O. Wing , On Drawing a Planar Graph, I EE Trans. on 

lrcuit Theory, CT-13 pp.112-114, march 1966. 

X. Xiong and E . . Kuh , A Unified ApPToach to the Via 

lVfini7nization Problem" IEEE Tran . on CAS, Vol.36, 

No.2, pp.190-204, 1989. 

H.A. Zhao and W. Mayeda, Wild Con~ponents fOT Lay­

O'Ld Design, Proc. of 23rd Asilomar Conference on Ig-

138 



[Zha02 89J 

[Zha03 90] 

[Zha04 91] 

[Zha05 92] 

[Zha06 92] 

[Zha07 92] 

nals, yst III ~ and olllput.ers \ 01. 2, pp ,) ;0-98/1, 0 . L 

1989. 

H.A. Zhao and W. lvlayeda, Mairil: Propcrt i s of GTCl.ph 

Containing Wild Components, Proe. of ICCAS PI. 750-

753, July 1989. 

H.A . Zhao and W. Mayeda An Approa.ch fOT Topological 

Routing by W-Graph, IEICE Trans. Funda.111clltaJs, V l. 

E73, N 0.11, pp.1785-17 8, 1990. 

H.A. Zhao, On Planarity of llV- Graph ] roe. of lC­

CAS'91, China, No.2, pp.698-701 , June 1991. 

H.A. Zhao, A1atrix Rep res rdation of vV-G'To.J)hs, Jour­

nal of Franklin Institute, Vol. 329 , 0.6 , pp.l011-1039, 

1992. 

H.A. Zhao and W. Mayeda, Properti s oj W- Tree, IE­

ICE Trans. Fundanlentals, Vol.E75, No.9, pp.1141-1147, 

1992. 

H.A. Zhao and W. Mayeda, S'orn e Problems b iwe n A 

W-graph and Its Derived Graphs, to appear Journal of 

Franklin Institute. 

139 



Index of D efinitions 

adjacent region of Wi, 120 

boundary of a region, 119 

connected W -graph, 25 

closed train, 33 

chain-connected regions, 121 

created vertex, 111 

derived graph, 79 

disjoint wild-component, 123 

exhaus ti ve \i\T -cu tset 11latrix, 60 

exhaustive W-circuit matrix, 70 

exhaustive W-circuit lnatrix, 70 

fundal11ental W-cutset 11latrix, 66 

fundamental W-circuit 111atrix, 71 

general property, 27 

inner path of W t , 23 

net, 108 

planar W-graph, 116 

plane drawing 118 

resLricte 1 I 1'01 erLy, 27 

reference vert.ex of W , 50 

pecified tree t~' ) ) , 7 

tenninal et 36 

tra.nsforn1ation I , 90 

tran forl11ation 8 , 99 

via., 107 

wild-colnponent, 22 

W-graph,24 

W-circuit, 30 

W-ring sum of W-circuit, 37 

W-cuLset, 42 

W-ring SU111 of W- ut.~ ' eb) 44 

W -incidence et 51 

W -incidence matrix, 53 

W-tI'ee,59 

141 


	0001
	0002
	0003
	0004
	0005
	0006
	0007
	0008
	0009
	0010
	0011
	0012
	0013
	0014
	0015
	0016
	0017
	0018
	0019
	0020
	0021
	0022
	0023
	0024
	0025
	0026
	0027
	0028
	0029
	0030
	0031
	0032
	0033
	0034
	0035
	0036
	0037
	0038
	0039
	0040
	0041
	0042
	0043
	0044
	0045
	0046
	0047
	0048
	0049
	0050
	0051
	0052
	0053
	0054
	0055
	0056
	0057
	0058
	0059
	0060
	0061
	0062
	0063
	0064
	0065
	0066
	0067
	0068
	0069
	0070
	0071
	0072
	0073
	0074
	0075
	0076
	0077
	0078
	0079
	0080
	0081



