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Abstract

This paper examines comprehensive evaluation of aperiodic time-based checkpoint-
ing and rejuvenation schemes maximizing the steady-state system availability in an
operational software system. We consider two kinds of maintenance policies: check-
pointing prior to rejuvenating (CPTR) and rejuvenating prior to checkpointing
(RPTC). These schemes are complementary from each other to schedule check-
points and rejuvenation points. In addition, under a periodic full maintenance op-
eration, we show that aperiodic checkpointing or rejuvenation scheme is optimal to
maximize the steady-state system availability by applying the dynamic program-
ming. In numerical examples, CPTR and RPTC are comparatively examined with
same overhead parameters, and the effects of CPTR and RPTC on maximizing the
steady-state system availability are investigated.
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1 Introduction

Software fault tolerance is widely accepted as an effective approach to enhance
the dependability of software system. The fundamental concept of software
fault tolerance is diversity and redundancy. For example, N-version program-
ming, which is a well-known software fault tolerance technique, implements N
software components. Each of components has the same function but their de-
signs are different from each other. Once a software component has failed, the
system switches over to another component so that it could keep processing
without any suspension process. Such software fault tolerance is categorized
to the design-diversity technique, namely, it provides an architectural redun-
dancy.

On the other hand, the environment diversity receives much attention as an-
other technique for the software fault tolerance. In general, the design-diversity
technique requires a large development cost due to its architectural redun-
dancy. The environment diversity focuses on the computation environment of
operational software system. Typical examples of the environment-diversity
techniques are reboot, retry and restart of the system. Once a failure occurs
on an operational software, the system retries the failed process after refresh-
ing the operation environment with system reboot or restarting. Empirically
we know that such a reboot is quite effective to recover transient errors. The
environment diversity is based on such empirical experiments, and requires less
cost than the design-diversity technique. The environment-diversity technique
generally counteracts transient errors that are caused by the faults related to
resource exhaustion like memory leaking. Such phenomenon is recognized as
software aging. The detailed taxonomy of software faults and software aging
phenomena are presented in [1].

This paper focuses on two environment-diversity techniques; checkpointing
and software rejuvenation. Checkpointing is known as one of the most impor-
tant techniques in the software fault tolerance. This is a quite simple tech-
nique to reduce downtime caused by a system failure in operational phase.
Each checkpoint preserves status of a process running on memory at a sec-
ondary storage devices such as a hard disk. Even if a system failure occurs,
the process can be restarted from the latest checkpoint by referring to the
status in the secondary storage device. Then the downtime caused by the
system failure may become shorter by controlling placement of checkpoints
appropriately. Therefore, an appropriate checkpoint placement maximizes the
system availability of operational software systems. On the other hand, plac-
ing a checkpoint wasts a time overhead, called a checkpoint overhead, so that
the system availability may not be improved if checkpoints are unnecessarily
and excessively placed. Of course, since the lack of checkpoints may increase
the recovery overhead that is a time overhead to refer to the preserved status,



On contrary, there is a trade-off relationship in the problem of placement of
checkpoints. In fact, a huge number of checkpoint creation problems have been
considered during the last three decades.

Young [2] obtained the optimal checkpoint interval approximately for restart-
ing a computation process after a system failure. Chandy et al. [3,4], Vaidya [5],
Ziv and Bruck [6] proposed some performance models for database recovery
and calculated the optimal checkpoint intervals which maximize system avail-
ability or minimize an average overhead during normal operation. Since these
early contributions, many authors developed checkpoint models to determine
the optimal checkpointing schedules with respect to various dependability
measures [7-19]. For a good survey of this topic, see Nicola [20]. Most of
the above works focused on periodic checkpoint policies, i.e., the case where
checkpoint intervals are constant over time. Theoretically this type of policies
may be applicable only when system failure time is described as an exponen-
tial distributed random variate. However, the periodic policy has been applied
in the case where a system failure occurs according to a non-exponential dis-
tribution.

Toueg and Babaodglu [21] considered a non-exponential failure case and devel-
oped a dynamic programming (DP) algorithm to determine aperiodic check-
pointing. Variational calculus approaches in [22-24] are regarded as efficient
approximation methods to treat aperiodic checkpoint placement problems.
Recently, Dohi et al. [25] and Ozaki et al. [26] reconsidered a sequential check-
point placement algorithm and dealt with non-constant checkpointing sched-
ules. Okamura et al. [27] also developed a DP-based optimal checkpointing
algorithm for real-time applications and refined Toueg and Babaoglu’s [21]
discrete DP algorithm by extending to continuous time domain. In this way,
aperiodic checkpoint schemes have been extensively studied under general op-
erational circumstances described by non-exponential failure times.

Apart from the checkpointing, the environment-diversity technique has been
discussed as another fault tolerant technique. In general, we often encounter a
system failure caused by the software aging, while the software continuously
run for long time. As mentioned before, such aging-related bugs, which lead to
resource exhaustion, may exist in operating systems, middleware and applica-
tion software. The software aging will affect the performance of applications
and eventually causes failures [28-30], and has been observed in widely-used
communication software like Internet Explorer, commercial operating systems
and middleware. In such a situation, the aging phenomenon should be repre-
sented by a non-exponential failure time.

A complementary approach to handle software aging and its related transient
failures, called software rejuvenation, has already become popular as a typical
and low cost environment diversity technique of operational software. Software



rejuvenation is a preventive and proactive solution that is particularly useful
for counteracting the phenomenon of software aging. It involves stopping the
running software occasionally, cleaning its internal state and restarting it.
Cleaning the internal state of a software might involve garbage collection,
flushing operating system kernel tables, reinitializing internal data structures
and hardware reboot. In general, there is also a trade-off relationship between
a rejuvenation overhead and downtime due to a system failure.

Huang et al. [31] proposed a continuous-time Markov chain model with ran-
dom software rejuvenation. Dohi et al. [32,33] generalized the same model to
semi-Markov models with different dependability measures and developed the
statistical estimation methods of the optimal software rejuvenation schedule.
As an alternative modeling approach, the work in Garg et al. [34] involved
arrival and service of transactions in the system, and computed the load and
time-based rejuvenation schedule by taking account of the effect of aging as
crash/hang failure, referred to as hard failures, and performance degradation,
referred to as soft failures. Okamura et al. [35] considered the situation where
one running process can be rejuvenated at several time points, and derived
an aperiodic rejuvenation sequence to minimize total computation time based
on dynamic programming. Subsequently, many authors considered the simi-
lar problems as [31], i.e., how to determine the optimal software rejuvenation
schedules [32-34,36-53]. This motivates us to handle the optimal rejuvenation
schedule as well as checkpointing schedule.

Although these two software fault tolerant techniques are used for different
purposes, it should be noted that they are implemented in a real software
operational phase to complement each other. In other words, a unified model
to incorporate both checkpointing and rejuvenating is useful to quantify both
effects on system availability improvement. In the past literature, very a few
papers challenged to this interesting modeling. Gare et al. [54] took account of
both checkpointing and rejuvenation for a software system and evaluated its
expected completion time. Since their model assumes that a software rejuve-
nation is triggered at a given checkpoint unless the system fails, the minimiza-
tion of the expected completion time was solved under a specific maintenance
schedule which consists of periodic checkpoint interval and the number of re-
juvenation points. Bobbio et al. [55,56] focused on a modeling technique for
software system with rejuvenation, restoration and checkpointing. As an exten-
sion of usual stochastic Petri nets [39], they applied so-called fluid stochastic
Petri nets to model behavior of the software system and assessed quantitative
system dependability. On the other hand, the stochastic models to handle ape-
riodic checkpointing and rejuvenating are separately discussed in [57] and [58].
However there is no comprehensive evaluation of checkpoint and rejuvenation
schemes with respect to maximizing the steady-state system availability.

This paper discusses a general modeling framework to determine the optimal



checkpointing and rejuvenation schedule maximizing the steady-state system
availability. In particular, we compare two different checkpoint/rejuvenation
placement policies: checkpointing prior to rejuvenating (CPTR) and rejuve-
nating prior to checkpointing (RPTC). These are simplest policies among the
classes belonging to mixed policies with checkpointing and rejuvenating. Since
it is well known that global optimal controls tend to be simple under general
control arguments, this paper deals with these two policies. Under these poli-
cies, the optimal checkpoint or rejuvenation time sequence is aperiodic when
one of each is given, although most of existing rejuvenation schemes are peri-
odic. For such aperiodic checkpointing and rejuvenation schemes, we provide
DP algorithms to derive the optimal time sequence of checkpoints or rejuve-
nation points.

This paper is organized as follows. In Section 2, we describe a stochastic model
and formulate the steady-state system availability with an aperiodic check-
pointing or rejuvenation policy. Section 3 describes the DP approach to obtain
the optimal checkpoint or rejuvenation time sequence maximizing the system
availability. Numerical examples are presented in Section 4. In these examples,
we calculate the aperiodic optimal checkpoint and rejuvenation times in the
case where the system failure follows the Weibull distribution. In addition, we
fairly compare the maximum steady-state availabilities for CPTR and RPTC
under several parametric conditions. Finally the paper is concluded with some
remarks in Section 5.

2 Availability Modeling of Operational Software System

2.1 Model Description

Consider an operational software system with software aging phenomenon.
Suppose that the system is allowed to generate checkpoints and rejuvenation
points. A full maintenance which executes both checkpointing and rejuvena-
tion is performed at every time interval. Without loss of generality, we assume
that the last maintenance action is taken at ¢ = 0.

Let F(t) be a cumulative distribution function (c.d.f.) of the system failure
time, which has the corresponding probability density function (p.d.f.) f(¢)
with a finite mean time to failure (MTTF). Since the resources of the software
system deteriorate with aging, F'(t) is supposed to have an IFR (Increasing
Failure Rate) property, where the failure rate r(t) = f(t)/F(t) is increasing
in ¢, and in general, ¥(-) = 1 — %(-). The system is supposed to be as good
as new at t = 0. Let 7' (> 0) be a time interval of full maintenances. If the
software system does not fail until the time 7', a full maintenance is applied



to rejuvenate the system and to make a checkpoint.

When a system failure occurs, the system immediately undergoes a recovery
process. During the recovery process, the system restores the lost computation
with the data stored at the last checkpoint. The recovery process causes a time
overhead. More specifically, if a failure occurs at the time when the elapsed
time from the last checkpoint is € (0,7T"), the restoration (recovery) overhead
is given by p(z); for example, if p(x) = ax+ 3, then ax denotes the time needed
to re-execute for the lost computation by the failure, and the second term is a
fixed overhead. After the completion of restoration, the system also executes a
full maintenance to reduce the overheads caused by additional system failures.

For the software system, we deal with two maintenance policies with respect
to the placement of checkpoints and rejuvenation points. One policy gen-
erates checkpoints over the time interval of full maintenances (CPTR: check-
pointing prior to rejuvenating). In contrast, another policy places rejuvenation
points over the time interval of full maintenances (RPTC: rejuvenating prior
to checkpointing). Either CPTR or RPTC is applied to maximize the system
availability depending on checkpoint and rejuvenation time overheads. Here
wc and 7 are schedule vectors for CPTR and RPTC, respectively. More
concretely, wo = {c1,¢a,...,cn} and wr = {ry,re,...,ry} are sequences of
checkpoints and rejuvenation points over time interval of full maintenances,
where N (> 0) is the number of checkpoints or rejuvenation points allowable
to be placed during the time interval. Furthermore, p. (> 0) and p, (> 0)
denote time overheads for checkpointing and rejuvenating, respectively. At
the completion of checkpointing, the status of software system is recorded for
the recovery. On the other hand, if rejuvenation operation is completed, the
system becomes as good as new.

Figures 1 and 2 illustrate possible behaviors of software system under CPTR
and RPTC, respectively. The main differences of these policies are the length
of recovery overhead and the age of failure time distribution. CPTR essentially
reduces the length of recovery overhead after the system failure occurs, and
RPTC prevents the system failure by executing software rejuvenation.

2.2 Formulation of System Availability

Of our concern here is the formulation of steady-state system availability which
is defined as the probability that the software system is operative in the steady
state. For this purpose, we define the renewal points at which the full main-
tenance is executed, and focus on the probabilistic behavior between two suc-
cessive renewal points, i.e., during one cycle. From the familiar renewal reward
argument [59], the steady-state system availabilities with CPTR or RPTC and
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the full maintenance time interval 1" are represented by

E[system operation time during [0, )]

Ac<7l'c, T) = lim

t—o00 t

E[system operation time during one cycle]

- , (1)

E[time length of one cycle]

and

E[system operation time during one cycle]
A T) = 2
a(mr, T) E[time length of one cycle] ’ )

where E denotes the mathematical expectation operator. Then, the problem
is to find the optimal schedules (7}, 77*) and (7%, 7*) under both CPTR and
RPTC policies maximizing the steady-state system availabilities, and deter-
mine the better policy between CPTR and RPTC by comparing the maximum
steady-state system availabilities Ac (7, T*) and Ag(7h, T%).

For the sake of simplicity, we rewrite the schedules as o = {co, ¢1,...,¢cn, N1}
and *p = {r0,71,-.-,"N, N1}, Where ¢g = rog = 0 and ey = ryg = T
During the interval between two successive checkpoints or rejuvenation points,
we derive the expected up times (expected operative times) Ucs(c;|c;—1) and
Ur(ri|ri—1), and the expected total times Sc(c;|c;—1) and Sgr(r;|r;—1) which
include checkpoint, rejuvenation and restoration overheads:

Uc<Ci|Ci_1) :/[) s xdF(x]ci_l) + (Ci - Ci_l)F<Ci - ci_llci_l), (3)

Sefeileia) = [ {4 p(a) + o+ o }dF (zlein)

+ (¢i — cic1 + pe) Fe; — cizileisy), (4)
Ur(ri|ri—1) :/0 T xdF(x) + (r; — ri_l)F(n —Ti 1), (5)
Su(rilrios) = [ {a+ plricy + o) + e+ }F ()

+ (1 = ricy + ) E(ry — ri21), (6)

where F'(¢;|c;—1) is a conditional cumulative distribution provided that a fail-
ure does not occur until time ¢;_q, i.e.,

F(cileiiy) =1 —F(c;)/F(ciq). (7)

At the last time periods [cy, cyy1] and [ry,ry41], it is noted that the full
maintenance is carried out unless the system failure occurs. Then, the expected



up times and the expected total times are given by

CN+1—CN —
Uelewlew) = [ wdF(elew) + (exen = ex)Flewan = exlex). (8
CN+1—CN
Selenslen) = [ {2+ () + e + i, }AF (zley)
+ (CN+1 —CN + e + MT)F<CN+1 — CN’CN)a (9)
TN+1—TN —
UR(TN+1|T’N) :/0 :ch(x) + (T‘N+1 — T’N)F(TNH - TN)7 (10)

TN+1_TN
Snlryslry) = /0 {2+ p(ry +2) + 1o + o }dF ()
+ (rys1 — v+ ple + NT)F<TN+1 —TrN), (11)

respectively. Based on the above results, the steady-state system availabilities
with CPTR and RPTC are formulated as

YN Fleis)Ucl(cilein)

Aqn(Ttpo) = —
o#c) SN F(cim1)Selcilei—1)’

:Zf\g{l SV (ry — i) Ug(rlricy)
pIARE ;;11 F(rj —rj—1)Sr(rilri-1)

Agr(TR)

3 DP Algorithms

Since the steady-state system availability for each policy is given as a function
of 7t or g, the problem is reduced to a non-linear maximization problem
maxz, Ac(7¢) or maxz, Ar(7r), provided that the number of checkpoints
or rejuvenation points N is given. It is worth noting that there is no effective
algorithm to find the optimal pair (7, N*) or (7}, N*) simultaneously, and
thus the number of checkpoints and rejuvenation points must be carefully
adjusted according to any heuristic manner. On the other hand, in the case
of a fixed N, the most popular method to find the optimal schedule might
be the Newton’s method or its iterative variant. However, since the Newton’s
method is a general-purpose non-linear optimization algorithm, it may not
often function better to solve the maximization problem with many parameter
constraints. In our maximization problems, the decision variables 7w and 7t
are restricted. For such sequential optimization problems, it is well known that
the dynamic programming (DP) can be used effectively.

In this section, we develop DP algorithms for finding the optimal time se-
quences 7 and 7. The proposed DP algorithms for both CPTR and RPTC
are quite similar. Thus we first discuss the DP algorithm for CPTR, and men-
tion the difference between two algorithms for CPTR and RPTC.



The idea behind our DP algorithms is to solve recursively the optimality equa-
tions which are typical functional equations. Hence, it seems to be straightfor-
ward to give the optimality equations which the optimal maintenance schedule
7, must satisfy. Suppose that there exists the unique maximum steady-state
system availability . From the principle of optimality [60], we obtain the fol-
lowing optimality equations for the maximization problem of the steady-state
system availability under CPTR:

hi :chaXWC<Ci|C:—1vhlvhi+l)v 1= 17"'7N7 (14)
hnyi = @%?WC(CNH’CT\nhhhﬁy (15)

where the function We(¢;|ti—1, b1, hit1) is given by

WC(Ci’Ci—lyhlyhi—&-l) = UC(Ci’Ci—l) - £SC<Ci|Ci—1)
+ h F(ti — tiq|ti1) + hist F(t; — ti1]ti 1) (16)

and the functions h;, i = 1,..., N + 1, are called the relative value functions.

Since Egs. (14) and (15) are necessary and sufficient conditions of the optimal
maintenance schedule, the next step is to solve the above optimality equations.
In the long history of the DP research, there are a couple of algorithms to solve
the optimality equations. In this paper, we apply the policy iteration scheme
[61] to derive the optimal maintenance scheduling. Our policy iteration consists
of two steps; the optimization of the maintenance schedule under a given
relative value function and the computation of the relative value function based
on the updated maintenance schedule. These steps are repeatedly executed
until the resulting maintenance schedule converges to the optimal value.

In the optimization phase, it should be noted that the functions
Wc<Ci|Ci_1,h1,hi+1), 1= 1,...,N, (17)

are not always concave with respect to the decision variables ¢;. Our problem
is the case. This fact leads to the difficulty for maximizing the steady-state
system availability. In order to overcome this problem, we define the following
composite function:

Wel(cilcizi, hi, We(citalcis has hive)), i=1,...,N (18)

and propose to use it instead of W (¢;|c;_1, hi, hiv1). Because the above com-
posite function is a concave function, it is possible to find the optimal mainte-

nance schedule in each iteration phase by maximizing the composite function
fori=1,...,N.

In the computation phase, we solve the following linear system to obtain the
relative value functions h; and the maximum steady-state system availability

10



¢ for a given maintenance schedule:

Mcm = bc, (19)
where
—F(¢; — ¢izal|cimq) ifi=jand j# N +1,
1 ifi=75+1,
[Mcli; = o (20)
Sc<Ci|Ci_1) lf] =N + 1,
0 otherwise,
x = (hy,...,hn,hng1,€), (21)
bo = (Uc(eilco), - .-, Uc(enlen-1), Uc(entalen)) . (22)

In Eq. (20), [-];; denotes the (i, j)-element of matrix, and the prime (/) repre-
sents transpose of vector. The above results come from the direct application
of the optimality equations (14) and (15). Note that h; = 0, since we are here
interested in the relative value function h; and &

Finally, we derive the DP algorithm to derive optimal checkpoint sequence
under CPTR as follows.

DP Algorithm under CPTR

e Step 1: Give initial values

k=0,
CO = O
e Step 2: Compute hgk), . ,h§’;)+1,§<k> for the linear system (19) with the

: ~ (k
maintenance schedule 7r(C).

e Step 3: Solve the following optimization problems:

)= argmax Wc(C|C§]i)1,O,WC(C@(?ﬂCiaOa hz('i)Z))’
C<k) <C<C(k>
i—1—="—="9+1
fori=0,1,...,N—1,
c%““) ‘= argmax WC(C|CN 1,0, WC(CN+1|C 0.0)),
<k1 SCSCUC)
1Y) = argmax We(clel, 0,0).
cg\’;)§0<oo

e Step 4: Foralli=1,..., N+ 1, if ]c§k+1) — cgk)| < 6, stop the algorithm,
where 0 is an error tolerance level. Otherwise, let k := k+ 1 and go to Step

11



In Step 3, an arbitrary optimization technique can be applied. Since the com-
posite function is concave in the range [c;_1,¢;41), it is not so difficult to
calculate the optimal checkpoint sequence and the optimal full maintenance
time. In fact, the golden section method [62] would be effective to find the
solution.

The DP algorithm for RPTC is given by replacing Uc(+|-), Sc(+|-) and F(-|-)
with Ug(+]-), Sg(:|-) and F(-), respectively. That is, Eqs. (16) and (19) are
rewritten as

WR(H|7“¢—1, ha, hi+1) = UR(ri|ri—1) - €SR<Ti|Ti—1)
+ h1F<ti — ti_l) + hi+1F<ti - ti—l) (23)

and

MRm = bR, (24)

—F(ri—ri_l) le:jandJ%N“—l,

1 ifi=j+1,
[Mgi; = . (25)
Sr(rilri-1) it j=N+1,
0 otherwise,
br = (Ur(ri|ro), .-, Ur(rnlry-1), Ur(rn+1|ry)) . (26)

Then the DP algorithm for RPTC is described as follows.

DP Algorithm under RPTC

e Step 1: Give initial values

k=0,

Ty ‘= 0,
~ (0 0 0 0
W(R) = {’r‘g )""77‘5\/)’7‘](\[1‘1 :

e Step 2: Compute hgk), . .,hg\l,fll,f(k) for the linear system (24) with the

. - (k
maintenance schedule 71'%) .

12



e Step 3: Solve the following optimization problems:

P = argmax Wi (r|ri®y, 0, Wa(r [r,, 0, h%,)),
Tz(§>1 grgriﬂ

fori=0,1,...,N -1,

r&Y = argmax WR(T|T§\I/€)—DOvWR(TJ(\I;zer’O’O))’
r(k) <T‘<T(k>
N—1="="N+1

INi1 ‘= argmax WR(T|T](\];)7O’ 0)'
rg\’;>§7°<oo

e Step 4: Foralli=1,...,N +1, if ]r§k+1) — rgk)] < 6, stop the algorithm,
where 0 is an error tolerance level. Otherwise, let k := k+ 1 and go to Step
2.

4 Numerical Comparison of CPTR and RPTC

This section presents numerical comparison of two maintenance policies and
examines the effects of CPTR and RPTC on the optimal scheduling and the
maximum steady-state system availability.

Suppose that the system failure time obeys the Weibull distribution;

F(t) = 1 —exp {— (%Y} (27)

where i (> 0) and ¢ (> 0) are scale and shape parameters. If ¢ > 1, then the
system failure time distribution is IFR. The MTTF and the failure rate for
the Weibull distribution are given by nI'(1 +1/¢) and ¢t®~1/n®, respectively,
where I'(+) is the standard gamma function. In our experiments, we set ¢ =
2.0 or ¢ = 5.0 and adjust the scale parameter such that MTTF equals 1.0.
Furthermore, we assume that the recovery (restoration) overhead is given by
p(x) = ax+ B with a = 1.0 and 5 = 0.0,0.5. This means that the restoration
operation requires exactly the same time amount as the lost processing time
by a failure, and the parameter  corresponds to a fixed time overhead for the
restoration. On the overhead parameters of checkpointing and rejuvenation,
we set the following four cases:

Case 1: p. = 0.001 and p, = 0.001,
Case 2: . = 0.001 and p, = 0.002,
Case 3: . = 0.002 and p, = 0.001,
Case 4: . = 0.002 and p, = 0.002.

13



Here the overhead time p. = 0.001 corresponds to 0.1% of MTTF. For the pur-
pose to calculate the optimal maintenance schedule, we make a computation
program written by C language with GSL (GNU Scientific Library).

Figures 3 through 6 illustrate the optimal maintenance schedule (checkpoint,
rejuvenation and full maintenance times) under CPTR and RPTC in Cases
1 and 4, provided that the shape parameter of failure time distribution is
¢ = 2.0 and the fixed time overhead of restoration is # = 0.0. On the other
hand, Figs 7 and 10 show the optimal maintenance schedule under CPTR and
RPTC, provided that the shape parameter is 5.0 and 3 = 0.0. Figures 11 and
18 are the similar results as Figs. 11 and 18 where the fixed time overhead of
restoration is given by 4 = 0.5. In the figures, the horizontal lines correspond
to respective cases where the numbers of checkpoints or rejuvenation points
are N = 1,...,10. Since the horizontal line indicates the elapsed time, each
point (dot) represents the time at which a checkpoint or a rejuvenation point
is placed, and the last one indicates the full maintenance timing.

In these figures, it can be seen that the optimal checkpoint intervals under
CPTR are characterized as a decreasing sequence. The optimal rejuvenation
intervals also indicate a decreasing sequence, but they are close to constant
time intervals in all the cases. Comparing the results in the case of ¢ = 2.0
and 8 = 0.0, the optimal checkpoint and rejuvenation times are quite different
in the case of ¢ = 5.0 and = 0.0 This is because the Weibull distribution
with ¢ = 5.0 is closer to a constant distribution than ¢ = 2.0. In fact, the co-
efficient of variation (CV) of the Weibull distribution with ¢ = 5.0 is given by
CV =& 0.23. In addition, the checkpoint and rejuvenation overheads in the case
of B = 0.0 are relatively small. As a result, the effects of checkpointing and
rejuvenating are almost same in the case of ¢ = 2.0 and 4 = 0.0. On the other
hand, in the case of # = 0.5, the optimal checkpoint and rejuvenation times
are far from each other. This implies that two typical redundant techniques;
checkpointing and rejuvenating are similar but they provide completely dif-
ferent effects on the system availability. In this case, the restoration operation
is very expensive because the fixed time overhead reaches to 50% of MTTF.
Thus the system failure should be avoided to improve the system availability.
At the same time, both time intervals of checkpoint and rejuvenation times
should be shorter than the cases of 3 = 0.0. However since the checkpoint-
ing essentially cannot avoid the system failure, the full maintenance should
be frequently executed under CPTR. Hence the optimal time sequences of
checkpointing and rejuvenating are quite different.

Next we examine the maximum steady-state system availability under CPTR
and RPTC policies. Figures 19 and 20 depict the maximum steady-state sys-
tem availability for each N = 1,...,10 in the case of the shape parameter of
failure time distribution ¢ = 2.0 and ¢ = 5.0, respectively, provided that the
fixed time overhead is 0.0. The four lines in these figures indicate the steady-
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state system availabilities for Cases 1-4. Similarly, Figs. 21 and 22 present the
maximum steady-state system availabilities provided that § = 0.5. By com-
paring the results of CPTR with those of RPTC, we find that the maximum
availabilities for CPTR and RPTC are almost same in the case of ¢ = 2.0 and
£ = 0.0. On the other hand, in the other cases, RPTC is much more effec-
tive to maximize the steady-state system availability than CPTR. Although
the rejuvenation overheads might be higher than checkpointing overheads in
practical cases, these numerical experiments conclude that the rejuvenation
operation is superior to the checkpointing in terms of maximization of the
availability if the overheads of rejuvenation are not so expensive.

5 Concluding Remarks

In this paper, we have introduced a general stochastic model for aperiodic
checkpointing and software rejuvenation to evaluate the effect of them on the
steady-state system availability. Based on the model, we have developed DP
algorithms for finding the optimal checkpointing and rejuvenation time se-
quences. In numerical experiments, we have examined comprehensive evalua-
tion of CPTR and RPTC with identical overhead parameters. Lessons learned
from the numerical results are that (i) both the optimal checkpoint and re-
juvenation times are given by decreasing sequences, (ii) the optimal check-
point time intervals are sensitive for the aging property of failure distribution,
but the optimal rejuvenation time intervals tend to be constant, regardless of
the aging property, (iii) rejuvenation is superior to checkpointing in terms of
maximizing the steady-state system availability if checkpoint and rejuvenation
overheads are almost same.

In future, we will present a mixed policy of CPTR and RPTC, i.e., the pol-
icy where checkpoint and rejuvenation are generated at arbitrary time points.
Although such a generalized policy has not been treated in this paper, ei-
ther CPTR or RPTC is expected to be optimal in the optimization based on
steady-state analysis. There remains a mathematical proof for the problem.
Furthermore we will explore the possibility of an on-line control scheme based
on Bayesian learning.
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Fig. 3. Optimal schedules (¢ = 2.0, 5 = 0.0, Case 1).
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Fig. 5. Optimal schedules (¢ = 2.0, 5 = 0.0, Case 3).
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Fig. 8. Optimal schedules (¢ = 5.0, 5 = 0.0, Case 2).
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Fig. 17. Optimal schedules (¢ = 5.0, 5 = 0.5, Case 3).

25



TETRriitt
SELLELLLRL

FEITrEtiRt
SEbLSELLNL

0.1 0.2 03 04 05 o 05 1 15 2 25
checkpoint time

CPTR RPTC

Fig. 18. Optimal schedules (¢ = 5.0, 5 = 0.5, Case 4).

26



steady-state availability

g
a
2
]
3
g
g

steady-state availability

098 — T T T T T T T T T 0.98 — T T T T T T T T T
0975 0975
097 > 097
3
8
- 3
0.965 *. o 0965
g
e} * g
a g
- *... g
0.96 096
=} %
=] e
B Koo,
a *
0955 & * 0955
case 1 —— g K
case 2 —-X—- a
case3 ¥
case 4
005 L ; . . . . . . . . 005 L ; . . . . . . . .
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 3 7 8 9 10

# of checkpoints

CPTR

Fig. 19. Maximum steady-state

# of rejuvenation points

RPTC

system availability (¢ = 2.0, 8 = 0.0).

0.995 T T T T T T T T T T 0.994
099 0993
0985 2 0992
3
£
2
&
098 o 0991
=
)
8
- £
0.975 = oy @ 0.99
& %
=}
097 é 0.989
case 1 —— *
case 2 —-X-- a %
case3 K-
case 4 &} o
0965 4 ; . . . . . . . n 0.988 . . . . . . . .
1 2 3 4 5 6 7 8 9 10 3 4 5 3 7 8 9 10

# of checkpoints

CPTR

Fig. 20. Maximum steady-state

# of rejuvenation points

RPTC

system availability (¢ = 5.0, 5 = 0.0).

0.955 — T T T T T T T T

0945

steady-state availability

0935

083 L& i L L L L L L L L

1 2 3 4 5 6 7 8 9 10
#of checkpoints

CPTR

Fig. 21. Maximum steady-state

# of rejuvenation points

RPTC

system availability (¢ = 2.0, 5 = 0.5).

27



g
a
2
]
3
g
g

0.994 — T T T T T T T

0.993

992 //j* * *
0.

0.991

steady-state availabilty
°
@
8
K

0.989

0.988

0.987

0935 L& 1 L L L L L L L

1 2 3 4 5 6 7 8 9 10
# of checkpoints

CPTR

Fig. 22. Maximum steady-state

096 LT . . . . . . . i ;
1 2 3 4 5 6 7 8 9 10

# of rejuvenation points

RPTC

system availability (¢ = 5.0, 5 = 0.5).

28



