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Abstract—The actual sound environment system exhibits var- at discrete times because various kinds of statistical evaluation
ious types of linear and non-linear characteristics, and it often (e.g., median, mean, covariance, higher order moments, etc.)
contains an uncertainty. Furthermore, the observations in the for these quantized level data become easier if a digital
sound environment are often in the level-quantized form. In this . - CS
paper, two types of methods for estimating the specific signal for computer 'S_ used. Therefore, |_n Qrder t‘? evaluate thg objective
sound environment systems with uncertainty and the quantized Sound environment system, it is desirable to estimate the
observation is proposed by introducing newly a system model of waveform fluctuation of the specific signal for the system with

the conditional probability type and moment statistics of fuzzy —uncertainty based on the quantized or fuzzy observation data.
events. The effectiveness of the proposed theoretical method is
confirmed by applying it to the actual problem of psychological As a typical method in the state estimation problem, the

evaluation for the sound environment. Kalman filtering theory and its extended filter are well known
I. INTRODUCTION [4]. These theories are originally based on the Gaussian
Hfoperty of the state fluctuation form. On the other hand, the

The internal physical mechanism of actual sound enviro . - .
. e . . actual sound environment systems exhibit complex fluctuation
ment system is often difficult to recognize analytically, and [t . ; T
operties and often contain unknown characteristics in the

contains uncertainty. Furthermore, the stochastic process seh'ationship between the state variable and the observation.

served in the actual phenomenon exhibits complex ﬂucmat'?ﬂus, it is necessary to improve the previous state estimation

pattern and there are potentially various nonlinear Correlat'or%‘céthods by taking account of the complexity and uncertainty

in addition to the linear correlation between input and output
. . In the actual systems.
time series.

In our previous study, for complex sound environment From the above viewpoint, based on the quantized or fuzzy
systems difficult to analyze by using usual structural methodbservations, a method for estimating precisely the specific
based on the physical mechanism, a nonlinear system masighal for the sound environment system with uncertainty
was derived in the expansion series form reflecting variois theoretically proposed in this study. More specifically,
type correlation information from the lower order to thdirst, by adopting an expansion expression of the conditional
higher order between state variable and observation [1]. Tpmbability distribution reflecting the information on linear
conditional probability density function contains the lineaand non-linear correlation between the specific signal and the
and nonlinear correlations in the expansion coefficients, agdantized observation as the system characteristics between
these correlations play an important role as the statistithbm, a method to estimate the time series of the specific signal
information for the state variable and observation relationshiig. theoretically derived. The proposed estimation method can

On the other hand, it is necessary to pay our attention be applied to an actual complex sound environment system
the fact that the observation data in the sound environmemith uncertainty by considering the coefficients of conditional
system are often measured in a level-quantized form aprbbability distribution as unknown parameters and estimating
contain fuzziness due to several causes. For example, #iraultaneously these parameters and the specific signal. Next,
human psychological evaluation for loudness can be judged by introducing fuzzy theory to the uncertainty of the system,
use of 7 levels from 1.very calm to 7.very noisy [2]. Howevethe other type of estimation algorithm is derived. The proposed
each score is affected by the human subjectivity and the bordeeory is applied to the estimation problem of the psycho-
between two neighboring scores are vague [3]. Furthermolegical evaluation for loudness in sound environment and the
the observation data are often measured in a digital level foeffectiveness of the theory is experimentally confirmed.
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[I. STATE ESTIMATION OF SOUND ENVIRONMENT SYSTEM unknown structure, the expansion coefficiedts, and A,.q;
WITH UNCERTAINTY expressing hierarchically the correlation relationship between
A. Estimation Algorithm by Introducing a Stochastic Model ¥+ Zk+1 @ndzy, y, have to be estimated on the basis of the
observationy;. Considering the expansion coefficients

Consider a complex sound environment system with A,0; as unknown parameter vectagsand b:
T .

uncertainty that cannot be obtained on the basis of the internal

physical mechanism of the system. In the observations of a = (ar,az,---,ar) = (agy,ae), - ,as)),
actual sound environment system, the sound level data are verya,) = (Ais0, 250, 5 ARs0), (s =1,2,---,95), (5)
often measured in a digital level form at discrete times. Thisis _ (b1,ba, -+, bs) = (b(1), by, -+, ber)

because some signal processing methods by utilizing a digital
computer are indispensable for extracting exactly various bu = (Awr, A2t Aror), ¢ =1,2,---,T), (6)
guantities for human evaluation based on these quantized lewberel = (RS) and J = (RT') are the number of unknown
data. expansion coefficients to be estimated, the simple dynamical
Let x;, andy, be the input and output signals at a discretemodels,a; 1 = a; andb,; = by, are introduced for the
time k£ for a sound environment system. For example, faimultaneous estimation of the parameters with the specific
the psychological evaluation in sound environmery, and signalzy:
yr denote the physical sound level and human responselo derive an estimation algorithm for the specific signal
quantity for it, respectively. It is assumed that there are, attention is focused on Bayes’ theorem for the conditional
complex nonlinear relationships betweep and y,, which probability distribution [5]. Since the parametgf andb, are
are difficult to find a fundamental relationship between theralso unknown, the conditional probability distribution ©f,
Since the system characteristics are unknown, a system magebnd by, is considered.
in the form of a conditional probability is adopted. More pre- _ P(xk,ak, be, ys|Vi1)
cisely, attention is focused on the joint probability distribution (@&, ak, be[Yr) = PyelVe 1) : (7)
function P(z, zx+1,y) reflecting all linear and non-linear B
correlation information amongy, zx+1 and y,. Expanding
the joint probability distribution functionP(xg, zx+1,yx) N
an orthogonal form based on the productiffry), P(xk+1)
and P(yx), the following expression can be derived.

where Yi.(= {y1,v2,---,yx}) IS @ set of observation data
up to time k. The conditional joint probability distribution
P(xy,ag, bk, yr|Ys—1) can be generally expanded in a statis-
tical orthogonal expansion series:

P, a5, bi, e[ Ye1) = Po(zx|Yi_1) Pola|Yi
P(zr, 2p41,Y%) = P(zr) P(xr41) P(ys) (@, 2, B, Y [Yie—1) O(Ook|oi IZOO(OOH b-1)

0 iiA“te ) ($k+1)9§2)(yk) B PO(bk|Yk—1)P()(yk|Yk,1)Z Z Z ZBlmnq

=0 m=0n=0 ¢g=0
r=0 s=0 t=0

with @)l (el (o)l (v, @)
(1) (2) (3) (4)
Bimng =< ¥ ()03 (1) (b)) (yr) Vi1 > . (9)
Apgt =< 0 ()00 (2041087 () >, @ () (@0 (i ) Wit > (9
After substituting (8) into (7) and expanding an arbitrary

where < > denotes the averaging operation on the varpolynomial function fr, nv.n (%, ag, by) Of z1, a, and by,

ables. The linear and non-linear correlation information amoRgth ((L, M, N))th order in a series expansion form using
Tk, Tp+1 andyy is reflected h|erarch|cally in each expansmr{w(l) (1)}, {1/1(2) (ar)} and {¢(3)( by)}:

coefficient 4,,.. The functlonse (:r:k) and 9( (yr) are

orthonormal polynomials with the weighting functloﬁl{azk) frm, N(xk’ ak’ by)
and P(yg) respectively. These orthonormal polynomials can LMN
. . o (2) (3)
be decomposed by using Schmidt's orthogonalization [5]. —Z Z chmn V()o@ (@) (b),
From (1), the conditional probability distribution function =0 m=0n=0
P(z111|2x) and P(yy|z;) are given as (Ciamn' s appropriate constants), (10)
by taking the conditional expectation of the function
P(zpi1|zn) = P(@p4n ZZAMOQ( ) i) 1)(““) () frm N(xk,ak,bk) and using the orthonormal condition for
r=0 s= the functlonswl )( k) <2)(ak) and ’(/Jn (bg), the estimate
R T @ of the functionf, v~ (zk, ak, bg) can be derived as follows:
T A 0 (k)0 4 .
Plueler) ;; o w6 () (@) fL,M,N(xkyakybk) =< fomN(Tk, ag, b)Yy >
M N o~
Though (3) and (4) are originally infinite series expansions, CLMNp (4)
finite expansion series are adopted because only finite ex- lzgmz(h;);) - Bimng¥” (y5)
pansion coefficients are available and the consideration of = = . (1)
the expansion coefficients from the first few terms is usually ZBOOOq¢§4) ()
sufficient in practice. Since the objective system contains an 7=0
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Th(§ four functions ¢V (zx), & (ar), ¥$(bx) and with
(4
(yr) are orthonormal polynomials of degreésm =
(ml,mg,- ,mr), n = (n1,ns,---,ny) andq with weight- Bpy(y; N, M, p, h) = {( h )(q) - 1/2( D )q/2
ing functions Py(z|Yi—1), Po(ar|Ye—1) , Po(bi|Yi—1) and
Po(yx|Yi_1), which can be chosen as the probability functions- Z Cj(—1)179 (L yai (N — )@= (y — M)D (22)
describing the dominant parts of the actual fluctuation or §=0 I=p
the well-known standard probability distributions.
As an example of standard probability functions for th
specific signal and the parameter, consider the Gaussian

where H;( ) denotes the Hermite polynomial wittth order
ﬁé,_ andy) is the jth order factorial function defined by [6]

tribution: v = yly—hy)(y—2hy) - (y — (g — Dhy),
y© = 1. (23)
Po(@p|Yi-1) = N(zwzg,Ta,), (12) using the property of conditional expectation and (3)(4), the
I - two variablesy; and(,, in (17) can be expressed in functional
Po(ag|Yi—1) = H N(ai;a; g, Ta; ), (13)  forms on predictions of, a; andby, at a discrete timé — 1
i=1 (i.e. the expectation value of arbitrary functionsaqf, a; and
J e
b, conditioned byY}_1), as follows:
Po(bi|Vio1) =[] N(bj:055: ;) (14)
j=1
with Y =< /ykp(yﬂfﬂk)dykwkq >
Nz 2y _ 1 (z — M)2 X< (1)
($7 w, o ) - \/Wewp{_ 202 }7 =< Z Z dltA’r‘Oter (mk)‘ykfl >

. . £12 r=0 t= O
T, =< $k|Yk,1 >7sz =< (ack - Ik) |Yk,1 >,

af,k =< ai,k|Yk,1 >’Fai,k =< (ai_,k — a;"k)2|Yk,1 >, =< ZZdltA Ot/e(l) .’L‘k xk\xk 1 d.%‘k|Yk 1>

b5 e =< bjg|Yie1 >, Ty, =< (bjx — b52)* Vi1 > . (15) e
Furthermore, as the fundamental probability function on the ~— szlt < Aot A ) kO(Tk-1)[ Vi1 >, (24)
level-quantized observation, the generalized binomial distribu- r=01=0
tion [6] with level difference intervah, can be chosen: O = /(yk — )2 P(ye|xr)dyr| Y1 >
Po(yk|Yi—1) = B(yk; Ny,.. My, py,., hy) (16) > 2
' ' = Z dot < Arot Ay kO (Tg—1) Y1 > (25)
with r=0 t=0
(N;M)! .y Ny with
B(y; N,M,p,h) = “y—M\ Ny P " (1—-p) 7=,
(yh )'(T)' A(r),k = (Ova(r),k’)a(r: 1727"')7
r—M, _
Dy = H’ yk =< yk‘Yk 1>, A(O),k - (17()’07""0)7
e O(zr) = O (x0),0 (1), -, 00 (24)), (26)
G My (@) = (65" (@), 01" @n), -, O (@r)
vk (yp — My)hy — Q. where’ denotes the transpose of a matrix. The coefficients
Q. = < (e — )2V > (17) dis and dss in (24) and (25) are determined in advance by
k 9 9

expandingy;, and(yx—y;)? in the following orthogonal series
where M, is the minimum level of the observation. Theforms:

orthonormal polynomials with four weighting probability dis- 2
tributions in (12)-(14) and (16) can be determined as Z dlZ Sy —yi)? = Zdzief)(yk). 27)
(1) _ 1 H Lk — {E;; 18 - .
L (wk) = \ﬁ i T ) (18) Furthermore, using (3) and (4), and the orthonormal condition
* of 65" (z;) and 6" (yy,), each expansion coefficiet mn,
1 ik — a’_‘ . . — .
2) (5 _ H, (= ik 19) defined by (9) can be obtained through the similar calculation
Vo' (81) };[1 m;! i V5 ) (19) process to (24) and (25), as follows:
U (by) 1T v (bi’k _ b;’k) (200 B izq:lid @ (a) @ (by)
n k = n;j ’ Imng — Wi4-r,j < m \ak n k
j=1 n;! Vb ! r=0 t=0 j=0 B
P () = Bpg(yr; Ny, My, pye hy)  (21) ArorA Gy sO (k1) [Yi1 >, (28)
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where d,; and w4, ; are appropriate coefficients satisfyingvhere Zy,(= {z1,-- -,z }) is a set of fuzzy observation data.
the following equalities: The two functionsz/J,(f’)(ak) andwéﬁ)(zk) denote the orthonor-
q mal polynomials of degrees and ¢, with the fundamental
1/}((14) (i) = qui9§2>(yk)7 probability density functiond (ax|Zx—1) and Py(zk|Zk—1)
i—0 of oy, and z;, as weighting functions. Based on (31), through
I4r the similar calculation process to (11), the estimate of an
P (@) (21) = > wier 08 (). (29) arbitrary polynomial functionfy, a (k. by, ax) of zx, by
j=0 anday, of (L, M, N)th order can be derived, as follows:

Furthermore, by substituting the dynamical models agf

and by, into (24), (25) and (28), the parameteys,,, and fL’“E’NS\?“?V’“’a’“) =< frm.n {2k, br, )| 2k >
the expansion coefficienB;mn, can be given in functional L LMN 6)
forms on estimations af;_1, a,_; andb;_;. Therefore, the lz_% ZO Z:OZOElmn Dimnq¥q (2k)
recurrence estimation of the specific signal can be achieved. S . (33)
(6)
B. Estimation Algorithm by Introducing a Fuzzy Theory ZODOOOWq (zx)
o=

In the observations of actual sound environment system, the
sound level data often contain fuzziness due to human subjéd- the coefficientsEZMYN are appropriate constants in the
tivity in noise evaluation, confidence limitations in sensingase when the functiotf, m n(xk, bi, o) is expressed in
devices, and quantizing errors in digital observations, etc. L&tseries expansion form similar to (10) usip@@l(l)(a:k)},
zi, be fuzzy observation obtained frogy. For example, for (%) b))} and {¥{> (ay)1.
the psychological evaluation in sound environment,and  As a concrete example of the fundamental probability
yr denote respectively the physical sound level and humaﬁnsity functions for the parameter, and zj, the Gaus-

response quantity for it. Since the system characteristics &{gn distribution and the generalized binomial distribution are
unknown, the observation model in a form of a conditiong|gopted respectively:

probability in (4) is adopted. Furthermore, expresses the

loudness scores (1.very calm, 2.calm, 3.mostly calm, 4.little Po(ar|Zk-1) = N(ag;ag,Tay), (34)
noisy, 5.noisy, 6.faily noisy, 7.very noisy) taking the individual Po(2k|Ze_1) = B(z N, M., ps,.hs) (35)
and psychological situation into consideration fgr. The TSk TE A TR
fuzziness ofz;, is characterized by the membership functiogith

1z, (yx). As the membership function, a Gaussian type func-

tion: a’,; = < Oék|Zk,1 >7Fo¢k =< (ak — 042)2|Z]€,1 >,
zr — M, .
Pz, (Yr) = exp{—a(yr — Zk)Z}a (30) Pz, = m7 2p =< 2p| Zj—1 >,
wherea(> 0) is a parameter, is adopted from the viewpoint (zf — M)h 2z — M.,
of mathematical analysis. Though the parametén (30) can Nay = (z; — ML)h. — Q.,

be generally given based on the prior information (or, through
trial and error), it can be regarded as unknown parameter

and estimated simultaneously with the specific signand Then the orthonormal polynomials with two weighting prob-

the parameteib,. Firs?, a simple .dynamical model for theability density functions in (34) and (35) can be given as
parameteroy 1 = oy, is naturally introduced.

L, = < (=20 Zk-1 > (36)

Next, as the similar manner to (7), by paying our attention w“’)(ak) _ LH (Oék - 047;) 37)
to the conditional joint probability density function of., by, n N
and «y, the following expression is obtained. w((lﬁ)(zk) = Bpy(2; Nay, M., psy s h). (38)
Pz b 7.3 = P(xg, by, ag, 2| Zr1) _ o _
(@k, br, k| Zk) = P(zi|Zi1) After applying moment statistics of fuzzy events which are
-p 7 APu(belZe P 7. gener_alization of mean apd variance of fgzzy events [8], by
000@5:' fo 12)00( KlZk-1) Polak|Zy—) applying (4), the two variables; and 2., in (36) and the
Z Z Z ZDzmmwl(l)(kag)(bk) expansion coefficienD;,,, are expressed in concrete forms,
1=0 m=01—=0 4=0 as follows:

2 ()5 (21)/ Y Dooogy” (21) (31)
r=0

] =

< etB(t)yk@(mk)\Zk,l >
< htB(t)’k@(ﬂ;‘k)|Zk,1 >

*
-
Il
o

with
Dimng =< 0 (2)0$ (1) () © (21)| Zk-1 >, (32)

[M]=

~
Il
o
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T

scores, for instance, 1.very calm, 2.calm, 3.mostly calm, 4.little
Z < [iB) kO (k)| Z1—1 > Y ’

noisy, 5.noisy, 6.fairly noisy, 7.very noisy, in the psychological

Q, = t;O ) (40) acoustics [2]. After recording the road traffic noise by use
Z < By kO (xk)| Z 1 > of a sound level meter and a tha recorder, by replaying
= the recorded tape through amplifier and loudspeaker in a
T laboratory room, 6 female subjects (A, B,-, F) aged of
Dimng = Z < gtlf)l(l)(fﬁk)?ﬁg)(bk)lbff) (a)Boy i 22-24 with normal_ hearing ability judged one score among 7
=0 loudness scores (i.e., 1, 2,, 7) at every 5 [sec.], according
O(xk)| Z—1 > to their impressions for the loudness at each moment using
T 7 categories from very calm to very noisy. The mean and
/Z < By kO (k)| Zj—1 > (41) standard deviation of the road traffic noise were 71.4 [dB(A)]
t=0 and 7.23 [dB(A)], respectively. Furthermore, the mean and
with standard deviation for the loudness scores of each subject,
and the correlation coefficients between the road traffic noise
Byr = (0,bye), t=1,2,), levels and the loudness scores are shown in Table 1.
Bo,x = (1,0,0,---,0), (42) The state estimation method proposed in Section II.A was

) . .. . applied to an estimation of the time series for sound level
wherec,, f;, g: and h, are expansion coefficients satisfyingy 5 roaq traffic noise based on the successive judgmenis
the following relations: loudness scores. Figure 1 shows one of the estimated results

i @) of the waveform fluctuation of the sound level based on the

pa (e = > €iy” (i), (43)  |oudness score by a subject. In this figure, the horizontal axis
=0 - shows the discrete timk, of the estimation process, and the

a2 1(2) vertical axis represents the sound level (A-weighted sound

e (o) (g = 22)" = ;fﬂi (), (44) pressure level). The finite numbers of expansion coefficients

- Bimng(q < 2) in the proposed estimation algorithm (11)
[iz, (yk)wﬁﬁ) (yr) = Zgigz@)(yk), (45) employing the system models of conditional probability type
i—0 (3) and (4) withR = S = T = 2 were used in this estimation.

o0 @) In principle, it is expected that the successive addition of
fzy (Yr) = Zhﬂi (Yk)- (46) higher expansion terms reflecting higher order statistics in
=0 the proposed algorithm moves the theoretical estimation closer

The expansion coefficie®;m,, in (41) can be given by the to the true values. However, higher order statistics based on
predictions ofr;,, by, anday. Furthermore, by introducing the the finite numbers of observed sample data give us unstable
following simple system model instead of (3), information with less reliability. It remains as one of the future
problems to derive a method for determining an optimal order
Tht1 = Pz, + Guy, (47) " for the conditional probability distribution in expansion series
wherew, is the random input with mean 0 and variangg form like (3) and (4).
and F, G are system parameters, the prediction algorithm for One of the estimated results by applying the algorithm
an arbitrary polynomial function can be given in the fornproposed in Section I1.B is shown in Fig.2. For comparison,
of estimates for the polynomial functions of,, b, anday,. the estimated results by the previously reported method [1]
Therefore, by combining the estimation algorithm of (333nd the extended Kalman Filter [9] are shown in Fig.3. The
with the prediction algorithm, the recurrence estimation of trstimated results of the parameteof membership function in
specific signal can be obtained. (30) are shown in Table 2. The root mean squared error of the
estimation is shown in Table 3. It is obvious that the proposed
IIl. APPLICATION TO PSYCHOLOGICAL EVALUATION FOR  methods show more accurate estimations than the results based
LOUDNESS on the previous estimation method and the extended Kalman
To find the quantitative relationship between the loudnefifer. By comparing Table 3 with Table 1, it can be found
for human and the physical sound level for environmentgiat the more accurate estimation results are obtained in cases
noise is important from the viewpoint of noise assessmemtith the larger values of the correlation coefficient between
Especially, in the evaluation for a regional sound environmenhe sound levels and the loudness scores.
the investigation based on questionnaires to the regional in-
habitants is often given when the experimental measurement IV. CONCLUSIONS
at every instantaneous time and at every point in the wholeln this paper, based on the quantized or fuzzy observation
area of the region is difficult. Therefore, it is very importantlata, a new method for estimating the specific signal for sound
to estimate the sound level based on the loudness dataerivironment systems with uncertainty has been propoesd. The
has been reported that the loudness based on the humpeoposed estimation method has been realized by introduc-
sensitivity can be distinguished each other from 7 loudneisgy a system model of conditional probability type and a
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Table 1 Statistics of loudness scores and correlation coefficients between the
sound level and the loudness scores.

— 1001
[ Subject | A [ B [ C [ D | E | F | T ol
Mean 4.18 4.46 4.19 4.20 4.93 5.05 =
Standard
Deviation 1.11 1.06 | 0.781 | 0.784 | 0.712 | 0.915
Correlation
Coeficient || 0.891 | 0.823 | 0.811 | 0.796 | 0.826 | 0.870

fuzzy theory. The proposed method has been applied to the
estimation of an actual sound environment, and it has been
experimentally verified that better results have been obtained
as compared with the results by use of the previous method

and the extended Kalman filter.
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Fig. 3. Estimation results of the sound level by use of the previous method
and the extended Kalman filter.
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[ Subject | A T B | C [ D [ E [ F |
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Table 3 Root mean squared error of the estimation in [dB(A)].

55 * s * ‘ : ‘ [ Subject [ A [ B [ CJ]DTJ]ETF]]
0 20 40 60 80 100 120
k Method 1
in Section IlLA || 3.13 | 3.67 | 3.88 | 3.97 | 3.61 | 3.16
Fig. 2. Estimation results of the sound level by use of the method 2. Method 2
in Section II.B || 3.15| 3.93 | 432 | 413 | 3.82 | 3.44
Previous
REFERENCES Method 394 | 489 | 456 | 428 | 391 | 3.59
Extended
[1] A.lkuta, H. Masuike and M. Ohta, “A digital filter for stochastic systems Kalman Filter 504 | 753 | 16.6 | 7.99 | 546 | 4.17

with unknown structure and its application to psychological evaluation
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