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Abstract—In this paper, a new rule induction method by using OpPositive
EDA with instance-subpopulations is proposed. The proposed A o © a)x X x >><< XNegative
methoc_zl intr_oduces a no_tion of ins_tanpe-subpopulation, where a ol*X x x X § X
set of |r]d|V|duaIs matchlng a training instance. Then, EDA pro- O 0 X X X X
cedure is separately carried out for each instance-subpopulation. 0 X— X x X X x X
Individuals generated by each EDA procedure are merged to O X X X
constitute the population at the next generation. We examined o © X 0 o )@ x
the proposed method on Breast-cancer in Wisconsin and Chess 9 @) 0 X
End-(_same. The comparisons with other algorithms show the O 0.0 o 0O o ole
effectiveness of the proposed method. OO o © o

|. INTRODUCTION P ()" o 0g0 " ©

In recent years, as available computational resources are >
growing, Evolutionary Computation has attracted much at- OPositive
tention in data mining because of its global search ability. A o X x X | XNegative
However, it sometime tends to find out only generalized rules: © X ;i x X X x
For instance, the upper figure in Fig. 1 explains that certain 0 © §< x X % X
situations could be occurred in the rule acquisition by using o Ox x % xft o) X
conventional Evolutionary Computation. In the figure, training ng x X o 1.
instances are indicated to by circles (for positive instances) and © 0 °© o s o
crosses (for negative instances). This figure is simplified one o 0. .0@®0 d o ‘
so that problem space and rules are represented by a plane OO o © o © °
and rectangles, respectively. The generalized rules mentioned © o 0 ¢O°
the above mean (a) and (b) in the figure. The reason why >

such situation is occurred is that by using single population,
Evolutionary Computation tends to converge better rules, i.el,, 1. Example of Acquired Rules by single population (UPPER): by
accurate rules which can correctly explain a large numbergg'pos'ed method (LOWER) '
training instances. Rule (c) is accurate but can explain only a
few training instances.

In order to avoid such situations, the diversification of
solutions have been devised. One of such diversificati@hgenetic operation against action sets, and 3) Q-Learning-like
mechanisms which is not restricted to rule inductions aféeinforcement Learning. Original XCS is online algorithms
fitness sharing and crowding [1]. By using either of methodgile it is often used for Data Mining Problems [3][5].
population will be diversified. However, they often weakefRecently, XCS/BOA is proposed by Butz and Pelikan [6]. The
the convergence ability of Evolutionary Computation. Anothéhain difference between XCS/BOA and the proposed method
approach to acquire diverged solutions is use of Evolutionagythat probabilistic models in the proposed method is prepared
Multi-objective Optimization [2]. Evolutionary Multi-objective for all the training instance, i.e., action sets in XCS.
Optimization can separately cope with the accuracy and theln this paper, rule induction method by EDA is proposed.
complexity as objective functions. In the case of the uppéit every generation, subpopulations corresponding to each of
figure in Fig. 1, rules (b) and (c) are definitely accurate biaining instances, called instance-subpopulation (cf. the lower
rule (b) is simpler than rule (c) so that EMO might not choosiggure in Fig. 1), are constituted. Then, EDA procedure is
(c). Although the rule selection of such rule involves difficultarried out in each instance-subpopulation: Better individuals
problems from the viewpoint of the generalization propertare chosen from each instance-subpopulation. The probabilis-
the proposed method tries to survive such rules. tic models are estimated from the selected individuals. New

XCS by Wilson is a promising classifier systems [3][4]individuals are sampled from the probabilistic model. All
Main features of XCS are 1) accuracy based fitness calculatitime individuals sampled by each instance-subpopulation are



Procedure Estimation of Distribution Algorithm () (3%

begin
initialize Dg
evaluateD, Fig. 3. Probabilistic models for MIMIC
until Stopping criterion is reached

Dy « SelectN individuals fromD;_, . Procedure EDA with Instance-Subpopulations
pi(x) — Estimate the probabilistic model frob; begin
D; — SamplingM individuals fromp;(x) Do, Di) — Initialization (i = 1... 5)
eﬁ\éaluateD, until Stopping criterion is reached
end foreach training instances = 1... S
D;* « SelectN individuals fromD;_,
Fig. 2. Pseudo-code of Estimation of Distribution Algorithms pf(x) «— Estimate the probabilistic model from
D}*
end _
merged in order to constitute the next population. Dy, D} — Sampling fromp}(x) (i=1...5)
end
[1. ESTIMATION OF DISTRIBUTION ALGORITHMS end

A. General Framework of EDAs

Estimation of Distribution Algorithms are a class of evolu-
tionary algorithms which adopt probabilistic models to repro-
duce individuals in the next generation, instead of conventional
crossover and mutation operations. The probabilistic modelg¥ery generation. In Fig. 3, the permutationis set to
represented by conditional probability distributions for ead®€ (i1, 42, ...,i5) = (5,2,4,1,3) for instance. Furthermore,
variable. This probabilistic model is estimated from the genetitote that the conditional probability, (z;, ,|z:, ,.,) is an
information of selected individuals in the current generatiogbbreviated form op,(X;, ; = @, ;[ Xi, ;1 = @i, _j,0)-
Hence, the pseudo-code of EDAs can be written as Fig. 2,
where D;, Dj_;, and p;(x) indicate the set of individuals I1l. EDA WITH INSTANCE-SUBPOPULATIONS
at /th generation, the set of selected individuals/at 1t
generation, and estimated probabilistic modéﬂégeneration, A. Overview
respectively [7] As described in this figure, the main calcula- Fig. 4 depicts a diagram of the proposed method. The

.tior) procedure of the EDAs is that (1) firs.tly, tlj\é selecteq main difference between conventional Evolutionary Compu-
individuals are selected from the population in the previoys,, for classification problems and the proposed method is
generation. (2) .Sejcondly, 'the probabilistic mo‘,’e'_'?f estimat tance-subpopulations, which consist of individuals match-
from the genet|§: mformatlon'of the s.elected individuals. (3?19 the same training instance. That is, evolutionary search
A new population whose size i3/ is then sampled by i,"he proposed method is carried out for each instance-
using the estimated probabilistic model. (4) Finally, the ne%bpopulations LetS be the number of training in-

population is evaluated. (5) Steps (1)-(4) are iterated uniiynces Subpopulation 1 in the figure denotes the instance-

stopping criterion is reached. subpopulation matching the first training instance. After con-
B. MIMIC stituting instance-subpopulations, EDA procedure is carried for
Heeach of them as follows: Individuals are chosen from each
instance-subpopulation. Then, probabilistic models are esti-

mation Maximizing Input Clustering) proposed by De Bonépated. N_ew individuals are samp!ed by using the probat.)ilist.ic
et al. is adopted as an EDA algorithm for the proposeH]Ode,I' Finally, the vyhole population at t'he'n'ext generation Is
method. MIMIC is a kind of EDAs whose probabilistic modeFonSt'tUted by merging all the sampled individuals.

is constructed with bivariate dependency such as COMIT

(Combining Optimizers with Mutual Information Trees) [8][9]B. Representation and Fitness Calculation

Whilst the COMIT generates a tree as dependency graph, th

probabilistic model of the MIMIC is represented by a chain q’he re_p_resentanon of |nd|V|duaIs,_ Le., rules, Is the same
based upon a permutation as Classifier Systems: Each gene in the antecedent part of

individuals is defined by values at corresponding attribute in
training data. In addition, some genes are set to be “Don’'t Care

Fig. 5. A pseudo-code of the proposed method

In the proposed method, a large number of calls of t
EDA procedure is required. Hence, MIMIC (Mutual Infor-

n—1

pi(x) = H pu(i, i, ) - (i, ), Symbol,” indicating that any values at corresponding attribute
=1 are matched to the rule. The decedent part of individuals
where the permutatiomr = (i1,1s,...,4,) indicates a se- represents a class to be classified. The following individuals

guence of variable indices. This permutation is obtained @an be listed as examples for 5 attributes with 5 values and 2
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Fig. 4. A diagram of the proposed method
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where the first five digits and the last digit denote the amig. 6. An example of constitution of instance-subpopulation which is
tecedent part and the decedent part of individuals, respectivelgiched to a training instanée 3 4 0 1 : 0

and “#" denotes “Don’t care symbol.” “Completely match” of

individuals for a training instance denotes that both of the

antecedent and decedent parts of corresponding individualys this paper might help to maintain the diversity of generated

the same as training instance except for “Don’t Care Symbo}}jes in such subpopulation approach.
Fitness functionF'(x) is adopted simple one in this paper:

F(z) = no/nm + Cy - 1, C. Constitution of Instance-Subpopulation

o __ As depicted in Fig. 4, instance-subpopulations are con-
wheren,. andn,, indicate the number of correct classificationjtyted as a set of individuals which match to each of

and the number of matched training instaﬁceeseecti\{ely. training instances. Fig. 6 delineates constitutions of instance-
C, andr, denote coefficient and the proportion of Don't carghpopulation which is matched to a training instance
symbol” in the individual to be evaluated, respectively. Thg 3 4 0 1 : 0 for example. Note that matching to con-
coefficient C; is set to be quite small value such as 0.00Lgjtyte instance-subpopulations for a certain training instance
Hence, this fitness function is designed to find out accuraigans not only the match of the antecedent part but also the
rules first, then, to find out much general rules among rulgsatch of the decedent part of individuals to the instance.
with similar accuracy. _ o _ As depicted in this figure, generated instance-subpopulation
Instead of using the proportion of “Don’t care symbol,is composed of individuals such that each of genes in the
as preliminary experiments, other types of fitness functionecedent part is the same as the value at corresponding
are examined, e.g., fitness function in [10] and its mutantgyihyte of the training instance or “Don’t Care Symbol.”
which take account into two kinds of errors, i.e., incorrecnerefore, EDAs should find out the best allocation of “Don't
classification for matched training instances and the numheg Symbols” for each subpopulation. This property is good
of unmatched positive training instances. Although such fitnegs Epas. The reason of this is described as follows: EDAS
functions are similar to F-value and are familiar with convenjse probability models to estimate the distribution of effective
tional Machine Learning approaches, they did not work wellenetic patterns in selected individuals. That is, if the number
in the proposed method. The reason of this is that these fitngg$|jeles at each locus is large, a large number of selected in-

functions are designed to search for rules which can explaiRygiquals are needed to estimate probabilistic models precisely.
large amount of data. As consequence of this, a large NUMBgferefore, in binary-encoded problems, EDAs work very well.

of instance-subpopulations in the proposed method convejgeeach instance-subpopulation, even if training instances is

to the same rules. In other words, simple fitness function #ymposed of various kinds of values at each attribute, it can
1Here, “match” means a corresponding rule is matched only in its ap-e regard as binary-encoded problems in each $pr0pUIat'on’

tecedent part i.e., whether “Don’t Care Symbol” should be assigned or not.



Procedure Sampling pi(x) (i = 1...95) is given) then a new individual is sampled by using(x), and the
begin the procedure Matching-Evaluation is called. 3) go back to
foreach training instancegs =1...5 1) until the size of all the subpopulation exceedgpg. For
for N, times initialization, p (z;) is setto be 0.§i=1...5,j=1...n).
D; — Add a new individualk sampled bypj(x) o
Dj « Call Matching-Evaluation for individuak E. Generating final individuals
end After evolution, there are a large number of individuals in
end the population. Therefore, final individuals are chosen from the
repeat population: First of all, instance-subpopulations are constituted
i is randomly chosen. by using the same method as during evolution. Secondly,
D; — Add a new individual sampled byp; (x) individual selection is carried out for each subpopulation as
Dj — Call Matching-Evaluation for individuat follows.
until the size of all the subpopulation exceellsps 1)  Find out the individual which can match training
end instances with the greatest number.
2) If no individual is found, removed training instances
Procedure Matching-Evaluation (individuak) in 3) are recovered and selection procedure is moved
foreach training instanceg =1...S to the next subpopulation.
if The antecedent part éf matches;j 3)  Store the individual into a set of final individual can-
Nm ++ didates and temporally remove the training instances
if The decedent part of matCheSj matched by the individual.
Ne++ 4)  Go back to 1)
Dly_ « reference o Finally, duplicative individuals in the set of final individual
eﬁgﬁ'f candidates are aggregated into a single individual.
end V. EXPERIMENTAL RESULTS
egzlculate fitness ok by usingn. andn,, A. Experimentation Settings

Fig. 7 Samoling. Matchi 4 Evaluation f i i In this paper, two datasets from UCI Machine Learn-
'9- 7. >ampling, Matching, and Evaluation for generating a new pOpua'?Hg Repository, i.e., breast-cancer in Wisconstvw) and

Chess End-Game - King+Rook versus King+Pawn on a7
(kr-vs-kp), are used as benchmark problems [11][12].
D. Sampling Method bcw is composed of 699 training instances with 9 features.

Technically speaking, after sampling a new individuaki-vs-kp  has 3196 training instances with 36 features.
matching and evaluation of individuals are carried out in prd0-fold cross validation is used to evaluate the proposed
cedure Matching-Evaluation in Fig. 7. That is, this procedure fgéthod. In test phase, we adopt majority voting to classify
called a number of times in a generation in procedure Samﬁét instances, if there are a number of matched rules with
in the same figure. Firstly, an individual is sampled by usirigjfferent decedent parts.

a conventional way in EDA with directed acyclic probabilistic Parameters are described as follows: The number of
graphical models, i.e., Probabilistic Logic Sampling methd@Stance-subpopulations is the same as the number of training
[7]. Sampled individual is stored in a new population. Se¢nstances to be learnt. Duphca_ted. trammg instances are deleted
ondly, the sampled individual is examined if its antecedent paft @dvance. The numbe; of individuals to be sampled by
matches to each of training instances. If the antecedent part§"9 the probabilistic model in each subpopulation is set to be
matched, the decedent part is also examined: If matched, ¢ Of 0, 50, and 100. The number of selected individuals and
reference (or pointer in C Language) is added to the refererff& l€ast numbeNsps of individuals in each subpopulation
list of the instance-subpopulation of the corresponding traini@j€ Set to be 200 and 400, respectively. Truncation Selection
instance ands, and n,, in section IlI-B are incremented. S used as a selection method in this paper. The number
Otherwise, i.e., if the antecedent part is matched while Q6 generations is set to be 5. It might be seemed that few
decedent part is not matched, o, is incremented. After NUmber of generations. However, it requirescJthe number

the examinations to all the training data, we can calculate tRktraining instance to be learnt) EDA procedures for a single
fitness of the sampled individual. run.

The procedure sampling is firstly samplig, individuals B. Results
for each probabilistic modebi(x) (i = 1...5). After each _ _ _ _
sample, as mentioned in the above, the procedure Matching:rable | summarizes experimental results with variéuder
Evaluation is called. Moreover, 1) the procedure sample rdfeW and kr-vs-kp. “perform.,” “pop-s,” “subpop-s,” and
domly chooses training instanée2) For selected instanae 2N, means the number of individuals to be sampled by using the proba-
if the size of corresponding subpopulation is less thanrg, bilistic model in each instance-subpopulation



TABLE | TN . . _—
CROSSVALIDATION PERFORMANCE WITH VARIOUS N, oN bew (UPPER)  Out for individuals matching to each instance. By constituting

AND ON kr-vs-kp  (LOWER) such instance-subpopulations, all EDAs in each instance-
subpopulation need to do is to learn whether “don't care

]gs ggec;fi"g's gpzogpésl S‘g%p?of's fgj"és symbol” should be set or not for corresponding training
50 | 96.8+ 2.2 | 27423.6| 807.0 | 209.8 instance. We examined the proposed method on Breast-cancer
100 | 96.7+ 2.2 | 46066 | 1043.3 | 227.9 in Wisconsin and Chess End-Game. The comparisons with
200 | 96.8+ 2.1 | 82044.6] 1804.1 | 2418 other algorithms elucidate the effectiveness of the proposed
method.
N perform. pop-s subpop-s| final-s
0 97.1+ 10.7 | 20333.3 866.2 95.7 ACKNOWLEDGMENT
50 | 98.3+ 0.6 | 155627.0| 986.7 | 344.7 , , L
100 | 98.1+ 0.8 | 291603.8| 1773.9 | 443.1 This work was partially supported by the Grant-in-Aid for
Young Scientists (B) of MEXT, Japan (21700254).
TABLE Il
COMPARISON WITH CONVENTIONAL METHODS ONbcw AND kr-vs-kp REFERENCES
- [1] D. Goldberg,Genetic Algorithms in Search, Optimization and Machine
Algorithm perform.(bcw | perform.(kr-vs-kp ) Learning Boston, MA, USA: Addison-Wesley Longman Publishing
ProposedVethod 96.8+ 2.2 98.3+ 0.6 Co., Inc., 1989.
XCSTS 95.9+£ 23 98.9+ 0.6 [2] H. Ishibuchi and Y. Nojima, “Accuracy-complexity tradeoff analysis by
Majority 7034+ 1.2 522+ 01 multiobjective rule selection,” ifProceedings of ICDM 2005 Workshop
Main Ind. 919+ 29 67.1+ 1.8 on Computational Intelligence in Data Mining, 2005, pp. 39-48.
[C4.5 945+ 26 99.4+ 04 [3] M. Butz, “Rule-based evolutionary online learning systems: Learning
Naive Bayes 96.0+ 2.1 87.8+ 1.9 bounds, classication, and prediction,” IliGAL, University of lllinois at
PART 94.7+ 2.4 99.1+ 0.6 Urbana-Champaign, Tech. Rep. Report No. 2004034, 2004.
Inst.hl 95.64+ 2.1 90.5+ 1.6 [4] S. Wilson, “Classifier fitness based on accura&yblutionary Compu-
Inst.b3 96.6+ 2.0 965+ 11 tation, vol. 3, no. 2, pp. 149175, 1995.
SMO(poly.1) 96.7+ 19 958+ 1.2 [5] F. Kharbat, L. Bull, and M. Odeh, “Mining breast cancer data with xcs,”
SMO(poly3) 95.9+ 21 99.6+ 0.4 in GECCO ’07: Proceedings of the 9th annual conference on Genetic
SMO(radial) 96.0+ 2.2 914+ 16 and evolutionary computationNew York, NY, USA: ACM Press, 2007,

pp. 2066—2073.
[6] M. V. Butz and M. Pelikan, “Studying xcs/boa learning in boolean

e . T functions: structure encoding and random boolean function§ECCO
fln.al-s. in the tables _'ndlcate the resu'_t of 1O'f0|d$ Cross  og; Proceedings of the 8th annual conference on Genetic and evolu-
validation, the population size at the final generation, the tionary computation. New York, NY, USA: ACM Press, 2006, pp.
average size of the instance-subpopulations, and the numbe]r é439—1456- 4oL Edstimation of Distribution Aldorith
. . . Larranaga an . Lozano, Stimation ot Distribution Algorithms,
of rulgs aC_qU'red F’y the proposed methOd{ reSpeCtlvely' A@ A New Tool for Evolutionnary Computation, ser. Genetic Algorithms and
described in section llI-E, final rule set is chosen from  Evolutionnary Computation. Kluwer Academic Publishers, 2002.
the individuals at the final generation. Although instancef8! S.Baluja, "USI"‘G a priori IKE‘OW'edlgeftAocreate pfo%abi“S“C mr’d;l's for
. . . optimization,” International Journal of Approximate Reasonjngl. 31,
subpopu_latl(_)ns in the proposed meth(_)d are constltuted for all pp. 193-220(28), November 2002.
the training instances, the number of final rules is smaller thap] J. S. De Bonet, C. L. Isbell, and P. Viola, “MIMIC: Finding optima
the number of training instances. In terms of the result of by estimating probability densitiesAdvances in Neural Information
P - Processing Systemsol. Vol. 9, 1997.
10-f0|d'S CI’OSS'Va|IdatI0nN5.— 0 does' not work well. T.OO' ] K.C.Tan, Q. Yu,and T. H. Lee, “A distributed evolutionary classifier for
much information propagation is carried out so that similar = knowledge discovery in data mininglEEE Transactions on Systems,
instance-subpopulations are converged rapidly. In other word, '[\é')af:g a]ni C)I/bglmeﬁtct&”zafg C, VC/"1-03151108/0T-S%}| cpgzégi_sﬁzg'lfooa
. . . . . . niine|. Avallanble: p://ax.aol.org. . . .
the genetic dlver5|ty in the pOpU|at|0n \{V&S egsﬂy lost. In t 1] K. Bennett and O. Mangasarian, “Robust linear programming discrim-
case of Ny # 0, performances do not differ with each other. ~ ination of two linearly inseparable setsOptimization Methods and
However, the population size is significantly different. The iOﬂwafZ vol. 1, pp. 23—351' 199;— \ el
. . . suncion an . ewman, ma-
Igrge populatlop Size causes a Iarge amOP”t of computat chine learning repository,” 2007. [Online]. Available:
time. We examined thalvy, = 10. However, its performance http:/Aww.ics.uci.edutmlearn/MLRepository.html
is worse thanV, = 0.
As shown in Table Il, we compare the proposed method with
other algorithms. In the table, data except for the proposed
method is cited from [3]. The bold numbers in the table
denote that the proposed method outperforms by correspond-
ing method with statistical significance. The italic numbers
means that the proposed method is outperformed. The propose

method is competitive with other algorithms.

V. CONCLUSIONS

In this paper, a new EDA with instance-subpopulations is
proposed. One of the main features of the proposed method
is that reproduction by using probabilistic model is carried





