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1. Introduction

Let {y) be a vector stochastic process such that y; is m X1 obser-
vable random vector generated at time £. The vector y; is partitioned
into:

1,¢
Yot »1,€R™
y= 1R ;i=2, -+, n—1 Q)
In—1,t I, i €R™
Y, ¢

We denote the set of all relevant information from past y: by Yt(:1),
Y ={-ssz1} (2.2)

similarly the information set from past y;; by Y , 1
th 1= -sssz=1} for j=1, 2, -, n 2.b)

and Y ,+1 denotes the information set from future y;,, i.e.,
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,+1 ={y; 53821} for j=1, 2, 2.0)
Y; denotes the information set of all y; 4, i.e.,
Yi=1{yj t+s;all integer s} for j=1, 2, - #n (2.9)

The projection of y on Q (the minimum mean-square linear predictor
of x conditioned on Q) is denoted by L(x|Q), where x is a random vec-
tor and Q is an information set. For example, the projection of ¥; 1,
on Y7} is denoted L (y; t+m| Y;—{) for m=0 and j=1, 2, -, # and the
projction of y,,, on {¥y, Y5, -, YiZ} ,, Y&} is denoted by L (v,
Y, YZ;‘ RTIN Yﬁ;ly b Yo ‘"2 1). The mean-square error of the projection
(the minimum mean-square error of linear predictor) of ¥ on Q is
denoted by o2(x|Q).

The problem we deal with here is on how some predictions of Y1,: Or
future yy, ; is deteriolated when all or a part of information from past
¥n, ¢+ 18 not used. Particularly, our attention is concentrated on a situa-
tion such that the deterioration of the prediction of ¥1,¢ or future yq
never results from the absence of information of past y, ;. Later, we
will provide some conditions for the existence of such a situation. In
other words, what we are aiming to research in the present paper are
some conditions for a sort of unidirectional stochastic independence
from {y,  to {y1,}.

In the system (1) it may be probable that such time series as {1
Jj=2, -+, n—1 intermediately affect the unidirectional relationship from
(s, to {y1,/} in a sense. In this paper, a existence and a role of y; ;;
j=2, =+, n—1, hereafter we call them the intermediate variables, in the
causal relationship between v, ; and y;,; are forcussed on. That is, the
object of the analysys here is the noncausality in multivariate system

with several intermediate variables. But, as seen in later sections, the



concept of noncausality in this situation is very complicated and it is ex-
tremly difficult to generalize the definition of noncausality in the case
of =2, i. e., no intermediate variables (it was originally in Granger[4])
to the case that contains several intermediate variables (.e., n=3).
In spite of such a fact, the concept of noncausality in the multivariate
case (#=3) must be parallel with that in the case of #=2. That is, if
the noncausality in the case of #=2 is stated by a set of properties,
that in #=3 must be stated by the similar properties.

The present paper is constituted as below. In section 2 we provide
some elementary conditions which are required to formulate noncausali-
ty in the multivariate case and derive some relationships among these
conditions. Next, in section 3, some fundamental definitions for non-
causality are formulated based on the conditions given in the previous
section and the related properties are deduced. Further, in section 4
we also propose another important concepts and conditions for non-
causality. In section 5 it is shown that these concepts and conditions
are related to one introduced in Hsiao[5] if stationarity is postulated.
Concluding remarks are stated in section 5. All proofs are given in ap-

pendix.

2. Some elementary conditions for the existence of

noncausality

Consider the following conditions as requirements for the existence

of noncausality.
Condition 1.
Ly Y2y - YT, i) =

Ly, YLy, -+, Ya2),—1) with probability one (3)
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Condition II.
TACWID 4 AMIEEND S WS SN E
Lo Y = Yi2L ) m=1, with probability one (4)
Condition III.
LOnd Y1, Y37, =, V24, Vo) =
LOwd Y{j, Y57, -, YO, , Yi )  with probability one(5)
Condition IV.
L eem Y1, Y57, -, V240 Va7l =
L(yn,t+m|Y§,_t)’ YZ(,'t), ) Y1(z:)1,t: Yr(t,_t)—l)
m=1, with probability one 6)
Condition V.
LOud Y g o Yk msirn, Vi =
Ly, Y1, t-s1r-1, = Yot ims+r-1, Yo tos-1)
rz1, s=#, with probability one 7
Condition VL.
Ll Y1, Y51 = YiTh irer, Yi2D=
L(yn,t|Y{,_t)+r—1, Yé;‘zkr—ly Ty Yr(;:)l,t+r—1: Yr(l_t)—l)
r=1, with probability one (8)

The implications of Condition I, II and III originate from those in the

case of #=2. That is, the situation formulated in Condition I cor-



responds to a multivariate version of the noncausality defined by
Granger[4] (Granger-noncausality), that formulated in Condition II is a
sort of multivariate version of Pierce and Haugh’s[6] noncausality and
Condition IIT corresponds to a multivariate version of the noncausality
presented in Sims[7] (Sims-noncausality). From these things we may
insist that Condition I, II and III are indispensable for defining the con-
cept of noncausality in the case of #=3. Condition IV V and VI may
be associated with the concept of noncausality in the m-period ahed
prediction; m=0. Obviously, Condition IV is just Condition I if m =0,
Condition V is just Condition II if =1 and Condition VI is just Condi-
tion IIT if r=1.

In order to provide some important relationships among these condi-

tions we make the following asuumption.

Assumption 1. (Regularity Condition)

Plim LG | V21, W) =L ;| V29 )
where V{, is a subset of {Y{7, -, Y7}, Y2y, Vi, -, Y57}

(provided that YO ;= Y7(111,t5{¢}) ;7=1, 2, -+, n and W;_; is a subset
of YI2).

Under this assumption the following result is derived immediately.

Proposition 1.
(i) Condition II is equivalent to Condition III.
(i) Condition IV, V and -VI are equivalent.

The proof is given in appendix. It has been showed in many papers
that Granger-noncausality is equivalent to Sims-noncausality. (See, for
example, Sims[7], Chamberlain[1] and Florens and Mouchart[2, 3].)

That is, in the case of #=2, Condition I is equivalent to Condition III
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(under Assumption 1.). Further, in the case of #=2 it can be shown

that the following relationship holds.

Proposition 2. Condition I is equivalent to Condition IV in the case of

n=2.

The proof is given in appendix. This proposition implies that in the
case of n=2 all conditions from I to VI are equivalent. But, in the
case of n=3, the equivalence of Condition I and III does not necessari-
ly hold and Condition IV does not always follow from Condition I. In
view of the consistency with the case of #=2, we should define the
noncausality so that all conditions holds for the case of #=3 as well.
That is, Condition IV should be imposed as the minimum requirement
for the noncausality since all conditions from I to VI follow from Condi-

tion IV.

3. Some fundamental definitions and properties of

noncausality

Before providing different definitions of the noncausality, we make

the following assumption.
Assumption 2.

2@ n | Yiin o Yolh o), 020n ] Yilo) k=1, -, mi, 6?0
|Y{,_t): R Y{—_l), ) Yt;,_llr ) Y7(z:)1, —1) and a%(y; 4| Y;‘,ﬁﬁ =1, -,
n—1 are not zero and are bounded, where y1 /=1, 1,5 ) Ym0 -

Consider the following condition.

(—) (=) (=) —
L(yl,t-i—lel,t—l, ) Yn—l,t—l’ Yn,h,t—l)"‘



L(Y1,t+m|Y£;)—1, LN Yf(;:)1,t—1
h=1, .-, my, m=0, with probability one (6)

where ¥ = On 16 s Inm o' and Y., 1={yuni-s;s=1}. From
(A.9) in the proof of Proposition 1. (ii), that (6) and (6)' are equivalent
is immediately established (since it is obvious that (6)’ is equivalent to
(A.9)). The equivalency implies that the analysis is not affected at all
even if we replace 9, : with ¥, 5. (1=h=my) in the case of my=2.
Therefore, with no loss of generality, we can assume my=1 in the
subsequent discussion.

It may be natural that the concept of noncausality in the case of =3
is defined to make the operation of the intermediate variables exp-
licit. In that viewpoint, the definitions of noncausality from {3, : to
{y1, s} must be stated so that a sort of noncausality from {y, ¢ to {y;}
or from ;¢ to ¢4 =2, -+, n—1) can be sufficiently counted in
addition to Condition I. The subsequent analysis is meaningless if

#n=2. Therfore we suppose #=3 below.

Definition 1. (Type 1 Noncausality)
We say that {y, ;} does not cause {y1,;} in Type I's sence when the
following condition (11) holds in addition to Condition I.

n—1
,EZE{{L(yl,t+m|Y£,‘t), i Y(+1 =1 Yr(;:)l,t~1)
=
- - -)
_L(yl,t+m|Yit)’ Ty Yj<—1),tr Y(t LT Yfﬂ—l,t—l)}

{L(yn,t—sl ltr ) Y]t ’ Y]+1t 1 "% Yf(z:)l,t—l)

_L(yn,t*sIYi_t)r ' Y( 1,0 Y; t)l’ Yr(z:)l,t—l)}}'_—o

m=1, s=1 (11)
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The relationship between Type I noncausality from {y, ;} to {31/ and

Condition IV is stated as follows:

Proposition 3. {y,  does not cause {y4,;} in Type I's sence if and on-
ly if Condition IV holds.

The proof is given in appendlx It should be noted that L(-|Y; 1 2,
Y, Y g, o YT o) =LY, 17, Y, ) when j=n—1

in (11). Consider (11). Ly, s4m| Y37, -+ Y57, Yiid ooy ooy Y524 D —L
(yl,t+m|Y§;), ey Yj(__l),,, Y]-(;ll, ey Y,‘,_l,t,l) may be interpreted as
one related to a sort of noncausality from {y; ;} to {y1, s} (n—1=7=2). We
can see easily that the expression is parallel to Condition II when t+m
is replaced by ¢ Similarly, LOn | Y7, -, Y7, Yy, -, Y
= 1 1) =L, 15| Y. 1 2, - Y( 16 Y_tll, e, YO 1,¢—1) can be related
to the concept of noncausality from {y, /} to {9, ¢} and it recalls Condi-

tion I, which is checked as follows:
From Ly, —s| Y1/, -, Yi7, Yigd i, = Y2 -0 =L, | Y37,
) Y( i Y(t-—ly e Yf(z:)l,t—l):L[yn,t“‘slyj,t_L(yj,tlYi_t)’ Y Yj(—_l),tr
Y(t L Y;(z:)l,t)] =2, -, n—1),
LG 1—5| Y17, -, Y37, Y
Y32 o) =L | Yi7, -, Y5, Yy e YL ) =0
(s=1) with probability one 12)
is equivalent to
L[yn,t—s|yj,t_L(yJ',t|Yi~t)’ : Y( i85 Y tll’ Ty n 1 +-1) =0

(s=1) with probability one (12-a)



Similarly, from the fundamental property of the projection, we can see

easily that (12-a) is equivalent to
E{pn, 1=, —L | Y7, 0 Y, VP
Y2, 01=0 (s=1) (12-b)
From E(s, -3~ L0 Y17, - YR, Yidy o Lm0 =
E{Dn, =~ LOni=| Y17, 0 Y2 b Yitds, - V20 s,
(12-b) is equivalent to
E{yj,t[yn,t—s—L@n,t~s|Yi,_t), ' Y( 1,5 Y t-l: : Y1(z_1t 1)]} 0
(s=1) (12-¢)

By the same arguments with the above one, it is shown that (12-c) is

equivalent to
Ly, t|yn, t-s—LGn, t=s| YE2, =+, YR 4 Y724, -, Yi2d, 1) 3521]1=0
with probability one (12-d)
where L[, ¢|¥n, t—s—L O, —s| Y£7) ;s=1] denotes the projection of y; ¢
on {¥u,t—s—LGn 5| Yi7);5=1, 2, ---}. From LUy tlyn, t—s— L On, 5|
Ylt’ " Y( i Y]t T Yr(;:)l,t—l) ;321]:L@]’,f'Y§,_t)r I j—_l),t;
Y2, o Yl nt-—l) —L@ Y7, = Y3, Y2, o
Y, t—l) ;j=2, -, n—1, it is also shown that (12-d) is equivalent to
L(J’j,t|Y§,_t), -y Yj(—_l),tr Y},;ll’ ey Yf(iz)l,t—lv nt~1)

_L@f,t|Yi_t)7 h Y( i,8 Y t-1, ) Y'r(t:)l,t—l):()
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(G=2, -+, n—1) with probability one (12-e)

Thus, for j=2, ---, n—1, the equivalence of (12) and (12-e) is establish-
ed.

In the following definition the role of the intermediate variables,
which implies a sort of noncausality from {y, ;} to {3, or from {y;

to (31,4 G, k=2, -, n—1) is stated more clearly.

Definition 2. (Type II Noncausality)
We say that {y, : does not cause {y1 . in Type II's sense when
either (i) or (ii) given below holds for all j=2, ---, #—1 in addition to

Condition 1.
(1) LOyuml Y37, = Y57, Yy o Y=
Ly, t4m] Y17, - Y( i Y7llr " Yr(z:)l,t—l)
m=1, with probablity one (13)
W) Lo Yi7, 0 Yo Yy = Y YLD =
L(yj.tlyl(;‘)r ) Y( 1,t Yt It Yr(; 1, ¢ 1)
with probability one (14)

For the existence of Type II noncausality a condition wihich is

stronger than Condition IV is required.

Condition VII.
In addition to (3),

LGy, am| Yi7, =, Y, Yl - Yy Yil)=

LO’L t+m|Y§,_t): ) Y( i, 0 t—ly ‘ Yr(; 1, t—l)



m=1, j=2, -+, n—1, with probability one (15)

The relationship between Type II noncausality from {y, : to {y1,:} and

Condition VII is stated as follows:

Proposition 4. {y, s does not cause {y1,;} in Type II's sense if and on-
ly if Condition VII holds.

The proof is given in appendix.

4. Another concepts for noncausality and related
properties

As a definition of noncausality, a concept which is more restricted

than that in Definition 2. may be adopted.

Definition 3. (Type III Noncausality)
We say that {y,, does not cause {y;,} in Type III's sense when

either (i) or (ii) given below holds in addition to Condition I
(1) LOnunl Y7, - Y7, Vi e = Yy =
LOyun Y575 0 Yo Yy - Yacheoo)
m=1, for all j=2, ---, n—1, with probablity one (16)
(i) L(yj,t|Y§,_t)y "y Yj(—_l),tr Y(t p o Yah Yiil)=
LY lt: 1 b Y(t Y Yfz:)1,t—1)
for all =2, ---, —1, with probability one an

The situation formulated in either (16) or (17) implies that every in-
termediate variable takes the same pattern on the contribution to non-
causality from {y, ¢ to {v1,:}. That is, one intermediate variable con-

tributes to the noncausality in the same way as the other. Thus this
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definition states that all intermediate variables in the system (1) must
be handled as a bundle of the variables in a sense.

For the existence of Type III noncausality, we need to extend and
strengthen such a condition as Condition VII. For that, let ®; denote
the set which consists of the (#n—2)-dimensional vectors expressed by
any invertible linear transformation of the intermediate vector, (2,4,

S Yu-1,0), Lo
0={ (22,1, =, Za—1,0' = W21, **, Yu-1,0)' A AV} (18)

where V denotes the set whose elements is a (—2) X (#—2) non-

sigular matrix. Further, we adopt the following notations.
2une=Y1n (B=1, ooy M), 20,4=91 0 Zn, 1=, (19)

And we denote the set of all relavant information from past z;; by Z

j(;ll, i.e.,
Z =1z 521} j=1, 2, (20)
Condition VIII.
Lz, Z{7, o Z52) 1y, Z50 ) =
L(z21,4|Z1,4-1, ***, Zu—1,4~1) with probability one (1)
LG,unl 217, - 23 Z320, Z i Z5 )=
L, nml 287, 0 ZI3 4y Z5724, -, VAR
with probability one (22)

for all m=1, for all j=2, -, n—1, for all (22,4, -, Zn—1,1)' € O
The relationship between Type 1 noncausality from {y,, s to {1}

and Condition VIII is stated as follows:



Proposition 5. {y,,: does not cause {y;,;} in Type III's sense if and on-

ly if Condition VIII holds.

The proof is given in appendix. Condition VIII is meaningful but ex-
tremely restricted. For the existence of Type III noncausality, more

pragmatic conditions may be needed.
Con&ition vir
L, 14m| Y7, - ng—_l),tr Yj(,?ll, - Y:;,wt>—1, Yi, 1+ Y1, ) =
LOyum| Y37, = Y2l Yiida, -, YiZh o1 ¥iHbyian, )
m=1, for a real number b, with probability one (23)

Proposition 6. {7, does not cause {y1, ¢ in Type III's sense if and on-

ly if Condition VIII’ holds in addition to Condition VIIL

We can easily confirm that the concepts of noncausality presented in
the paper is getting weaker in order of Type I, II and III. That is,
{yn, ¢} does not cause {y1,,} in Type I's sense if {y, .} does not cause
{y1,s} in Type II’s sense and {y, ;} does not cause {y1,¢ in Type IIs
sense if {y, ;> does not cause {y;,¢ in Type III's sense. Further, with
an additional restriction, thé following result of the eauivalence bet-

ween the definitions of noncausality is derived.

Proposition 7. Suppose #=3. Then, the three concepts of noncausali-

ty from {v,: to {y,¢ (.e, Type I, II and IIl noncausality) are

equivalent.

5. Notion of noncausality in stationary process

Suppose that {y;} is second order stationary, i.e.,
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E{yylist =R(s) for all integer s (24)

Then, (13) and (14) can be written as follows:

(=) { )
Uz@’l,h,t| Yl,t—mr * Yt mr Yv]+1t m—1 """y Yn 1, t—m— 1)_
(—) (— (=
Uz@l,h,t|Y1,t—my : Y 1t ) Y t“m Y Yn 1,¢— m—l)
h=1, -, my, m=1, 13y

Uz@j.t|Y:§,_t), : Y( ie Yj(,_tll» ) Yfz:)l,t—h nt 1)_
GO Y7, - Y2 Yy - Vi) (14y
Similarly, (16) and (17) is written as
0L Y o Yilm Y temet Y324 eme) =
POl Vi = Y e Y ws = Vi) o)
h=1, -, my, m=1, for all j=2, ---, n—1 (16)’
PO YT, o Y2, Yy, -, Yy, Y,
=02Wund Y6 Yicts Ve, o, Yaor,6-1)
for all j=2, ---, n—1 azy

Also, we introduce the following expressions in connection with one

given above.
P OLn Vi s Yok i)
=201t Y1 Lo Vs w1 Y, ime)
h=1, - my, m=1 25)

a2y, n,4| Yi_t)—ly Yé,?—h y Y;(z:)l,t—l) =02 (y1, 1, | Y{_h) t—1)



h=1, -, my (26)
o2, | Yy 0 Va0 =020 Yy 0 300000
ji=2, -, n—1 27
Then the relationships between these expressions are stated as follows:

Proposition 8.

(1) Either (16)' or (17)' holds if and only if either (25) or (17)' holds.

(1) Either (25) or (17)' holds if and only if either (26) or (17)' holds.

(i) Suppose that Condition I holds. Then, either (26) or (17)' holds if
and only if either (26) or (27) holds.

We note that it is unnecessary for the proof of this proposition to sup-
pose second order stationarity of {ys. This proposition implies that
we can provide another representation of the definition of Type III non-
causality from {y, ¢ to {y1,;}. That is, {3, does not cause {y;:} in
Type III’s sense when any one of (16)', (17}, (25), (26) and (27) holds
in addition to Condition I. Further, this suggests that Type III non-

causality from {y, :} to {y1,4 can be also defined as follows:

Definition 3'. (Type III Noncausality or Hsiao’s No Causality)
We say that {y, . does not cause {y . in Type III’s sense (or
Hsiao’s[5] sense) when either (26) or (27) holds in addition to Condi-

tion L

This definition is adopted from Hsiao[5]. That is, Definition 3’ is
corresponding to ‘no causality’ defined by Hsiao[5]. (Strictly speaking,
Definition 3' is just a multivariate generalization of one defined by
Hsiao[5] for the case of #==3.) It should by noted that (26) implies

that { (5,4 *-, ¥s—1,9)'} does not cause {y1,;} in Granger's(4] sense.
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Similarly, Condition I and (27) imply that {y, ;} does not cause {4,
*, ¥n-1,1)' } in Granger’s[4] sense. Further, Condition I and (26) im-
plies that {(yz,4 -, 9,0’} does not cause {y;, in Granger's[4]
sense. On the other hand, (25) implies that {(ys s -, Yn-1,0)'} does
not cause {y1,;} in Plerce and Haugh’s[6] sense. (We note that these
noncausality concepts are essentially for the case of #=2.)

The operation of the intermediate variables may be not necessarily
restricted to noncausarity from {y, / to {3 or {y; 4 to {3, G, 7=2,
-+, #—1) but contain noncausality between the intermediate variables,
i.e., such one as noncausality from {y;} to {y;,} (G#fi, j=2, -,
#—1) as well. This point has never been mentioned in the above
three definitions. As a definiton of noncausality, Definition 1 and 2 is
simply insufficient as has been mentioned. On the other hand, reverse-
ly, Definition 3 may be too restricted because the interaction among
the intermediate variables is ignored. Thus we finally come to the

following definition.

Definition 4. (Type IV Noncausality)
We say that {y, ;} does not cause {y; s in Type IV’s sense when any
one of (16)', (17) and (27) holds in addition to Condition L

6. Concluding Remarks

In this paper the noncausality between two time series in
multivariate system with several intermediate variables has been analyz-
ed. It was emphasized that the concepts of noncausality in this situa-
tion are much more complicated than that defined under the system
with no intermediate variables and that the derivation of some mean-
ingful conditions for the existence is extremely difficult. We also

pointed out the possibility to formulate several concepts on noncausali-



ty under the system which contains several intermediate variables.
The causality concepts presented in the paper are very general and
valuable in the sense that these contain one defined in Hsiao[5] as a
special case and have some closed relationships with the definitions by
Granger[4] or Pierce and Haugh[6] etc. for the case of no in-
termediate variables. Although some properties and conditions on non-
causality derived in the paper may appear to be unuseful under general
situation (dealt with in the paper), we can easily see some pragmatic
implications these possess when the system partitioned into three or
four subsystems is considered. From that pointview, owr results will
provide a definite guide for the empirical research to investigate some

causal relationships among several macroeconmic variables.
Appendix: Proofs of Propositions

Proof of Proposition 1. From the fundamental properties of projection,

we have
ACTD ¢ RIERND SWBRE ACTNID ¢ wELND At (END Ay dty
=L, |, ==L O | Vi 0 YTk i Vi)
(m=1) (A1)
L4 Y1, Y. 2 t y T Yr(z:)l,t: n, t—l)_
LOn Y7, = Yato Yoo
=LOn |91, 45— L 01 s Y375 o Yol Vi1 is21) (A2)
From (A.1) and (A.2), it follows that (4) is equivalent to

L[yl,tlyn, t—m_L(yn,tWMIY{,_l)—m: "ty Yr(;:)l,t—m’ nt m— 1):I 0
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m=1, with probability one (A.3)
Similarly, (5) is equivalent to
L[yn,tlyl,t+3_L(y1,t+slYf;), L Y,ﬁ:)l, b Yf,ftll);sz 11=0
with probability one (A.4)
Further, (A.3) is written as
E{yl,t[yn,t—m_L(yn,t~m|Yi_t)—m, ey YD) 1, t—m Yn; m_1)1'}=0
mz=1 (A.5)
(A.4) is also written as
E{n, iy, 05— L1, 45| Yi7, -, Y324, YD1 3=0
s=1 (A.6)
Since E{J’n,t[yl,t+s—L(Y1,t+s|Yf,-t), oy Y,S:)Lt, nt_l)] Y=E{[yn,+—
Ly, Y; 1 USRI Y,(,:)l,t, Yfﬁ)_1)]yi,t+s};szl,
(A.6) must be equivalent to
E{ys, t4s0n =L O o| Y7, -, Vi, VDT =0 s=1 (A7)

Hence we deive the equivalence of (A.5) and (A.6), therefore, the

equivalence of (A.3) and (A.6), which also implies that (4) and (5) are

equivalent. Thus the eqyivalence of Condition II and III is established.

{i} By the similar arguments with that of (i), we can establish the
following results:

(6) is equivalent to

LD’I, t+m|yn, t—s_L(yn, t—sl Y{,_t)—li ey Yﬁt:)l, t—l) ;$=11=0
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m=1, with probablilty one (A.8)
(7) is equivalent to
L1, t19m, t—s— L @ t=s| Vi orr—1 =0 YoTA tostrmts
Vil p1=0 rz1, s=7, with prébability one (A.9)
(8) is equivalently to |
L0, tl91, s+s— L1, ts] Y§ Pormrs = YU i1y
Y(71):s=1]1=0 r=1, with probability one (A.10)
(A.8) is equivalent to
EWy, 4mn, ios— L O, 5| Vi1, -+, Y 1)1 =0
m=0, s=1 (A.11)
(A.9) is‘equivalent to
E{y1, i, t—s—L@n,t—JY{,_t)vs«kr—b ) Yr(z:)l,t—s+r'—1,
Vi )1}=0 r=1, sz (A.12)
(A.10) is equivalent to
Eyu, v, evs— L1, 045 Yi_tzl-r—li "y Yr(z:)l tr—1s
Y 01 )=0 r=1, s=7 (A.13)
(A.13) is equivalent to

E, trslm =L On ) Y Pir1, 0 Y3k st
Y 01 1=0 r=1, s=r (A.14)

We can see that (A.12) is the same with (A.14) when { in (A.12) is
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replaced by #+s. Hence (A.12) is equivalent to (A.13), therfore, (7)
and (8) are equivalent. Thus the equivalence of Condition V and VI is
established.

From the fundamental property,
I t-m-s—L O, twmes| Vi et Yr(L:)l,t—m—ly Yy s 1) =
Y, t—m—s—L (J’n, t——m—sl Y{,-tlm—ly'"! Y;(a:)l, t—m—1)
=L 1=l t-msr= L O tmmmsr| Vst Y 1)
srzl1] m=0, s=1 (A.15)
Auumption 1. and (A.15) imply that (A.11) is equivalent to
E{1, d9n, t-m—s—LGn, t—m—s| Y{,_t)—m—l) -y
Vi iomet YVims 1)1 1=0 m=0, s=1 (A.16)
By letting s—»=m' in (A.12), we have
EWy, 0, t-m =L O, tmmt —o| Vi o -1 Yr(L:)l,t—m’—ly
Yyl o1 }=0 m=0, r=1 (A.12y

Reversely, by letting m' +7=s in (A.12)', we have (A.12). The
equivalence of (A.12) and (A.16) follows from that (A.12)' is just
(A.16). Hence (A.12) is equivalent to (A.11). Thus the equivalence of
Condition V and IV is prooved. Q.E.D.

Proof of Proposition 2. It suffices to show that Condition IV holds if

Condition I holds. By arguments similar to the proof of Proposition 1,

it is shown that Condition I in the case of #=2 is equivalent to

E{y1, d92,t-s—L»2,—| Vi 711 }=0 s=1, (A.17)



From the fundamental property of projection, (A.17) implies

E{yZ, t——m-s[yl, t—r_L (yl, t——rl Yi,_t)-y—l) ], } =0

m=1, s=z1, m=zrz=1 (A.18)
therfore,
LIy, t-ms|1, ==L O, 1] Y172 ,_ 1) 1=0
m=1, s=1, mzré 1, with probability one (A.18)

From 3 :-m-s—L @2, t—m—sl Yi,_t)—m—l) =¥o, t-m—s—L 0’2, t—m—s| Y;;)_l) +
ElLD’z, t=m—s| 91, t—r—LO1, 1| Yi7,-1) (m, s21) and (A.18)

Y2, t—m—s_L (3’2, t—m—sl Yi_t)—m—l) =Y, t—m—s_L(yZ, t—m—si Yiitll)

m=1, s=1, m=r=1, with probability one (A.19)

(A.17) and (A.19) implies
E(s, r4mls, i-s— L, 5| YL LD 1"} =0 m=1, s=1, (A.20)

(A.17) and (A.20) is equivalent to Condition IV. Q.E.D.

Proof of Proposition 3. By tedious calculation, we derive

ok =) () pie) =)
EZE({L(YL t+m| Yl,t » Ty Y;',t ’ y}+1, =1 Yn—l,t—l)
j=

_L(yl,t-i-le{,_t): "ty y;g:l),t! y;(,;ll’ ) Yr(L:)l,t—l)}

(=) (=) (=) (=)
{L@n,t-S|Yl,t: ) Yj,t ’ Yj+1,t—1: Ty Yn—l,t—l)

- (, —_ -
—LGu el Y7, o Y Yy o Vi)
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ZE{yl, t+m[yn, t—s—L (yn, t—sl Y{,_t)—h Tty Yy(L:)L t——l)]}
—EW1, tmn, t-s—LOn, 1| Y7, -, Vi) D1}
m=1, s=1 (A.21)

(if part) (11) follows readily from (A.11) and (A.21). Note that Condi-
tion IV implies (A.11) and that Condition I is contained in Condition
1Vv.

(only if part) (11) and (A.21) imply

EW, temn, ims—L O, t=s| Y1 11, 0 Y3210 1}
=E{1, timn t-s—LOn, 0| Y1), -, Y322 00}
m=1, s=1 (A.22)
Further,
EW1, te2m, ims— L0 1—s| Y37, Vi1 11=0, 520 (A.23)
From (A.22) and (A.23)
EWn, i+30m t—s— LG, 1—5| Y37, Y7L 011=0, s=20 (A.24)
From (A.22) and (A.24), we have

E{yl, t+3|:yn, —s—L (yn, t—sl Yi—tll, ] Y;;:)l, i—1)]} =0
s=1 (A.25)

Thus, inductively, we derive (A.11). (A.11) is equivalent to Condition
Iv. Q.E.D.

Proof of Proposition 4. By the arguments similar to the proof of Pro-
position 1, it is shown that (13), (14) and (15) are equivalent to (A.26),
(A.27) and (A.28), respectively.




— 7=
En, emyi— L0 Vi, - e Y o YT 01 =0
m=1 (A.26)
B o, t-s—L O 1= Y7, -, Yid 0 Vi, o,
Y, =0 s=z1 (A.27)
Ey timn, tos—L O e—s| Y37, =, Y21 4 Y2
Y =0 m=1, s=1, j=2, -, n—1 (A.28)

Therfore, it suffices to show that either (A.26) or (A.27) holds for all
j=2, -+, n—1 if and only if (A.28) holds when Condition I holds (since
Condition VII contains Condition I).

(if part) Using the same arguments with that in the proof of Proposi-

tion 1 or 2, from (A.28) we can derive
EW1, t4mln, t-s—L O, 5| Y7, -+, Yoty Vit imp - Y32k 1m0 =0
m=1, s=1, j=2, -, n—1 (A.29)
From (A.28) and (A.29), we have
E{y, t4mLn, i—s|35, — L, | Yi_t), "y Y}—_l),b Y(t b Y(~1 - 1=0
m=1, s=z1, j=2, -, n—1 (A.30)
Under Assumption 2, (A.30) implies that
E(yl,h,t+m[yj, t_L(yJ‘,tlth), ' Y(—_l b Y( 1 "7y Y;(z:)l, t—l):l)
(az(yj,t|Y§,_,), ) Y(—l b ;t b 0 1,t— 1)>
E(y Lz d 7, 0 Yy Yy - YiTh o) i) =0

h=1, -, my, m=1, s=1, j=2, -, n—1 (A.31)
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Noting that B{[y; =L O e| Y17, =, YA b Yiile, o YiTh o) necsd
=B, dln,t-s=LOn—s| Y17, - Y30 Yy - Y01}, we
can see that (A.31) is equivalent to
either (1)E{y1, 4, +mlys, —LGj 1 Y17, -, Y(—1) 5 t)l’ Y Yf;:)l —011=0
h=1, -, my, m=1 (A.26)
or (B dym, Lo i/, Y, Y2y oo, i) D =0
s=1 (A.27)y

for each j=2, ---, #—1. Thus the result is established.
(only if part) If either (A.26) or (A.27) holds for all j=2, ---, u—1, we

have
Ey, L, tmm—s|9%, t-m =L@y tom Vi - Yt
Yt = Yok imm-) 1} =0

mz1, s=1, j=2, -, n—1 (A.32)
Noting that ¥, i—m—s—LOn tom—s| Y = Y i Yimor
YiZh tmme1) =In, tmmes—L O, t—ms | Yids, = Y-+ E E L
[, t=ms |91, s-r—=L O 1| Y Ly oy YTy YE2 0ty =) Y1t y1)]
VE D mediom=LOiionl Vo =, Yy Yoty = ¥
) om_1)], we derive (A.28) from (A.32) and Condition I. Q. E. D.

Proof of Proposition 5. It is easily shown that the following (A.33),
(A.34) and (A.35) are equivalent to (16), (17) and (22), respectively.
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E{n, 4m¥,—LGj,e| Yi7, - Y( Lo Y( e, YO, )13 =0
m=1, j=2, -, n—1 (A.33)
E 0, tms— L O 1= Y2, 0, YTl Y24, -,
Y2 0]=0 s=1, j=2, -, n—1 (A.34)
Ba, vemlon, ms— L s 217, 5 Zi) 0 Z3ka,
Z{) D1 =0
m=1, s=1, j=2, -, n—1, (224, =, 2—1,0)'€ ©;, (A.3D)

Then, it suffices to show that either (A.33) or (A.34) holds if and only
if (A.35) holds. It should be noted that (A.28) is a special case of
(A.35).

(if part) Using Proposition 4, from (A.35), it is shown that either
(A.26) or (A.27) must hold for all j=2, -, n~1. And, from (A.35), we

also have
E{, semL Wn, 15|, e+ 0911, =L G, by Y7, - Y
Yy, v V2L e 13=0 m=1, 521, j=2, -, n—1 (A.36)
where b is a real number. Noting that y; /481, /— L@}, 1 +bj+1, 4| Yi—t),
Y( it Y; =1 " n 1 -0 =¥~ L0 Y, 1 t > " Y( i,b Y t—lr "
Y,(,:)l,t_l)+b(yj+1,t—L(yj+1,t|Yi,_t), e YD, Vi s Y;(z:)1,t—1))
+ L1 |95, — LG Y7y o Vi, Yie o YT D), it is

shown that (A.36) holds if and only if either (A.37) or (A.38) below
holds.
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(yl sl =L O YiT, oy Yy Yy, o Yr(L:)l,t—l)])
+bE<y1,t+mUj+1,t-L@j+1,tlY{,_t), R 4R ¢ S P
Yk o) ]) +bE(y1, remL (Vi t|9j,—L @3l Yi7, -, Vi,
Y2y - Yhm0])=0 m=1 (A.37)
E(J’n,t—sD’j.t_L(yj,tl 7, Y, Y2y, Yr(z:)l,t—l):|>
+bE,(yn,t—sDj+1,t—L@j+1,t|Yf,_t), o YD, Vi oy, o
Yo, t_1)]) +bE(yn, t=sLyje, |95, — LGy, Y7, -, Y3,
Y2y - YiDm01)=0 sz1 (A.38)

The result for either (A.33) or (A.34) is easily derived using the results
for either (A.26) or (A.27) and either (A.37) or (A.38).

(only if part) Using the arguments similar to the proof of Proposition
4, it is shown that (A.35) holds if and only if either (A.39) or (A.40)
holds.

E{Zl,t+m|:zj,t_L(zi,tlzi_t)’ : Z( it t—1, N A 1,01 11=0
m=1, j=2, -, n—1 (A.39)

E{zn i— s[z]t L(ZJ tlzl I Z( i, Z ?ll; y Zr(;:)l,t—l):]}:()

s=1, j=2, -, n—1 (A.40)
n—1
Noting that there exists a (a3,j,5 **, Gp—1,;,)' € R*~2 such that z; ;= ZZ
=

@rj, 0 6=2, =, n=2 and z,—L, |27, -, Z2), Zi7, -,
(-) ! (-) =)
Zn—l,t—l)=r§2a7,f,t<yr,t_ll(yf,t|Yl,t! o Y, Yy, o, Y24 t—l)])

n—1 r—1
—L <zj,t EZaT,]'. t{y’, t—L@r, tl Y{,_t)r R Yr(:%, s Yr =1 "% Yr(t:)l, t——l) + X
pe=

=2




L ——L(y Y(—) Y(—) Y(—) Y(—) Y1}, it is im-
[yr, t‘yq, 3 q, tl 1,¢ 3 g—1,t q,t—1r y n—1, =1 , 10 18 1M

mediately established that either (A.39) or (A.40) holds if and only if
either (A.33) or (A.34) holds. Q.E.E.

Proof of Proposition 6. The result is obtained in the proof of Proposi-

tion 5. Q.E.D.

Proof of Proposition 7. It-suffices to show that

(1) {ys,: does not cause {y1,s} in Type III's sense if {y3 ;} does not
cause {y1; in Type II’s sense

() {y3 s does not cause {y1,7 in Type II's sense if {ys, does not
_cause {y1, J in Type I’s sense.

In the case of #=3 (the case of only one intermediate variable), Defini-

tion 2 and 3 turn to the same, which implies that (i) holds. From Pro-

position 3, Condition IV is a necessary and sufficient condition for

Type I noncausality. In the case of #=3, Condition 1V is written as
GO 1w Yt Y520 Y520 =02 00 h eem| Yi7hs, Yiilo)
h=1, -, m1, m=0, (A.41)

From Proposition 4, Condition VII is a necessary and sufficient condi-
tion for the Type II noncausality. When #=3, Condition VII is writ-

ten as
O Yy Yidy YD =a20nud Yl Yily)
h=1, -, my (A.42)
O n el Yin Y5720, Yi 0 =000 n teml Yile Y510

h=1, -, my, m=1, (A.43)
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2 (Y1, b, t4m Y1,_t , Yz 15 3 )= 21, b, t+m| Yl s Yz ~1
h=1, -, my, m=1, (A.44)

Since (A.41) is equivalent to (A.42) and (A.43), it suffices to derive
(A.44) from (A.42) and (A.43). From the fundamental property of pro-

jection, it is shown that (A.44) is equivalent to
E{ys, o (95, 1-5— L O3, e Yia, Y570
—Lys,islyn =L Ol Y7y, YE01)) =0
m=1, s=1 (A.44)
Note that (A.42) implies
Llys,t-s|31,:—LOn, o YLy, Y529 1=0
s=1, with probability one (A.45)
(A.43) and (A.45) imply (A.44)'. Thus (ii) is proved. Q.E.D.

Proof of Proposition 8. (i) (i) It suffices to show that (16)', (25) and

(26) are equivalent. (25) implies that {G26 -, ¥a-1,0'} does not
cause {y1,:} in Pierce and Haugh’s sense, or equivalently, Sims’ sense
(see Proposition 1 (i)). (26) implies that {2, ya—1,0'} does not
cause {y1,, in Granger’s sense. (25) or (26) is corresponding to the non-
causality in the case of #=2 since {24 =, ¥a-1,)"} can be regarded
as {y,,:. The equivalence of Granger-noncausality and Sims-non-
causality has been proved in many papers. See, for example, Sims[7],
Chamberlain[1] and Florens and Mourchart[2, 3]. Thus the
equivalence of (25) and (26) is proved. On the other hand, (16) is

equivalent to



L'@l,tlyi,_t)—m’ T Y;'(,7lm, Y}-:l),t—m—l’ h Y;;:)l,t—m—l):
Lo Y o Y im Y dmon = Yotk o)
m=1, j=2, ---, n—1, with probability one (16)"
and (25) is equivalent to
Loy Yiim = Vi 0 =LOLd Y{m Yiim1
Y,(;)l, r—m—1) m=1, with probability one (25)’
Noting Lo Yim = Yihrm —LOud Yl Yiilm
RPN (TN} v IS G /e PRNSEED ¢S PEMINES
Gl Ym0 Y o Vi, Y,(,Z)l,t_m_l)>;mzl, (16)" im-

plies (25)'. Thus the equivalence of (16) and (25) is proved.
() It suffices to show that (3) and (17)' are equivalent to (3) and
(27). (3) is equivalent to

By ims— L= Yi7le, o V200 D=0, s=1, @
(A7) is equivalent to
B, i L Onosl Y70 0 Yo Yiihs, oo
Y ,_011=0, s=1, j=2, -, n—1 an"
and (27) is equivalent to
B lm ==L O s Y, 0 000 13=0
s=1, j=2, -, n—1 @7y

From the fundamental property of projection,
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E{yj,f[yn,i—s—-[‘(yn,t—slY{:‘)y ’ Y( 1,86 Y t)1; ot

Y,(,:)l,t..l)]}:E(yj,t{yn,t—s_L(yn,t—slY{,—t)—ly D Ay
—Lyn, t-s19r, = LGr o Y1, 021, 1, Yoo so1)i7=1, -,

j—1]})=o s=1, j=2, -, n—1 (A.46)

Further, (3)' and (27) imply

L[yn,t—slyr,t_lf(yr,t,Yi_;)—l; Tty Y;(g:)l,t_1);7’:1, -, j—11=0

szl, j=2, -+, n—1, with probability one (AA47)
(17)" follows from (27)', (A.46) and (A.47)

On the other hand, we always have
B3 0m s L O, 1ol Vi, -, VD) ) )=

E(yj,t{yn,t—s_L(yn t—s'Y{,—t)’ oty Yj(—_l),t, Y](,7—)~1: e

+ E (VACHPERD 5 Y7, r+it v Vi)

(=)
’ Yn—l, t—l)

~LOw il Yoo o, Y Y72, - Y )

s=1, j=2, -+, n—1 (A.48)
Also, (3)' and (17)” imply

LD’n t—s |yrt L(yrtl It» ) Y( 1L, b Yrt 1 " Y;(z:)l,t-l)]:()

sz1, j=2, -, n—1, r=1, -,

J—1, with probability one (A.49)

(27)" follows from (17)", (A.48) and (A.49). Thus the equivalence of
(17)" and (27) is established. Q.E.D.
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