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A Notion of Noncausality in

Vector Time Series with

Intermediate Components

Mitsuhiro Odaki

1. Introduction

Let {yt} be a vector stochastic process such that yt is mxl obser-

vable random vector generated at time t. The vector yt is partitioned

into:

yt-

\y% t

\yn-i, t

%.t

yijeR1 ;i=2, -, n-1
yn, teRm2

(1)

We denote the set of all relevant information from past yt by Y,_i,

Y£l = {yt-,:s* l} (2-a)

similarly the information set from past yj, t by Y/jli,

^i={»,(-.;«1} for J=l, 2, -, » (2-b)

and Y/,t+i denotes the information set from future yjit, i. e.,
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  Yj+t}
+i={yj,t+s;s>l} for ;=1, 2, -, n      (2.c)

 Yj denotes the information set of all y,:t, i. e.,

   Yj=\yjJ+s;&\\ integer s} for j=l, 2, -, n     (2.d)

The projection of % on Q (the minimum mean-square linear predictor

of % conditioned on Q.) is denoted by L(x\Q), where % is a random vec-

tor and Q is an information set. For example, the projection of yjtt+m

on Yjll is denoted LiyjJ+m\Y{
tz\) for m>0 and;=1, 2, •E•E•E, n and the
projction ofynJ on {Yi, Y^', -, Y(
nz\yt, Y^Lj} is denoted by L(ynJ\
Y\, Y^~t\ -, Yiz\:t, Y^^-i)- The mean-square error of the projection

(the minimum mean-square error of linear predictor) of % on £1 is

denoted by o2(x\Qd-

 The problem we deal with here is on how some predictions of yi:t or

future y1:t is deteriolated when all or a part of information from past

yn, t is not used. Particularly, our attention is concentrated on a situa-

tion such that the deterioration of the prediction of y^t or future y^t

never results from the absence of information of past yKit. Later, we

will provide some conditions for the existence of such a situation. In

other words, what we are aiming to research in the present paper are

some conditions for a sort of unidirectional stochastic independence

from {ynJ} to {yu}.

 In the system (1) it may be probable that such time series as {%J;

j=2, å å -, n-1 intermediately affect the unidirectional relationship from

{yn,t) to {yiit} in a sense. In this paper, a existence and a role ofyj:t;

j=2, -, n-1, hereafter we call them the intermediate variables, in the

causal relationship between jyM, t and yi: t are forcussed on. That is, the

object of the analysys here is the noncausality in multivariate system

with several intermediate variables. But, as seen in later sections, the
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concept of noncausality in this situation is very complicated and it is ex-

tremly difficult to generalize the definition of noncausality in the case

of n-2, i. e., no intermediate variables (it was originally in Granger[4])

to the case that contains several intermediate variables (i. e., w>3).

In spite of such a fact, the concept of noncausality in the multivariate

case (m>3) must be parallel with that in the case of n=2. That is, if

the noncausality in the case of n=2 is stated by a set of properties,

that in w>3 must be stated by the similar properties.

The present paper is constituted as below. In section 2 we provide

some elementary conditions which are required to formulate noncausali-

ty in the multivariate case and derive some relationships among these

conditions. Next, in section 3, some fundamental definitions for non-

causality are formulated based on the conditions given in the previous

section and the related properties are deduced. Further, in section 4

we also propose another important concepts and conditions for non-

causality. In section 5 it is shown that these concepts and conditions

are related to one introduced in Hsiao[5] if stationarity is postulated.

Concluding remarks are stated in section 5. All proofs are given in ap-

pendix.

2. Some elementary conditions for the existence of

noncausality

Consider the following conditions as requirements for the existence

of noncausality.

Condition I.

L(yht\Y[;U -, It'u-i- Yi:U)=

Hyi,t\ Y[-U. -' yj-u-i) with probability one (3)
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Condition II.

L(y,,t\ Y[:tlm,..-, Y(~\t-m, Y£LJ=

L(yi,t\ Y\~tlm, •Eå •E,Y(nz\j-m) m>\, with probability one (4)

Condition III.

L(yn,t\ Yh Ytf, -, Yt-\,t, Itti)=

""' u , Y(2j\ -, Y{-_\t, Y{~U) with probability one(5)

Condition IV.

L{yn,t+m\Yi, Y\tt , •E•E•E, Yn_i t, Yj>i/_1)=

L(yn,t+m\ Ytt\ Ytf, -, yil\>ft Yi^x)

m>l, with probability one (6)

Condition V.

L(yi,t\ Yiit-s+r-i, -, Yn-ij-s+r-i, Yfl.f-s-i)

r>l, s>r, with probability one (7)

Condition VI.

Liyn,t\Y\, Y2j+r-\, å •Eå ,Yn_l t+r_1, Yn f_1)=

T(v Iy(~) y<-) .. y<-) y(~) \

r> l, with probability one (8)

The implications of Condition I, II and III originate from those in the

case of m=2. That is, the situation formulated in Condition I cor-
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responds to a multivariate version of the noncausality defined by

Granger[4] (Granger-noncausality), that formulated in Condition II is a

sort of multivariate version of Pierce and Haugh's[6] noncausality and

Condition III corresponds to a multivariate version of the noncausality

presented in Sims[7] (Sims-noncausality). From these things we may

insist that Condition I, II and III are indispensable for defining the con-

cept of noncausality in the case of w>3. Condition IV V and VI may

be associated with the concept of noncausality in the m-period ahed

prediction; m>0. Obviously, Condition IV is just Condition I if m=0,

Condition V is just Condition II if r=l and Condition VI is just Condi-

tion III if r=l.

In order to provide some important relationships among these condi-

tions we make the following asuumption.

Assumption 1. (Regularity Condition)

Plim LO^i ygj, W^k) =L(yj,t\ V^.1) (9)

where V& is a subset of {Ytf, -, Y^lJt Yjjllt YJ+lt, -, Y(J}

(provided that Y\~t = i^+i,/sW) y=l> 2> •E".n and Wt-k is a subset

ofYU

Under this assumption the following result is derived immediately.

Proposition 1.

(i) Condition II is equivalent to Condition III.

(n) Condition IV, V and VI are equivalent.

The proof is given in appendix. It has been showed in many papers

that Granger-noncausality is equivalent to Sims-noncausality. (See, for

example, Sims[7], Chamberlain[1] and Florens and Mouchart[2, 3].)

That is, in the case of n=2, Condition I is equivalent to Condition III
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(under Assumption 1.). Further, in the case of n=2 it can be shown

that the following relationship holds.

Proposition 2. Condition I is equivalent to Condition IV in the case of

«=2.

The proof is given in appendix. This proposition implies that in the

case of n-2 all conditions from I to VI are equivalent. But, in the

case of w>3, the equivalence of Condition I and III does not necessari-

ly hold and Condition IV does not always follow from Condition I. In

view of the consistency with the case of w=2, we should define the

noncausality so that all conditions holds for the case of w>3 as well.

That is, Condition IV should be imposed as the minimum requirement

for the noncausality since all conditions from I to VI follow from Condi-

tionIV.

3. Some fundamental definitions and properties of

noncausality

Before providing different definitions of the noncausality, we make

the following assumption.

Assumption 2.

o*(yi.k.t\ Yi:Llt -, YizXj^), a*(yi.h.t\ Y<cU) \h=l, -, mlt a2(yj,t

\Ytf, -, Yjllt, Y/,7li, -, itVi) and o^fo,,|Y^);j=l, •E•E-,

n-1 are not zero and are bounded, where yi,t=(yi,i,t, •Eå -,yi,mi,t)'•E

Consider the following condition.

L(yi,t+m\Yiit-i, å å å , Yn-i t-i, Yn hj_1)=
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L(ylit+m\ Y[;U -, Yi^d

h-1, å å å ,m2, m>0, with probability one (6)'

where y»,t=(yn,i,t, -, y«,ma,t)' and Y^l^^iyn.h.t-^s^l}. From

(A.9) in the proof of Proposition 1. (ii), that (6) and (6)' are equivalent

is immediately established (since it is obvious that (6)' is equivalent to

(A.9)). The equivalency implies that the analysis is not affected at all

even if we replace yn,t with yH,h,t (l^h>m2) in the case of m2>2.

Therefore, with no loss of generality, we can assume m2=l in the

subsequent discussion.

It may be natural that the concept of noncausality in the case of n>3

is defined to make the operation of the intermediate variables exp-

licit. In that viewpoint, the definitions of noncausality from {ynj} to

(yi,/} must be stated so that a sort of noncausality from {yn>t} to {#,t]

or from {yjj} to {yij} (j=2, •E•E•E,w-1) can be sufficiently counted in

addition to Condition I. The subsequent analysis is meaningless if

n=2. Therfore we suppose w>3 below.

Definition 1. (Type I Noncausality)

We say that {yn,t) does not cause {yi,t) in Type I's sence when the

following condition (ll) holds in addition to Condition I.

Hi1E{{L(y1.t+m\ YiCt\ ", Y)7t\ ^-+m-i. -- Yi-it-i)

~i-\yi,t+m\l\tt. i 1j-l,t< Xi,t-l> > 1n-l,t-V>

{L(yn,t-s|Y\,t , "", Yj,t i Yj+i,t-i> å "> ^»-i,/-i)

-Liyn^s\ Y[;t\ -, Yjllt, Yjj-i, -> yili>(-i)}}=°

m>\, s>l (ll)
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The relationship between Type I noncausality from {yHt t} to {ylp J and

Condition IV is stated as follows:

Proposition 3. {? ,t) does not cause {ji,J in Type I's sence if and on-

ly if Condition IV holds.

The proof is given in appendix. It should be noted that L(- \ Y[~t\

-, Yjf, Yj+l^ -, Yi-{t-i)~U-\Ytf, -, Y{-_\t) wheni=M-l

in(ll). Consider(ll). L^,t+m\ Yfr, -, Yjj, Y]l{t_h -, YQ^-L
(yi,t+m\ Y[~?, -, Yjll,, Y}~tilt •E•E•E,yjli,,-!) may be interpreted as

one related to a sort of noncausality from {yj:t) to (yi,t} («-1>;>2). We

can see easily that the expression is parallel to Condition II when t+m

is replaced by t. Similarly, L(ynJ-s\Ytf, -, Y}J, F^u-i, -, Y

{nz\t^)-L(ynj-s\ Y[^, -, Yj=lt, YJ-tU, -, Y^X,^) can be related

to the concept of noncausality from {yK: t) to {yjt t} and it recalls Condi-

tion I, which is checked as follows:

From L(yn,t-s\ Y[;t\ -, Ytf, Yj+l^, -, Y<lzlt-1)-L(y%t-,\ Ytf,

å -,Yjllj, Y^l,,.... Y{nZ{t^)^L[ynJ^\yjJ-L(ylt\ n;,\ -, Y}=lb

Ytf_lt.... Yt-\t)^ 0=2, -, n-1),

å £<CVk,i-s|5^1,t > "å > iy,/ » iy+i,<-ii •E".

yf") >_/-('v . ly(-) ... y<-) y<-) . y(-) \_n

(s>l) with probability one (12)

is equivalent to

L[yn,t-s\yj,t-L(ylt\ Y[;t\ -, Yjllj, Y}~tU, -, Yjlii(_1)=O

(s> l) with probability one (12-a)
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Similarly, from the fundamental property of the projection, we can see

easily that (12-a) is equivalent to

E{yn,t-s[yj,t-L(yit\ Ytf, -, Yjl^ Ytf-i, -,

yil)lr/_1)]}=0 (s>l) (12-b)

From å E{yn,t-.[yi.t-L(yi,t\ Ytf, -, YJll>t, Y^U, -, F<I)U-i)]}=

E{[yn,t-s-L(yn,t-s\ Yi7t>, -, ^-m, ^i, -. itVOHw,/},

(12-b) is equivalent to

E{yj,£yH,t-.-L<y*t-.\ Ytf, -, Yjll* Ytf-i, å å ; yil)1,(_1)]}=0

(s a l) (12-c)

By the same arguments with the above one, it is shown that (12-c) is

equivalent to

Uyj,t\yu,t-.-L(y»,t-,\ Ytr?, -, V-lt, n,iih »., n=l,«-i) ;sai]=o

with probability one (12-d)

where L[yj, t\yn, t-s-L(yn, t-s\ Y{-t'>) ;s> l'] denotes the projection of yj, t

on {yn,t-s-L(yntt-s\ Y{-t)) ;s=l, 2, •E•Eå }. From L[yit\yHit-s-L(y«,t-s\

Y#, -, Y^r^, 7,^1, -, rt-{t~i);s*U=L(yj,t\Ytf, å å ; Y}=1,

YlU -, Yizit-lt YtJLJ-UyjMYtf, -, 7^,,, ^i. -,

7«7(-i) y-2, •Eå •E,»-1, it is also shown that (12-d) is equivalent to

å ^W,Hrl,<» å "> å r;-l,/> ^y.i-l' ' In-l,t-l> Xn,t-V

-Hys,,\Yt?, -, Y}=1,, Y^U, -, Y\T-\,t-d=Q
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(/=2, •Eå •E,n-1) with probability one (12-e)

Thus, for ;=2, •E•E•E,n-1, the equivalence of (12) and (12-e) is establish-

ed.

In the following definition the role of the intermediate variables,

which implies a sort of noncausality from {jy(} to {jy,-,(} or from {ykit}

to {y\:t} (j, k=2, å å å ,n-1) is stated more clearly.

Definition 2. (Type II Noncausality)

We say that {yn>t} does not cause {yi,J in Type II's sense when

either (i) or (ii) given below holds for all /=2, •E•E•E,n-1 in addition to

Condition I.

(i) L(yu+m\Ylt\ -, Ytf, Yj+l^, -, y<Iu-i)=

Liyx,t+m\ Y[:t\.... Yjllt, Y)-tLlt å å ; F^m-i)

m>l, with probablity one (13)

T(v- 1y(~' ... y(-) yi-) v(-) \

with probability one (14)

For the existence of Type II noncausality a condition wihich is

stronger than Condition IV is required.

Condition VII.

In addition to (3),

L(yht+m\Y\:t\ -, Y}llb l^i, -, y'l^-i. Y(n;tl1)=

L(yi,t+m\ Yi:t\ -, y/ri,, y),7li, -, itU-i)
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m>l, j-2, •E•E•E,n-1, with probability one (15)

The relationship between Type II noncausality from {yn, ts to {yi, f} and

Condition VII is stated as follows:

Proposition 4. {yn,t) does not cause {yi,t} in Type II's sense if and on-

ly if Condition VII holds.

The proof is given in appendix.

4. Another concepts for noncausality and related

prop erties

As a definition of noncausality, a concept which is more restricted

than that in Definition 2. may be adopted.

Definition 3. (Type III Noncausality)

We say that {yn,ts does not cause \y\>t} in Type Ill's sense when

either (i) or (ii) given below holds in addition to Condition I

(i) L{ylJ+m\Y^, -, Y)j\ Yj+lt.lt -, Yt\,t-x)=

L(yht+m\YU> -, Y}=lb yfrli, -, Ytit-i)

m>l, for allj-2, •E•E•E,n-1, with probablity one (16)

(H) L(y}.t\Ytf, -, YJI^, Y)^, -, Y{-\t-i, Yi~tl1)=

L(yjj\Y[;}, -, YJZU Y^i, -, YilUi)

for all j-2, å •E•E,m-1, with probability one (17)

The situation formulated in either (16) or (17) implies that every in-

termediate variable takes the same pattern on the contribution to non-

causality from {yn>t} to {y\,ii. That is, one intermediate variable con-

tributes to the noncausality in the same way as the other. Thus this
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definition states that all intermediate variables in the system (1) must

be handled as a bundle of the variables in a sense.

For the existence of Type III noncausality, we need to extend and

strengthen such a condition as Condition VII. For that, let ®( denote

the set which consists of the (n-2)-dimensional vectors expressed by

any invertible linear transformation of the intermediate vector, (y2 t,
•E•E•EJa-i,*)', i- e.,

0t={(z2,t, -, zn-i,t)' =(y2,t, -, yn-i,t)'At;AteV} (18)

where V denotes the set whose elements is a (»-2) X(«-2) non-

sigular matrix. Further, we adopt the following notations.

z\,h,t=y\,h,t (h=l, -, m{), z\,t=y\,h Zn,t=yn,t (19)

And we denote the set of all relavant information from past zjtt by Z

|7-i, i- e.,

4721={2y,(_s;s>l} y=l, 2, •E•E•E,n (20)

Condition VIII.

L(zht\z[;U.... zlr-\,t-i, zi:U) =

L(zi,t\Zitt-i, å å å , Zn-itt-i) with probability one (21)

L(Zl,t+m\zi;t\.... z)zlt, zjr,llt -, zt-it-i, zi;tl1)=

Uzu+m\zi:t\ -, zR* ztf-n -, z{n-{t-i)

with probability one (22)

for all m>\, for allj=2, •E•E•E,n-\, for all (z2,t, -, zn-i,t)'e ®t.

The relationship between Type III noncausality from {ynJ} to {yli t}

and Condition VIII is stated as follows:
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Proposition 5. {yn,ti does not cause {j>i,t} in Type Ill's sense if and on-

ly if Condition VIII holds.

The proof is given in appendix. Condition VIII is meaningful but ex-

tremely restricted. For the existence of Type III noncausality, more

pragmatic conditions may be needed.

Condition VIII'

L(yi,t+m\ Yi:t\ -, Yj=lh Yj^-i, -, Y{n;tl1, yj,t+byj+1,t)=

L(yi,t+m\ Ytf, -, ^-i^ *l7-i> -> il-u-i^i'+^+u)

m>l, for a real number b, with probability one (23)

Proposition 6. [yn,t) does not cause (yi,t} in Type Ill's sense if and on-

ly if Condition VIIF holds in addition to Condition VII.

We can easily confirm that the concepts of noncausality presented in

the paper is getting weaker in order of Type I, II and III. That is,

{ynJ} does not cause {yht} in Type Fs sense if {ynJ} does not cause

{yij} in Type IPs sense and {yn,t) does not cause {y\yt} in Type IFs

sense if by;} does not cause \y\,t) in Type Ill's sense. Further, with

an additional restriction, the following result of the eauivalence bet-

ween the definitions of noncausality is derived.

Proposition 7. Suppose n-3. Then, the three concepts of noncausali-

ty from {ynj} to {yij} (i.e., Type I, II and III noncausality) are

equivalent.

5. Notion of noncausality in stationary process

Suppose that {yt} is second order stationary, i. e.,
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E{yffl+s}=R(s) for all integer s (24)

Then, (13) and (14) can be written as follows:

°*(yi.k.t\ n:im, •E;•E, yjrtU, ^.*-«-i, -, yii)M_B_1)=

*=1, -, mh m>\, (13)'

^(w.*!^, -, ^,, ^i, •E•E•E,yiiUi) (i4)'

Similarly, (16) and (17) is written as

h=l, -, mh m>l, for allj=2, å •E•E,n-1 (16)'

(t2(v. Iy(-) ... yi-) y(-) ... y(-) v(-) \

=oS!(yi.*./|yi.h -, y;--i.<. Yj.t-lf -, Yn-X,t^)

for alli=2, å •E•E,n-1 (17)'

Also, we introduce the following expressions in connection with one

given above.

°*(yi.k.,\ YtLm, -, Tfcit-J

=a (yi,h,t\ Yl t_m, Y2it-m-i, å å å , Yn_lit_m_1)

k=l, -, mi, m>l (25)

oZ(yi,h,t\ Y[;U rtTli, -, Yt\J_1) =a^{yl,h,t\ Y[:lt^)
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h=l, -, wi (26)

^(yiA Ytli, -, Y{-l1)=^iyu\ Y[-;U -, Ytlt-J

j=2, -, n-l (27)

Then the relationships between these expressions are stated as follows:

Proposition 8.

(i) Either (16)' or (17)' holds if and only if either (25) or (17)' holds.

(a) Either (25) or (17)' holds if and only if either (26) or (17)' holds.

(ffi) Suppose that Condition I holds. Then, either (26) or (17)' holds if

and only if either (26) or (27) holds.

We note that it is unnecessary for the proof of this proposition to sup-

pose second order stationarity of {yt}. This proposition implies that

we can provide another representation of the definition of Type III non-

causality from {ynJ} to {yi,t}. That is, {yn,ts does not cause iyij} in

Type Ill's sense when any one of (16)' , (17)' , (25), (26) and (27) holds

in addition to Condition I. Further, this suggests that Type III non-

causality from {ynj} to \y\it} can be also defined as follows:

Definition 3'. (Type III Noncausality or Hsiao's No Causality)

We say that {yn,t} does not cause {yi,t} in Type Ill's sense (or

Hsiao's[5] sense) when either (26) or (27) holds in addition to Condi-

tionI.

This definition is adopted from Hsiao[5]. That is, Definition 3' is

corresponding to 'no causality' defined by Hsiao[5]. (Strictly speaking,

Definition 3' is just a multivariate generalization of one defined by

Hsiao[5] for the case of n=3.) It should by noted that (26) implies

that {(y2,t, •E•E•E,yn-i,t)'} does not cause {yi,t} in Granger's[4] sense.
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Similarly, Condition I and (27) imply that {ynJ} does not cause {(yu,

-,yn-i,t)' } in Granger's[4] sense. Further, Condition I and (26) im-

plies that {(y2,t, -, yn,t)'} does not cause {yu} in Granger's[4]

sense. On the other hand, (25) implies that {(y2,t, -, yn~i,t)'} does

not cause {yM} in Pierce and Haugh's[6] sense. (We note that these

noncausality concepts are essentially for the case of n=2.)

The operation of the intermediate variables may be not necessarily

restricted to noncausarity from (yB,t} to {yitJ or {yjtt} to {ylt,} (i, j=2,

•Eå •E,n-1) but contain noncausality between the intermediate variables,

i.e., such one as noncausality from {yjit} to {y,-_J (i^j;i, j=2, å å å ,

n-1) as well. This point has never been mentioned in the above

three definitions. As a definiton of noncausality, Definition 1 and 2 is

simply insufficient as has been mentioned. On the other hand, reverse-

ly, Definition 3 may be too restricted because the interaction among

the intermediate variables is ignored. Thus we finally come to the

following definition.

Definition 4. (Type IV Noncausality)

We say that {yn<t} does not cause (yi,t} in Type IV's sense when any

one of (16)', (17)' and (27) holds in addition to Condition I.

6. Concluding Remarks

In this paper the noncausality between two time series in

multivariate system with several intermediate variables has been analyz-

ed. It was emphasized that the concepts of noncausality in this situa-

tion are much more complicated than that defined under the system

with no intermediate variables and that the derivation of some mean-

ingful conditions for the existence is extremely difficult. We also

pointed out the possibility to formulate several concepts on noncausali-



-65-
ty under the system which contains several intermediate variables.

The causality concepts presented in the paper are very general and

valuable in the sense that these contain one defined in Hsiao[5] as a

special case and have some closed relationships with the definitions by

Granger[4] or Pierce and Haugh[6] etc. for the case of no in-

termediate variables. Although some properties and conditions on non-

causality derived in the paper may appear to be unuseful under general

situation (dealt with in the paper), we can easily see some pragmatic

implications these possess when the system partitioned into three or

four subsystems is considered. From that pointview, owr results will

provide a definite guide for the empirical research to investigate some

causal relationships among several macroeconmic variables.

Appendix: Proofs of Propositions

Proof of Proposition 1. From the fundamental properties of projection,

we have

L{yht\ Y^lm, -, Y{-lm)-L(yl<t\ Y[;Lm, -, Y^-á"- lf,U-i)

-L[yi:t\ynj-m-L(yn,t-m\ Yijt-m, •E•E•E,Yn^.l t-m, Y^ t-m-i)

(m> l) (A.1)

Liyn,t\Y\, Y2j , •E•E•E,Yn_u, Ynj^J-

L(yn,t\Yi t, •E•E•E, Yn_lt, Ynj-\)

^(ynjly^+s-Liyu+sl YijK -, F^i'm, å ifdi) :s*l) (A.2)

From (A.I) and (A.2), it follows that (4) is equivalent to

L[yht\yn,t-m-L(ynJ~m\ Y[-;tlm, -, Y^,»_ , ^)-M-i)]=0
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m>\, with probability one (A.3)

Similarly, (5) is equivalent to

L[yn,t\yi,t+s-Liyi,t+s\ Y^, -, Y(nz{t, Y^lJ ;s*l]=0

with probability one (A.4)

Further, (A.3) is written as

E{yx,,{yn,t-m~Liyn,,_ \ Y[;tlm, -, Yt_{,_ , Y^m-i)]'}=0

m>\ (A.5)

(A.4) is also written as

E{yn,t[yi,t+s-L(y1J+s\ Y[j\ -, Yj,i{b F^l_1)]' }=0

s^ l (A.6)

Since E{yn,t[y1,t+,-L(y1,t+,\ Ytf, -, Y(~\u Y(J_1)y}=E{[yn,t-

L(yn,t\ YiJ, -, Y{--\,t, YllOMj+s)-^!,

(A.6) must be equivalent to

E{yi,t+s[yn,t-L(ynj\ Y[;t\ -, Y(nz{t, Y^jLjy =0 s>l (A.7)

Hence we deive the equivalence of (A.5) and (A.6), therefore, the

equivalence of (A.3) and (A.6), which also implies that (4) and (5) are

equivalent. Thus the eqyivalence of Condition II and III is established.

(fl) By the similar arguments with that of (i), we can establish the

following results:

(6) is equivalent to

L[yi.t+m\yn.t-.-L(yn.t-,\ Yi-L1, å -, Yjl)li^1) ;sal]=0
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m>\, with probability one (A.8)

(7) is equivalent to

L[yiit\yn,t-s~L(yn<t-s\ Yii(_s+r_i, •E•E-, Yn-\,t-s+r-i>

Y^7(Ls_1)]=0 r>\, s>r, with probability one (A.9)

(8) is equivalently to

L[yn,t\yi,t+s-L(yi,t+s\ Yitt+r-i, •E•E•E, yn_ii<+r_i,

Y^t-d ;s>l]=0 r>l, with probability one (A.10)

(A.8) is equivalent to

E\yi,t+M[y^t-,-Hyn.t-,\ Y[;U, -, yil)li(_1)]' }=0

m>0, s>l (All)

(A.9) is equivalent to

yi^-,_i)]'}=0 r>l, s>r (A.12)

(A.10) is equivalent to

E{yn,t\ji,t+s~L(yitt+s\ Y^t+r-i> '"> ^»-i,*+r-i>

Yijljy}^ r>\, s>r (A.13)

(A.13) is equivalent to

E{yx, t+s[yn, t-L(yn< t\ Y[%r_1, -, Y(nz\ t+r.x,

Y(n~li)y}=$ r>l, s>r (A.14)

We can see that (A.12) is the same with (A.14) when t in (A.12) is
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replaced by t+s. Hence (A.12) is equivalent to (A.13), therfore, (7)

and (8) are equivalent. Thus the equivalence of Condition V and VI is

established.

From the fundamental property,

yn,t-m~s-L(ynit-m-s\ Ylit_m_1,-, Yn_l t_m_1, Yin t_m_s_1) =

yn, t-m-s-L(yn, t-m-s\ Yl, t~m-W,Y»-l, t-m-t>

-L[yn, t-m-s\yn, ,-m-s-r-L(yn,t-m-s-r\ ^Lm_!,-, ifi, ^^)

;r>l] m>0, s>l (A.15)

Auumption 1. and (A.15) imply that (A.ll) is equivalent to

E{yi, th>n, t-m-s-L(ynJ-m-s\ Y^U-j, •E•E•E,

Y(~-\,t-m-i, ltt*-,-i)]'}=0 m>0, s>l (A.16)

By letting s-r=m' in (A.12), we have

Ebl.t[yn,t-m--r-L(yn.t-m--r\ Y£Lm,_1, -, YlnZ{(_m._1;

F^Lffl,_,_1)]'}=0 w>0, r>l (A.12)'

Reversely, by letting »*' +r=s in (A.12)', we have (A.12). The

equivalence of (A.12) and (A.16) follows from that (A.12)' is just

(A.16). Hence (A.12) is equivalent to (A.ll). Thus the equivalence of

Condition V and IV is prooved. Q. E. D.

Proof of Proposition 2. It suffices to show that Condition IV holds if

Condition I holds. By arguments similar to the proof of Proposition 1,

it is shown that Condition I in the case of w=2 is equivalent to

Ebi,tb>2,t-s-L(yZJ-s\ Y(1-;tl1n' }=0 s>l, (A.17)
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From the fundamental property of projection, (A.17) implies

B{y2, t-m-,[yi. t-r-L(y1, t-r\ Ylclr-i) y } =0

m>l, s>l, m>r>\ (A.18)

therfore,

L[y2, t-m-s\yi, t-r-Liy!, t-r\ Y^l^) ] =0

m>\, s>l, m>r>\, with probability one (A.18)'

From y2, t-m-s-Liy2, t-m-s| Y[~}_m_{) =y2, t-m-s-L(y2> t-m-s\ ^1^-1) +

m^ L{y2,t-m-s\yi,t-r-Hy1,t-r\ Y[ t-r^i) (m, s>l) and (A.18)

y2, t-m-s-L(y2j-m-s \ Fi^Lm_i) =y2, t-m-s-L(y2j-m-s \ Y[~tLi)

m>l, s>l, m>r>l, with probability one (A.19)

(A.17) and (A.19) implies

E{yi,t+m[y2,t-s-L(y2,t-s\Y[;U)y}=Q m>l) S>l, (A.20)

(A.17) and (A.20) is equivalent to Condition IV. Q. E. D.

Proof of Proposition 3. By tedious calculation, we derive

"j21£({L(yi,,+l.| Y<1,-/\ -, Yl~t\ Yj+lt_lt -, F'lUi)

-L(yi,t+mIY\,t. "". ^y-i,<> ^y,<-i> ""> ^b-i,<-i)}

-L(yn,t-s\ Y[;t\ -, Yjllt, YltU, å -., Yt-lt-J}
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=E{y1,t+m[ynj-s-L(yn,t-s\ Y{1-tl1, -, Y^^)]}

-E{yht+m[ynJ-s-L(yn,t-s\ Ylt\ -, Y^,,)]}

m>l, s>l (A.21)

(if part) (ll) follows readily from (A.ll) and (A.21). Note that Condi-

tion IV implies (A.ll) and that Condition I is contained in Condition

IV.

(only if part) (ll) and (A.21) imply

E{yht+m[yn,t-s-L(ynj-s\ Y[:U -, F^u-i)]}

=E{y1J+m[yn, t-s-L(ynj-s\ Ylt\ -, Yjl>u)]}

m>l, s>l (A.22)

Further,

E{yij+2[yn,t-s-L{ynj-s\ Y[^, -, yil)i,()]}=0, 5>0 (A.23)

From (A.22) and (A.23)

E{yi,t+3[y*t-,-L(yn.t-,\ Y£t\ -, ^I)1,,)]}=0, s>0 (A.24)

From (A.22) and (A.24), we have

E{yi.t+a[yn,,-,-L(yn.t-,\ YlcLi, -, yil)i,/_i)]}=0

s> l (A.25)

Thus, inductively, we derive (A.ll). (A.ll) is equivalent to Condition

IV. Q. E. D.

Proof of Proposition 4. By the arguments similar to the proof of Pro-

position 1, it is shown that (13), (14) and (15) are equivalent to (A.26),

(A.27) and (A.28), respectively.
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E<yllt+m[yj.t-L(yj,t\ Y£?, -, Y}=1» Ytf_h -, Yt{t^}=0

m>l (A.26)

E{yj,tb>n,t-s-L(yn,t-s\ Y[j\ -, Yjllb Yfcli, -,

^-)i,t-i)]}=0 s>l (A.27)

^M+mbV-^OV-^M--, Yjllj, Ytf-i, -,

Y^I)1 (_1)]}=0 m>l, s>l, j=2, -, n-l (A.28)

Therfore, it suffices to show that either (A.26) or (A.27) holds for all

i=2, •E•E•E,n-1 if and only if (A.28) holds when Condition I holds (since

Condition VII contains Condition I).

(if part) Using the same arguments with that in the proof of Proposi-

tion 1 or 2, from (A.28) we can derive

Ebi, t+mb>n, t-s-L(yn, t-s\ Yi;t\ -, 1*71,, Yj+l t_h -, Y<-\t t-Jl}=0

m>\, s>l,j=2, -, n-l (A.29)

From (A.28) and (A.29), we have

E{y1, t+J.[yn, t-s\yj, t-L(yj, t\ Yi;t\ -, Yjli , Yj^ -, iKK!)M_1)]}=0

m>l, s>l,i=2, -, n-l (A.30)

Under Assumption 2, (A.30) implies that

E(yi,h,t+mb>i,t-L(yj,t\ Yij\ -, Y)z{t, Ytf-i, -, ^i'm-i)])

(^(W.*!^. -. Yj=l,t, Ytf-i, -, ^1'm-i))"1

h=l, å å å , mi, m>l, s>l,j=2, •E•E•E,n-l (A.31)
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Noting that E{[ylt-L(ylt| Y^, -, Y^,,, Yj^llt -, F^i'm-i)X/-,}

^fe^^-L^^IF^, -, yft,, l^i, -, yi=Ui)]}, we

can see that (A.31) is equivalent to

either d Wbi. h. t+nhj. t-Liyjj^, -, Yjll b Y}^ -, IxKI)u_1)]}=0

A=l, •E•E•E,mi, m>\ (A.26)'

or (n]Ebj,t\jn,t-s-L(yn,t-s\ Ytf, -, ^r^ ^7l1( -, lIiz)1,f_1):}=0

S S: 1 (A.27)'

for each i=2, •E•E•E,n-1. Thus the result is established.

(only if part) If either (A.26) or (A.27) holds for allj=2, -, n-1, we

have

E{yi, tL[ynj-m-s\yji t-m-L(yj, t-m\ Yi-tlm, -, F^ ^^,

Yjj-m~l> "å >FB_l i_m_1)]}=0

w>l, s>l,;=2, -, n-1 (A.32)

Noting that ^,(-»-s-L(y»,^_s| 7« M,-, Yj=lt_m, Y);t]_n_x, -,

Yiz\t_m^) =yn,t-m-s-L(ynJ-m-s\ Ytf-1, -, Y(nz\ (_x) +\l Vl
C=l 1=1

Cy^t-»-.|n*-r--L(y<i*-r| l1,"^ "å >Ytl.t-r, Y^-r-1, -, y«-l./-^l)]

+"£ iy«./-«,-,|3'i,(-)»-L(yi,(-«| y<uU. -. ^-u-». Ji,7^m-i, -, Y

«li,*_m-i)], we derive (A.28) from (A.32) and Condition I. Q. E. D.

Proof of Proposition 5. It is easily shown that the following (A.33),

(A.34) and (A.35) are equivalent to (16), (17) and (22), respectively.
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E{yi.t+m[yi,t-L(yj.,\ Ytf, -, Yjllj, Yjj, -, ^I)M_1)]}=0

m>l, y=2, -, m-1 (A.33)

Y<KI)1,,_1)]}=0 sal, j=2, -, n-1 (A.34)

E{ziyt+m[_zntt-s-L(znjt-s\Zitt , •E•E•E,Zj-iit> Zjj-i, å å å ,

4-}M-l) ]} =0

m>l, s>l,j=2, •E-,m-1, (22,«, -, Zn-i,t)'e ®t, (A.35)

Then, it suffices to show that either (A.33) or (A.34) holds if and only

if (A.35) holds. It should be noted that (A.28) is a special case of

(A.35).

(if part) Using Proposition 4, from (A.35), it is shown that either

(A.26) or (A.27) must hold for alli=2, •E•E•E,n-1. And, from (A.35), we

also have

E{yi, t+mL[yn, t-s\yj, t+byj+i, t-L(yj, t+byj+i, t\ Y[~t\ -, Yjll t,

Y}^, -, yil)i./_i)]}=0 m>l, s>l,i=2, -, n-1 (A.36)

where b is a real number. Noting that yjt t+byj+i, t-L(yj, t+byj+i, t\ Y*i t >

-, Yjllt, YJ7I1, -, Yiz\J^)=yj,t-L(yj,t\ Y<Ct), -, YJ=l, Yj^, -,

Ylr\t-i)+b[yj+1J-L(yj+ht\ Yt?, -, Y^j', Yj+l^, -, F'li,,.!))

+6Lb;+l,*|3'i,*-^(3';,^M), -, ^/-M> ^,7-1- -, ^»-M-l)]- »t is

shown that (A.36) holds if and only if either (A.37) or (A.38) below

holds.
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E[yi,t+m[yu-L(yu\ Ytt , -, Y^l* ^i, -, Y^i,t-i)i)

+bE(p,t+m[yj+1.t-L(yj+l.t\ Ytf, -, y*7>, Y^,^,....

yi=)lp^i)]) +ft£(yi,H.fllL[»+il/|jv>(-L(Wi»| ^), •E-., Y^,,,

l^Tli, -, ^ll/-i)])=O «2l (A.37)

^»-.[Jir./-i(»,*| l1rA -, iy-u, ^i, -, ill'u-i)])

+bE{ynJ-s[yj+lit-L(yj+1,t\ Ytt\ -. ^7', ^+^-i> -,

1-)i,»-i)]) +*^(3'»,*-^[J';+i,*l3'y.<-i0'y,*| l1r,), -, ^,,,

l^Tli, -, Ft)i,(_i)])=O s>l (A.38)

The result for either (A.33) or (A.34) is easily derived using the results

for either (A.26) or (A.27) and either (A.37) or (A.38).

(only if part) Using the arguments similar to the proof of Proposition

4, it is shown that (A.35) holds if and only if either (A.39) or (A.40)

holds.

E{zht+m[zj,t-L(zlt\Zi;t\ -, Zfrlt, Zj-^, -, Zil)1>/_1)]}=0

m>\, j=2, -, m-1 (A.39)

E{zn,t-slzjit-L(zlt\Zlt\ -, Z\zlt, Z$.x, -, Zil)li/_1)]}=0

s>l, j=2, -, m-1 (A.40)

Noting that there exists a (a2j,t, å å å ,aH-ij,t)' e R"~2 such that zs (=*E

ar.j,ffr.t\j=2, -, n-2 and Zj.t-Lbj,t\Z!tf, -, Zjllj, Z$.x, -,

Z^t_O =nilarJJyr,t-L(yrJ\ Yi;t\ -, Y£{t, Y#_lt -, Yi-{t-i^)
f=2

- L{*i.>XarJit{yr,t-L(yr,t\ Y[;t\ -, Y{rz{t, Yft-i, -, Yili ^+V
9=2
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L[yr,t\yg,t-L(yq,t\Ylt\ -, Y(qz\j, Y(~U, "', ^-u-i)]})> it is im-

mediately established that either (A.39) or (A.40) holds if and only if

either (A.33) or (A.34) holds. Q- E. E.

Proof of Proposition 6. The result is obtained in the proof of Proposi-

tion 5. Q- E- D.

Proof of Proposition 7. It suffices to show that

(0 {y3,(} does not cause {yij} in Type Ill's sense if {yzj} does not

cause {yx,t} in Type IPs sense

(u) {y3J} does not cause {yM} in Type IPs sense if {y3j} does not

cause iyi,ii in Type Fs sense.

In the case of n=3 (the case of only one intermediate variable), Defini-

tion 2 and 3 turn to the same, which implies that (i) holds. From Pro-

position 3, Condition IV is a necessary and sufficient condition for

Type I noncausality. In the case of w=3, Condition IV is written as

h=l, •E•E•E,mi, m>Q, (A.41)

From Proposition 4, Condition VII is a necessary and sufficient condi-

tion for the Type II noncausality. When w=3, Condition VII is writ-

ten as

<T2(yi,h,t\ Yi;tl1, %:U Yi;ll) =a'i{yi,h,t\ Y[;U Yi;U)

A=l, -, mi (A.42)

<r2(yi,h,t+m\ Ytf-i, Itti. Yi;li) =aiiyi,h,t+m\ Y(cU Y£U)

h=l, å å å ,mu m>\, (A.43)
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h=l, -, mhm>l, (KM)

Since (A.41) is equivalent to (A.42) and (A.43), it suffices to derive

(A.44) from (A.42) and (A.43). From the fundamental property of pro-

jection, it is shown that (A.44) is equivalent to

E(yi, t+miy3, t-s-L(y3i t.s\ Y^U, Y£U)

-L[yz,t-S\yi,t-L(yi,t\ Y£U, ^,-/L1)]}) =0

m>l, 5>1 (A.44)'

Note that (A.42) implies

Lbxt-s\yi,t-L(yiit\ Y[;tlu Y^-/L1)]=0

s> l, with probability one (A.45)

(A.43) and (A.45) imply (A.44)'. Thus (ii) is proved. Q. E. D.

Proof of Proposition 8. (i) (ii) It suffices to show that (16)', (25) and

(26) are equivalent. (25) implies that {(y2th -, yn-U)'} does not

cause {yM} in Pierce and Haugh's sense, or equivalently, Sims' sense

(see Proposition 1 (i)). (26) implies that {(y2,t, -, yn-i,t)'} does not

cause {yij} in Granger's sense. (25) or (26) is corresponding to the non-

causality in the case of n=2 since {(y2,t, -, yn~i.t)' } can be regarded

as {y«,J. The equivalence of Granger-noncausality and Sims-non-

causality has been proved in many papers. See, for example, Sims[7],

Chamberlain[l] and Florens and Mourchart[2, 3]. Thus the

equivalence of (25) and (26) is proved. On the other hand, (16)' is

equivalent to
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L\yi,t\-i1,t-m> å "' ij,t-m> xj+\,t-m-l' > xn-\,t-m-V

L(yi,t\ Y[~t-m, •Eå å , Yj_u-m, Yjj-m_i, •E•E•E,Yn-X,t-m--d

m>\, j=2, -, n-l, with probability one (16)"

and (25) is equivalent to

L(yht\ Yltlm, -, Y{--\,t-i)=L(yi,t\ Y[:lm, F^U-i. -.

Ylz\ t-m-i) m~>\, with probability one (25)'

Noting Liyht\Y[:lm, -, F^^J-L^.dY[;tlm, F^-»-i' -•E

Yizit-m-^= i2{L(yi,t\ Y[:lm, -, Y\;lm, Yj+lt-^j, -, Y^zit-^-L

(yi,t\ Ytf-m, -, Yj=it.m, Y^rtL-i, •E•E•E>YiiU-i)) ^^1. <16)" im-

plies (25)'. Thus the equivalence of (16)' and (25) is proved.

(ffl) It suffices to show that (3) and (17)' are equivalent to (3) and

(27). (3) is equivalent to

Eiyi,tb>n,t-s-L(yn,t-s\Yll1, -, Yiz)1,^1)]}=0, s>l, (3)'

(17)' is equivalent to

E{yitb>n,t-s-L(yn,t-s\ Yij\ -, Yj=lb Yj^.lt -,

yil)i,^i)]}=0, s>l, j=2, -, n-1 (17)"

and (27) is equivalent to

E{yj,t[y,,t-,-L(yn,t-,\ Y£U, -, iKBI)i,(-i)]}=0

s>l,j=2, -, n-1 (27)'

From the fundamental property of projection,
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Ebuly«,t-s-L(ynJ-s\ Y{;t\.... Yjtit, Yfri, -,

Yi--\J^} =E(yu{ynJ-s-L(yn, t-s\ Y[;U -, F<lUi)

-£[>»,«-,bv,*-LGv,*| yi,*-i, -, r,_i>/_1) ;r=l,....

y-l]})=0 s>l,j=2, -, »-l (A.46)

Further, (3)' and (27)' imply

L{yn,t-,\yr,t-L{yT,t\ Y^U, -. ^-'u-x) ;r=l, -, /-l]=0

s>l, y=2, •E•E•E,w-1, with probability one (A.47)

(17)' follows from (27)' , (A.46) and (A.47)

On the other hand, we always have

E[yi.tbn,t-s-L(yntt.s\ Yi;l1, -, Y<z{t_1)}) =

E(yj.tiy».t-.-L(yn,t-,\ Ytf,.... yft* ift^,.... ti,(-i)

-LOv-s|FM).... y<zlifc y<p7llf.... ¥£{ )})

s>l, j=2, -, m-1 (A>48)

Also, (3)' and (17)" imply

L[yn,t.s\yrJ-HyrJ\ Y[;t\ å å å , Y^rz{t, Y^U, -, F«M-i)]=0

S>l,j=2, å å å , M-1, y=l, -..,

j-1, with probability one (A.49)

(27)' follows from (17)", (A.48) and (A.49). Thus the equivalence of

(17)' and (27) is established. q. e. D.
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