submitted to
Applied Mathematics and Computation

Numerical Computation of Cross-Coupled Algebraic Riccati Equations Related
to H,-Constrained LQG Control Problem

Hiroaki Mukaidani

Graduate School of Education, Hiroshima University,

1-1-1, Kagamiyama, Higashi-Hiroshima 739-8524 Japan.

Abstract. In this paper, the numerical algorithm for solving the state and output feedback Ho-constrained LQG control
problem is investigated. Although the equations that have to be solved to design the controller consist of the nonlinear cross-
coupled algebraic Riccati equations (CAREs), it is newly proven that both the uniqueness and the positive semidefiniteness of
the iterative solutions can be guaranteed when disturbance attenuation level ~ is sufficiently large. The computational examples
are given to demonstrate the efficiency of the proposed algorithm.
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1 Introduction

Many modern control problems involve solving a set of cross-coupled algebraic Riccati equations (CAREs)
(see for example [1, 2, 3]). In [1], an output feedback Hu.-constrained LQG control problem has been
formulated. In [2], an Hs-based positive real controller synthesis method has also been investigated. In
[3], the global existence of solution to a state feedback mixed Hs/Hy control problem has been studied
using a dynamic Nash game approach. Although some algorithm for solving the different CAREs have been
introduced in these literatures, there is no proof on the convergence of the related algorithm. Moreover, the
existence and the uniqueness of the convergence solutions have not been shown.

Up to now, various reliable approaches to the computation of the algebraic Riccati equation (ARE)
have been well documented in many literatures (see e.g., [8]). One of the approaches is Newton’s method
[8]. In the past few decades, Newton’s method has been applied to the CAREs (see e.g., [9]). However,
it is well-known that if the initial conditions are not adequate, the quadratic convergence would not be
guaranteed. Moreover, the convergence solutions may not satisfy the required property such as the positive
semidefiniteness.

In recent years, Newton’s method has been used for various control problems of the singularly perturbed
systems (SPS) [4, 5]. It has been shown that Newton’s method is very effective and reliable to solve the
CAREs of the SPS. However, Newton’s method for solving the CAREs related to the H.-constrained LQG
control problem for the linear state space systems has not been investigated. The reason is that it is difficult
to find an appropriate initial guess for the solution for a state space system compared with the SPS. As
a result, even if Newton’s method is applied to the CAREs related to the H.,-constrained LQG control
problem, the local quadratic convergence may not be guaranteed without the appropriate initial conditions.

In this paper, the state and output feedback H,-constrained LQG control problem is investigated from
the viewpoint of numerical computation. It should be noted that the state feedback case has not been
considered in [1]. The purpose of the paper is to analyze the asymptotic structure of the solution for the
CAREs, and to develop the numerical algorithm to solve them. Since the proposed algorithm is based on
Newton’s method, it is quite different from the existing algorithm [1]. The quadratic local convergence of the
algorithm is proved under appropriate initial conditions and a sufficiently large disturbance attenuation level
~. The main idea of this paper is to utilize the theory of the SPS. That is, if the disturbance attenuation
level v is sufficiently large, the newly defined parameter € := v~ 2 can be thought as a perturbation. The
uniqueness and the asymptotic structure of the solution for the CAREs and the initial conditions are derived
by using the implicit function theorem. As a result, the uniqueness and the boundedness of the solution
to the CAREs are established. It is worth pointing out that the results obtained are used for the linear
state space systems under the large disturbance attenuation level 7. Finally, the computational examples
are solved to show the validity of the proposed algorithm.



Notation: The notations used in this paper are fairly standard. The superscript T denotes matrix transpose.
I, denotes the p x p identity matrix. vec denotes the column vector of the matrix [7]. ® denotes the
Kronecker product. E[-] denotes the expectation. Uy, denotes a permutation matrix in Kronecker matrix
sense [7] such that Uy, vecM = vecMT, M € R>*™.

2 Problem Statement

Consider the following linear system

s
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~
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Az (t) + Dyw(t) + Bu(t), (1a)
Cz(t) + Daw(t), (1b)

<

—~
o~

=
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where, x(t) € R" is the state, u(t) € R" is the control input, w(t) € R is the disturbance, z(t) € R*2 is the
controlled output. All matrices above are of appropriate dimensions.

The H-constrained LQG control problem addressed in this paper is as follows [1]:

Given the stabilizable and detectable plant (1), determine a dynamic compensator

Ze(t) = Ace(t) + Bey(t), (2a)
u(t) = Cexe(t), (2b)

which satisfies the following design criteria:
i. the following closed-loop system is asymptotically stable, i.e., A is asymptotically stable.

() = Ai(t)+ Dw(t), (3a)
(t) = E

N

where
@(t);:[ﬁ(’fg)],g:bfc ifc},b;:[;lgz},ﬁw:[% 0].

ii. the closed-loop transfer function H(s) := Eu(sI, — A)~'D from w(t) to z(t) := Eisz(t) + Easoult)
satisfies the constraint

where v > 0 is a given disturbance attenuation level; and

iii.  the performance functional
1 t
J(Aey Be, C.):= tlim ;E (/ [z (s)Ryz(s) + uT(s)Rgu(s)]ds> (5)

is minimized.
Without loss of generality, the following basic assumptions are made [1].

Assumption 1 Dy DI = 0 is assumed, which effectively implies that plant disturbance and sensor noise are
uncorrelated.

Assumption 2 (A, B, C) is assumed to be stabilizable and detectable.

The following lemma is already known [1].



Lemma 1 If (A., B, C.) solves the auziliary minimization problem then there exist Q, P and Q such
that

Aci=A— Q% — XP + 7 2QRw, (6a)
B.:=QCTv, (6b)
C.:=—-Ry'BTP, (6¢)
and such that QQ, P and Q satisfy
Li(Q, P, Q)= AQ + QAT + Vi + 7 2QR1,Q — Q2Q = 0, (7a)
Ly(Q, P, Q) = (A+72[Q+ QlR1sc) P+ P(A+~7%Q + Q|R1) + Ry — PSP =0, (7b)
L3(Q, P, Q) :=(A— 2P +7?QR1sc)Q + QA — P + 7 2QR1)” + 7 *QR15cQ + QXQ = 0, (Tc)
where

Vi=D\D{, Vo =DsDJ], Ry = E{Ey, Ry =Ej E,
Riw = E{ Eioo, ¥ =BR;'BT, & =cCTv, 'C.

In order to determine a dynamic compensator (2), the CAREs (7) have to be solved. It should be noted
that although the algorithm for solving the CAREs (7) has been given in [1], there is no convergence proof.
Moreover, it has been stated in [1] that the development of more sophisticated continuation algorithms has
been left as future research. Based on this viewpoint, Newton’s method seems to be a candidate of an
adequate algorithm for solving the CAREs. It is well known that Newton’s method is potentially fast and
more accurate than the widely used Schur vector method [10] that is superior to the eigenvector approach.
The break-even point is between six and eight iterations assuming that an algorithm similar to the one of
Bartles-Stewart is used to solve the Lyapunov equation [11]. Hence, Newton’s method would result in an
appropriate solution for solving the CAREs (7).

3 Preliminary

Let us consider the following equations that are defined as the parameter € := v~ 2.

Mi(e, Q, P, Q) := AQ + QAT + Vi + eQR150Q — Q£Q = 0, (8a)
Msy(e, Q, P, Q) := (A+¢[Q + Q|R1ce)" P+ P(A+¢[Q + Q|R1s0) + Ry — PSP =0, (8b)
Ms(e, Q, P, Q) := (A—SP +eQR100)Q + Q(A — ZP + eQR100)” + eQR10cQ + QEQ = 0. (8c)

Setting ¢ = 0 for the previous equations (8), the following equations hold.

Mi(0, Q°, P°, Q%) := AQ" + QAT + V1 — Q°SQ° =0, (9a)
My(0, Q°, P°, Q°):= ATP" + P°A+ R, — P'SP° =0, (9b)
Ms(0, Q°, P°, Q°) :=(A-2P")Q° + Q%A - 2P +Q°Q" =0, (9¢)

where Q°, P° and QO are zeroth-order solutions of the equations (8). . .
Using (9), the asymptotic structure of the solutions Q = Q(¢), P = P(¢) and @ = Q(¢) of the CAREs
(8) as Mi(e, @, P, Q) =0 is established.

Theorem 1 Then there exists small € > 0 such that for all ¢ € (0, &), the CAREs (8) admits the unique
solutions Q, P and @ in the neighborhood of ¢ = 0, which can be written as

Q(e) = Q° + O(e), (10a)
P(e) = P* + O(e), (10b)
Q(e) = Q"+ 0(e). (10c)



Proof : It can be done by applying the implicit function theorem to the CAREs (8). To do so, it is enough to
show that the corresponding Jacobian is nonsingular at ¢ = 0. Taking the partial derivative of the function
M (Q, P, @), k=1, 2, 3 with respect to @, P, @ and setting ¢ = 0 result in (11).

v 0 o

JO,Q, P, Q%= o ¥ o |, (11)
0 0 0

v e el

where

OvecMy Ovec M, OvecMy

d(vecQ)T  O(vecP)T a(vecj\?T
OvecMy OvecMy OvecMy

j(ga Q, P, Q) = a(veCQ)T a(VeCP)T a(VeC]\A}T ’ (12)
OvecMs dvecM; dvecMs

A(vecQ)T  9(vecP)T (VecQ)T
v (A-Q ) @ I, + 1, ® (A—Q°%), ¥ .= (A—sP)T 1, + I, ® (A—2P°)T,
§0>::1n®(Q° £)+(Q'S) ® I, v = Q0®E o Q"

Obviously, A — Q°Y and A — X P° are nonsingular because the algebraic Riccati equations (AREs) (9a)
and (9b) have the positive semidefinite stabilizing solution under Assumption 2. Thus, J (e, Q, P, Q)
is nonsingular at ¢ = 0. The conclusion of Theorem 1 is obtained directly by using the implicit function
theorem. W

4 Newton’s Method

In order to obtain the solutions of the CAREs (8), the following new algorithm is given.

(A + ’7_2Q(i)R1 _ Q(z E)Q(i-‘rl + Q(i-‘rl (A + '7_2Q(i)Rloo _ Q(z)S)T

V1 —172QY Rio QY + QUEQY =0, (13a)
(A—xpPW + W[Q“ +QVIR10) " PUHY 4 PUHD(A — 2 PO 4+ 4 72[QW 4+ QW] R 0)

12 RioQU VP 442 POQUH Ry + 9 2 Ris QU PY 4472 PUQUADR, o

v ?R10QWPYD — 4 2POQO R, — 472R QWP — A2POQWIR,

POLPW L Ry =0, (13b)

(A= PO 1972Q0 + QUIR1)QEY + QU (4= £PY +972(Q) + QU Ryse)”

—yxptDQ0 _ QW plitly 4 42000 R, O + 7 2QR1.QU Y + QUEQUHY 4 QU+ TQ®

+2POQM + QW PO — QIEQW — v 2QW R QW — 4y 2QW Ry, QW

—72Q"R1,Q" =0, (13¢)

where Q@ P(® and Q© satisfy the AREs (9) as Q) = Q°, PO = P and QO = QO respectively.
~ The new algorithm (13) can be constructed by setting QU = QW £ AQW, Pi+D) = p() L AP and
QD = QW 1 AQW, and neglecting O(A?) term.

Theorem 2 Suppose that there exist solutions to the CARFEs (7). It can be obtained by performing the
algorithm (13) which is equal to Newton’s method.

Proof : Taking the vec-operator transformation on both sides of (7) results in

vecL, (QW, P, Q(z‘)) 4 vecQ() veeG()
vecLy(QW, PO, Q(z‘)) =@ | vecP® | 4+ | vecH® |, (14)
vecL3(Q<i>, P, Q(z‘)) vecQ() veeJ @



where

I, DY + DO g I, 0 0

o) = =0) LeEO +EOT g1, =) :
LeKO+KOeL, -QVer-rxeoQ® IL,eEY+EYRI,

DW= A4+ ~42QWR —QWE, EWD =A— 2P0 4 W*Q[Q(i) + Q(i)]ley

20 = PO @ (772 Rise) + (77 Rise) ® PV, KO = y2QV R o + QS

G =V, — 4 2QWR,,.QW + QWEQW,

H® = —472R,.QWPH — ~y2POQWIR, o — 7 2R1.QWPH — 4 2POQWR,  + POLPO 4 Ry,

JO =xp®OQ® 4 9O POy — QM — v 200 R, O — v 20V R .QW — 420V R, . Q.

Moreover, taking the vec-operator transformation on both sides of (13) results in

vecQU+D vecG)
@ | vecPUHD | 4 | vecH® | =0. (15)
vecQU+1) vecJ(®)

Subtracting (14) from (15) and using (12), it is easy to verify that

vecQUt1) vec@Q®
vecPUFD | = | vecP®
vecQUi+1) veeQ®

VecLl(Q(i), p(i)7 Q(i))
~Je, QW, PO Q)T x| vecLy(Q®W, PO, QW) | . (16)
vech(Q“), p(i), Q(i))

This is the desired result. W

Newton’s method is well-known and is widely used to find a solution of algebraic nonlinear equations.
Its local convergence properties are well understood [6]. Particularly, it is highly expected that the proposed
algorithm can converge to the adequate solutions because the initial conditions are close to the exact solutions
with the structure of (10) under the sufficiently small parameter ¢ = y~=2. The following theorem indicates
the local quadratic convergence and the uniqueness for the convergence solutions.

Theorem 3 Assume that the conditions of Theorem 1 hold. Then, there exists a small o* such that for
all € € (0, o*), Newton’s method (13) converges to the exact solution of Q*, P* and Q* with the rate of
the quadratic convergence. Moreover, the convergence solutions Q*, P* and Q* are unique solution of the
CAREs (8) in the neighborhood of the initial conditions QY =@° PO = po Q(O) = QO, respectively.
That is, the following relations are satisfied.

QY — @ <0(), i=0. 1, ... (172)
|PO — P <O(E¥), i=0, 1, .. (170)
QY ~ @I <O@E), i=0. 1, .. (17e)

Proof : The proof of this theorem can be done by using Newton-Kantorovich theorem [6]. It is immediately
obtained from the equation (12) that there exists the positive scalar constant £(¢) such that for any Q¢, P,
Q% Q" P and Q°,

||j(5, Qaa Pa’ Qa) - j(é, Qba Pb’ Qb)” < ’C(E)"(Qav Paa Qa) - (va Pb7 Qb)" (18)
Moreover, using (10), we get
Je, QU PV, Q) =7(0, Q% P°, Q°) +0(e). (19)

Hence, it follows that j(z—:, Q) pO), Q(O)) is nonsingular under det j(O, QOZ PO, QO) % 0 for suf-
ficiently small e. Therefore, there exists 3 such that 3 = [J(e, Q©®, P©, Q©)~1|. On the other



hand, since Li(Q©@, PO Q©) = O(e), there exists n such that n = |[J(s, Q©, PO QO)-1|.
|Le(Q©, PO Q)| = O(e). Thus, there exists 6 such that § = 3nL(e) < 27 because 7 = O(e). Finally,
using the Newton-Kantorovich theorem, we can show that Q*, P* and Q* are the unique solution in the
subset. Moreover, the error estimate is given by (17). B

It may be noted that the Newton’s method (13) is well defined. That is, the Lyapunov equations in (13)
are solvable in each step due to the following reason. For the sufficiently large parameter v, the following
equation holds.

v 0 o0
W v .=| o ¢ o |, (20)
()

o) el g

where
I = (A- QIR I, + 1, ® (A—QWE), B = (A-xPNT R, +1,® (A —xPD)T,
v =1, (QVE) + (QUS) w1, v = -QVex -seQ®,
A-QUE=A-Q°S+0(e), A—xPYD = A %P + O(e).

The matrices A—Q°% and A—XP? are stable because the AREs (9a) and (9b) have the positive semidefinite
stabilizing solutions. Thus, if the parameter ¢ = =2 is small, A — QWY and A — P are also stable.
Finally, the Newton’s method (13) is well defined for each step.

The algorithm is now summarized.

Step 1. Calculate Q°, P° and Q° by using the initial conditions (9).

Step 2. Compute the solutions Q+1), P+ and QU+Y by using the following linear equation.

vecQU+D) vecG®)
vecPUHD | = —[@@]71 | vecH® | . (21)
vecQU+1) vecJ®)
Step 3. Ifi > 1 check for
3 . . ~ .
E(e) =Y _1Le(@Q™, P, Q)| < ¢ (22)
k=1

for a given convergence criterion ¢ > 0.

Step 4. If convergence is not achieved in Step 3, increment ¢ — i + 1 and go to Step 2. Otherwise, stop
Newton iterations (13) and compute the controller (2) with the relations (6).

4.1 Reduced-order Computations for Newton’s Method

Ones need to solve the linear equation (21) with quite large dimension 3n? x 3n2. Thus, in order to avoid
this drawback, a computation method to solve these linear equations is established.
Let us consider the following differential equations.

Q — D(’L)Q + QD(l)T + G'(l)7 (23&)

P =7"2R1.QPY + 7y 2PUQR . + EOTP + PEW + 4 2R, QP + 4 2POQR, ., + HD,(23b)

Q=K"Q+ QK" —sPQ" — QUPS + EVQ+ QEWT 4+ JO, (23¢)
where

Q:=Q(t), P:=P(t), Q:=Q(t), Q(0) = I,,, P(0) = I, Q(0) = I,.

It is important to note that the stability of the differential equations (23) is guaranteed because the matrix
(20) is stable for sufficiently large v. Thus, the solutions of (23) tend to some finite values as ¢t — co. Finally,



the required solutions of the linear algebraic equations (13) can be obtained as the convergence solutions. It
should be noted that a fourth order Runge-Kutta method is used to integrate the differential equations (23).

In this case, since the required workspace for the matrix calculus is 3n x 3n, the proposed computation
method is very attractive in the sense that it is easy to implement. For example, in the next numerical
example, when the dimension n = 8 the proposed algorithm requires 192 x 192 dimensions, while the
algorithm (21) requires 24 x 24 dimensions for the matrix calculation. It is concluded that such example
results in a 15.625% reduction of the workspace compared with the existing result.

5 Extension to General Case of CAREs

In this section the extension of Lemma 1 is considered. That is, the compensator that has the fixed dimension
n. which may be less than the plant order n is established.

Lemma 2 [1] Let n. < n, suppose there exist Q, P, Q and P satisfying

Hi(Q, P, Q, P):=AQ + QAT + Vi + 7 2QR1,Q — Q5Q + AQSQAT =0, (24a)
Hy(@Q, P, Q, P):=(A+77%[Q+ QIRisc)" P+ P(A+77°[Q + Q| R1)

+R, — PEXP+ ATPYPA =0, (24b)
H3(Q, P, Q, P):=(A—=SP+7?QRic)Q + Q(A - SP +7 ?QRicc)”

+72QR150Q + QEQ — AQEQAT =0, (24c¢)
Hy(Q, P, Q, P):= (A= QS +72QR150)"P + P(A— QS + v 2QR100) + PLP — APSPAT = 0,(24d)
rankQ = rankP = rankQP = n,. (24e)

Then (A, B., C.) be given by

Ac:=T(A~ QS — TP+~ *QR15)G", (252)
B.:=TQCTV; Y, (25b)
C,:= —REIBTPGTy (25¢)

where QP = GTMT, TGT =1,., A=1, — GTT', G, T € R™>", M € R"*"e,
Moreover, the reduced-order dynamic output controller (2) with (25) satisfy the conditions i, it and iii.

It should be noted that if rankQP = n, holds, it has been shown from [1] that there exist the matrices
G, T, and M.
In order to obtain the solutions of the CAREs (24), Newton’s method is given as follows.

(A+72QY R0 — QUIT)QUHY) + QU (A 4+ 4 2QW R 00 — QUE)T + A[QUHYE 4+ SQUFV]A

Vi =7 72QY R1ee QW + QUEQW — AQWEQWA =0, (26a)
(A— »p@ 4 ’772[Q(i) + Q(i)]Rloo)Tp(i+1) + p(i+1)(A —xp® 4 V*Q[Q(i) + Q(i)]Rloo)

+A[p(i+1)z + Zp(i-&-l)]A + 7 2R1oQUAD PO 4 42 p) Uit R,

+7?R10oQUTV P 4 42 POQUAIR, o — y 2Ry QW PW — 4y 2 POQUIR,

7 2R1,QUPW —42PpOQOR,  + POSPE) L Ry — APDLPOA =0, (26b)
(A= 2PV +472QY + QUIR1)QUY + QUFY(A = ZPY 4+ 972[Q + QU] Ris)”

_ZP(Z-‘rl)Q(z) _ Q(Z)P(1+1)Z + 7_2Q(i+1)RlooQ 4 ,Y—QQRIOOQ(i—‘rl) _ A[Q(Z+1)i + iQ(t-‘rl)]A

FQUEQUT 4 QUtDEQH 4 npHOW 4 GO Py — 9i5QW)

200 R, L0W — 4200 RL.QD — 420D R, O 4+ AQIEQWA = 0, (26¢)
(A _ Q(Z)i + ,Y—QQ(i)RloO)TP(H—l) + P(z+1)(A _ Q(z)i + ,Y—QQ(i)Rloo)

_RQUAD PO _ pOQUANS 4 2R, Q) pO) A2 PO QI R,

+ POy pth) 4 plitDy pl) _ A[p+Dy; 4 1 pEHDIA 4 5Q0 PO 1 pOQHE

7 2R10,QU P —42POQUIR,  — PO PO L APORPOA =0, (26d)



where Q@ PO Q© and PO gatisfies the following AREs, respectively.

QU = Q*, PO = PF, QO = GF, PO - P,

AQT + QAT + 1V, —QTEQT + AQTEQTAT =0, (27a)
ATPT + PYA+ R, — PTYPT + ATPTEPTA =0, (27b)
(A-—SPH)QT + QT (A—SPHT +QTSQT — AQTEQTAT =0, (27¢)
(A—Q*S)TPY + PHA—-Q*S)+ PTEPt —ATPYESPTA =0. (27d)

Remark 1 It should be noted that the AREs (27a) and (27b) are not the ordinary ones. However, these
AREs can be solved by applying Newton’s method. For example, Newton’s method for solving the ARE (27a)
is given below.

(A _ Q+(z)i)Q+(z+1) + AQJr(i)SQJr(iJrl)AT + Q+(i+1)(A _ Q+(l)S)T + AQJr(iJrl)SQJr(i)AT
+Vi+ Q+(i)iQ+(i) _ AQ+(i)iQ+(i)AT -0,

where Q1) is the positive semidefinite solutions such that A — QT (OX is stable.
On the other hand, the algebraic Lyapunov equations (ALFEs) can also be solved by substituting the solu-
tions Q1 and P* into the ALEs (27¢) and (27d).

Theorem 4 Suppose that there exist solutions to the CAREs (24). It can be obtained by performing the
algorithm (26).

Proof : Since the proof can be done by using the similar manner used by Theorem 2, it is omitted. B
The following theorem is easily seen in view of Newton’s method.

Theorem 5 Assume that the conditions of Theorem 1 hold. Then, there exists a small p* such that for all
e € (0, p*), Newton’s method (26) converges to the exact solution of Q*, P*, Q* and P* with the rate of the
quadratic convergence. Moreover, these convergence solutions are unique solution of the CAREs (24) in the
neighborhood of the initial conditions.

i

QW —Q*| <0(*), i=0, 1, .., (28a)
|PD — P < O(EQi), i=0,1, ..., (28b)
QY —Q*| <O(Y), i=0, 1, ..., (28¢)
|PD — P*| < O(*), i=0, 1, (28d)

Proof : Tt is clear that this theorem can also be proved by using Newton-Kantorovich theorem [6]. That is,
the CAREs are smooth and there exists the partial derivative of the function Hy(Q, P, Q, 15) = 0. Thus,
since the similar manner used in the proof of Theorem 3 results in (28), it is omitted. W

It should be noted that the following asymptotic structure (29) can be obtained by setting ¢ = 0 without
implicit function theorem.

Qe) = QT +O(e), (29a)
P(s) = PT +0O(e), (29b)
Q(e) = Q"+ 0(e), (29¢)
P(e) = P+ 0(e) (29d)

6 State Feedback H,-Constrained LQG Control Problem

In this section, the state feedback H,-constrained LQG control problem is investigated. Thus far, it should
be noted that the state feedback case has not been considered in [1]. Moreover, since the implementation



of the controller is easy whenever the state information is available, it appears that it is important to study
this control problem.
Consider the following linear system

i(t)
Zl(t>

Ax(t) + Biw(t) + Bau(t), (30a)
Ciz(t) + Diu(t), i =0, 1, (30b)

where, x(t) € R™ is the state, u(t) € R" is the control input, w(t) € R!2 is the disturbance with
Elw®)wT(t)] = I,, zi(t) € RFi, i = 1, 2 is the controlled output. All matrices above are of appropri-
ate dimensions. In the following analysis, the basic assumption is needed.

Assumption 3 The triple (A, B;, C;), i =0, 1 is stabilizable and detectable.
Moreover, without loss of generality, the following assumption is made in the LQG control setting.
Assumption 4 CICy:= Ry >0, CI' Dy =0, DI Dy := Ry > 0.

The state feedback H.-constrained LQG control problem addressed in this paper is as follows:
Given the stabilizable and detectable plant (30), determine a state feedback gain K

u(t) = Kz(t) (31)
which satisfies the following design criteria:
i.  the following closed-loop system is asymptotically stable, i.e., Ais asymptotically stable.

i(t) = Ax(t)+ Biw(t), (32a)
z(t) = Cix(t), i=0, 1, (32b)

where A= A+ ByK and C; = C; + D;K, i =0, 1.

ii. the closed-loop transfer function H(s) := Cy(sl, — A)"'B; from w(t) to z(t) := Cix(t) + Diu(t)
satisfies the constraint

IC1(sI, — A) ' Bi]so <7, (33)

where v > 0 is a given disturbance attenuation level; and
iii.  the following performance index is minimized

J(K) = lim E[z"(Co + DoK)" (Co + DoK)a] = lim Elz"(Ry + K" Ry K)z] = Tr[QR),  (34)

where AQ + QAT + Bi1BT =0, R:= R; + KTRyK = CJ Cy, Q := lim;_. o Elz(t)z(t)7].
As an important implication of [1], the following theorem can be established.
Theorem 6 Suppose there exists a Q > 0 such that AT + QR is stable, thereby satisfying ARE (85).
AQ + QAT + QR..Q + BB =0, (35)
where Rog = W_QC'fé’l. 3
Then, A is asymptotically stable. Moreover, |H(s)|c <7 and Q < Q.

Furthermore, in order for K to exist such that the upper bound J(K) = Tr[QR] < Tr[QR] becomes as
small as possible, it is necessary that there exist P and K that satisfy (36a) and (36b).

(A+QRo)"P+ P(A+QRx)+ R=0, (36a)
RoK + BYP +~472DTC,QP =0, (36b)

where C; = C; + D;K, i =0, 1.
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It should be noted that since it is very difficult to solve the optimization problem of the cost Tr[QR],
the cost bound Tr[QR] should be minimized by using Q < Q.
Proof : The first part of this theorem can be directly obtained by applying the bounded real lemma. The
second part can be proved by tracing the existing result of [12]. To prove Q < @, subtracting fl@ + QAT +
B1Bf =0 from (35) results in
AQ-Q)+(Q - QA" + QRQ = 0.

Since A is stable, it is easy to obtain the following equation.
Q-Q= / exp[At|QRoo Q exp[ATt]dt > 0.
0

For the rest of this proof, to determine a matrix gain K such that the bound Tr[QZ-:L’} is minimized subject to
the constraint (36), the Lagrange multiplier approach can be used. That is, let us consider the Hamiltonian

H
H(Q, P, K) =Tr[QR + (AQ + QA" + QRQ + BB ) P], (37)

where P € R™ "™ is a symmetric matrix of Lagrange multipliers. Necessary conditions for a K to be optimal
OH OH
can be found by setting % and — equal to zero, and solving the resulting equations (36) simultaneously

0K
for K. l

6.1 Asymptotic Structure of the CARESs

Let us consider the following CAREs that are defined as the parameter ¢ := v 2.

Ni(e, Q, P, K) := AQ + QAT +QCTC,Q + B,BT =0, (38a)
Nao(e, Q, P, K) := (A+eQCTC)TP + P(A+eQCIC) + R=0, (38b)
Ni(e, Q, P, K) := D} Co+ [B +eD{ C1Q]P =0, (38¢c)

Setting ¢ = 0 for the previous CAREs (38), the following equations hold.

N1(0, Q°, P° K°) =(A+ByK°)Q"+Q°(A+B. K" + B, BT =0, (39a)
No(0, Q°, P° K°) = (A+ ByK%)TP° + PO(A+ ByK®) + Ry + K" RyK° = 0, (39h)
N3(0, Q°, P°, K% = DI'Cy+ BIP° = Ry,K® + BT P° =0, (39c)

where QV, PY and K are zeroth-order solutions of the CAREs (38).
Using (39), the asymptotic structure of the solutions Q = Q(¢), P = P(¢) and K = K(¢) of the CAREs
(38) as Ni(e, Q, P, K) =0 is established.

Theorem 7 Then there exists small € > 0 such that for all € € (0, &), the CAREs (38) admit the unique
solutions Q, P and K in the neighborhood of € = 0, which can be written since

Q(e) = Q"+ O(e), (40a)
P(e) = P* + O(e), (40b)
K(e) = K° +O(e). (40c)

Proof : Tt can be done by applying the implicit function theorem to the CAREs (38). To do so, it is enough to
show that the corresponding Jacobian is nonsingular at € = 0. Taking the partial derivative of the function
Ne(Q, P, K), k=1, 2, 3 with respect to @, P, K and setting ¢ = 0 results in (41).

A oo
JO,Q P, K=1| 0o ©® o |, (41)
0wy wiy
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where

OvecN;  OvecNi;  OvecN;
d(vec@)T O(vecP)T 8gvecN)

vecNo VGCNQ vec

d(vecQ)T d(vecP)T d(vecK)T |’
vecN3 vecN3 vecN3

A(vee@)T d(vecP)T I(vecK)T
U = (A4 ByKY) &I, + I, ® (A+ ByK), 9 := Qu ® By + B ® Q°|Upnn,
U9 = (A4 ByKO @1, + I, ® (A+ BoKO)T, 99 .= 1, @ B, v := I, ® R,.

Je Q, P, K):= (42)

It should be noted that since Ry > 0 under Assumption 4, K = —R; 1B2T PO, Then the algebraic equation
(39b) can be changed as AT P+ P°A— PYS, PO+ Ry = 0, where S := BgRElB; Hence, under Assumption
3, there exists the unique positive semi-definite stabilizing solution P°. Furthermore, A + BoK°® = A —
ByR; By PV is stable. Thus, since det7 (0, Q°, P°, K°) = Hf’zldet\I/E?), J(e, Q, P, K) is nonsingular at
¢ = 0. The conclusion of Theorem 7 is obtained directly by using the implicit function theorem. H

In order to obtain the solutions of the CAREs (38), the following new algorithm which is based on
Newton’s method is given.

0=[A+ By K@ 4 EQ(z)é{i)T@g)}Q(zﬂ) + Q(i+1)[(A + ByK® 4 EQ(i)él(i)Tél(i)]T

+32K(i+1)Q(i) + Q(i)K(iH)TBzT + EQ(i)éY)TDlK(H-l)Q(i) + EQ(i)K(i+1)TD’f"él(i)Q(i)

+eQOW — KOTDT Dy KD1QW — 2:QWEWT Q0 — B,KIQW — QY KWOTBT + BT By, (43a)
0=[A+ BzK(i) + EQ(i)é(i)Té(z‘)}TP(iH) + P(i+1)[(A + ByK@ ¢ EQ(i)é(i)Té(i)]

—i—EC( T & Q(H-l)p(t) + Ep(l)Q(Hl)C(Z C( D4 EP(”Q(’)C T p K6+ 4 Ep(l)Q(t)K(Hrl)TDTC

+EK(Z+1)TD1T01(Z QWPWH 4 €C£ )TDIK(Z+1)Q(1)]D(Z)

+K(i+1)T(R2K(i) + sz(i)) + (RQK(i) + BQP(i))TK(iJrl)

+ePDQ® W — K(i)TDlTDlK(i)] +e[W — K(i)TDlTl)lK(i)]TQ(i)p(i)

—2ePOQUEITEW _9:¢MTEW QW pi) 4 By — KOTRy K — KOT BT P _ pi) B, k@ (43D)
0= (Ry +eDT D)) KD 4 eDTCWQU+D pt) 4 BT 4 eDT W QM) plith)

+eDTC,QWPW — 25DTC~’£’:)Q(“P("), (43c)

where W := CTCy. Q©, PO and K satisfy the following algebraic equations as Q(® = Q°, P(®) = p°
and K(© = K9 respectively.

(A-S,P"Q°+Q°(A-S,P*)T + B, BT =0, (44a)
ATPO 4+ P'A—P°S, P° 4R, =0, (44b)
K°=—-R;'BI P°. (44c)

The following theorem indicates the local quadratic convergence and the uniqueness for the convergence
solutions.

Theorem 8 There exists a small p* such that for all the e € (0, p*), Newton’s method (43) converges
to exact solutions @Q*, P* and K* with a quadratic convergence rate. Moreover, the convergence solutions
Q*, P* and K* are the unique solutions of the CAREs (38) in the neighborhood of the initial conditions
QO =Q°% PO = pO KO = KO respectively. In other words, the following relations are satisfied.

Q¥ = Q" < O(¥), i =0, 1, ..., (45a)
|PD — P*| <O, i=0, 1, .., (45b)
IKO - K*| <0, i=0, 1, ... (45¢)
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Proof : Since this proof can be done by using the similar steps of the proof of Theorem 3, it is omitted. B

Although Theorem 7 and 8 are the straightforward extensions of the output feedback H..-constrained
LQG control problem, it is noteworthy that the local uniqueness and the quadratic convergence are both
achieved by applying the Newton-Kantorovich theorem. Moreover, it may be noted that there are no results
for solving the state feedback H..-constrained LQG control problem

7 Computational Example
In order to demonstrate the efficiency of the proposed algorithm, the computational examples are given.

7.1 Example 1: Dynamic Output Feedback Case

The system matrices are given below [1].

—0161 1 0 0 0 0 0 O] [ 0]
—6.004 01 0 0 0 0 O 0
—05822 0 01 0 0 0 0 0.0064
—9.9835 0 0 0 1 0 0 O 0.00235
A=1 04073 0000100/ B=| oo0ms ,C=[1000000 0],
—3982 0 0 0 0 0 1 0 1.0002
00 00O0O0O0 1 0.1045
I 0000O0O0O0 O | | 0.9955 |
_ 53[0 0 0 0 055 11 1.32 18 - T
Br = Eioo = 10 00 0 0 0 0 0 0 cE=[0 1],

Di=[B Osa].Da=[0 1].

In order to verify the exactitude of the solution, the remainder per iteration is computed by substituting
QY. PO and Q(i) into the CAREs (7). Table 1 shows the error per iterations. In the case of v = 100, it
should be noted that the algorithm (13) converges to the exact solution with accuracy of £(g) < 1.0e —9 after
three iterations. Hence, the initial conditions (9) are quite good under the large parameter v. Moreover, it
can be seen from Table 1 that the algorithm (13) attains the quadratic convergence.

The required iterations of the proposed algorithm (13) versus the existing algorithm [1] are presented in
Table 2. It can be seen from Table 2 that the proposed algorithm have relatively small number of iterations
than the existing algorithm [1]. Hence, the resulting algorithm of this paper is very reliable.

Table 1. Errors per iterations.

k E(e)

1 9.4536e — 02

2 2.0622e — 07

3 9.6526e — 10

Table 2. Number of iterations.
o Newton’s Method Existing Method [1]
1.2 6 23
5.2 3 9

It should be noted that the considered example is ill-conditioning because the matrices F1 and E1., have
the 1073-order. Thus, the solutions cannot be obtained under the use of the algorithms (21) only. In this
case, since the inverse matrix calculation of the algorithm (21) is not needed, the algorithm (23) for solving
the equation (13) seems to be very useful.

7.2 Example 2: State Feedback Case
Consider the system (30) with
B, =Dy, By =B,

0 0 0 0 055 11 1.32 18

00
“=lo0000 0 0 o 0]’01[00

O =
O =
O =
O =
O =
O =
| I
)
=)
Il
S
|
| —
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It should be noted that the element of some matrices have same elements of the given matrices in the previous
example 1.

In order to verify the exactitude of the solution, the remainder per iteration is computed by substituting
QW, PM and K into the CAREs (38). Table 3 shows the error per iterations. In the case of y = 1000, it
should be noted that the algorithm (43) converges to the exact solution with accuracy of F(e) < 1.0e — 10
after three iterations, where

3
Fle) =Y [Nu(QW, PO, KW)]
k=1

. Hence, it can be seen from Table 3 that the algorithm (43) attains the quadratic convergence.

Table 3.
k E(e)
0 1.3430e — 04
1 9.9533e — 09
2 6.1823e — 12

8 Conclusion

The numerical algorithm for solving the state and output feedback H..-constrained LQG control problem
has been tackled. The main contribution of this paper is to provide the new algorithms for solving the
CAREs. Finally, the convergence proof of the algorithms has been shown for the first time. Since the
new algorithms are based on Newton’s method, the quadratic local convergence is guaranteed for a large
parameter 7. As a result, the CAREs can be solved quickly. Moreover, it has been proven that the uniqueness
and boundedness for the solutions of the CAREs are also guaranteed. Finally, the numerical examples have
shown excellent results that the proposed algorithm has succeeded in reducing the computational workspace
and the quadratic convergence has been attained.
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