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Abstract—There are needs for evaluating rank order-based Il. SIMILARITY OF FEATURE SELECTION RESULTS

similarity between different classifiers in feature selection. Fea- .
ture selection maps from data set to give further understanding A problem with many featureg; € F' = {f1, .., fi.}. If we
about the importance of ranking in decision making within assume that features are real valued, we can introduce a set

feature selection algorithms. The results are ordered rankings of instances as V&, vs,..v,} C R*, a set of classes C and
of training and testing data. In order to compare stability a classifier KR* — C. More formally:

within each classifier, we deploy normalized rank transformation ' ’

approach to get the degree of similarity between training and ' . 3 _

testing data set. The accuracy of the selected features is then Vv eV, jed{l,..k} v € f; @)

evaluated using various classifiers. . . . .
9 The task of feature selection algorithm is to induce a

hypothesis (classifier) that accurately predicts the labels of
|. INTRODUCTION novel instances. The learning of the classifier is inherently
determined by the feature-values. Let G be some subset of F
Feature selection is one of the important and frequentind f; be the value vector of G. In general, the goal of feature
used techniques in data preprocessing for data miniaglection can be formalized as selecting a minimum subset
[1]. It reduces the number of features, removes irrelevai@, such that P(@= fg) is equal or as close as possible to
redundant, or noisy data, and brings the immediate effe®§CF = f ), where P(QG = f;) is the probability distribution
for applications. As results, we can speed up a data minin§ different classes given the feature values in G and|P(C
algorithms, improve mining performance such as predictivef ) is the original distribution given the feature values in F.
accuracy. Feature selection is a process that selects a subs@fetall such a minimum subset aptimal subset.
original features. The task of feature selection is to determifeature is useful if it is correlated with class target; otherwise
which features to select and deploy in order to predictitis irrelevant. A good feature subset is one that contains
target attribute. Features are relevant if their value vafgature highly correlated with or predictive of the class
systematically with category membership. Feature selectitarget. In this work we consider the following methods:
algorithms have critical roles in many applications of machinaformation Gain(IG), Gain Ratio(GR), Chi-Square(CHI)
learning, CRM, data mining and genomic analysis [2]. [2], Symmetrical uncertaint(SYM) [2], ReliefF (REL) [3]
With these wide area of applications, there are needs famd Correlation Feature Selection (CFS) [4]. IG, GR, CHI,
evaluating rank order-based on similarity between differe®YM are all feature scoring method for nominal or continuous
classifiers in feature selection algorithms. The optimal subs#tributes which are discretized using entropy maximization
can be viewed as the ranked order of the selected featufd$. ReliefF delivers a weighting of feature while taking
This work tries to evaluate the ranking stability amontheir interaction into account; it uses all features to compute
features selection algorithms by quantifying the stability afistance among training instance.
ranking (Sg). We construct the stability of several featuréfhe similarity of feature selection result particularly view
selection algorithms using normalized rank transformation aivd their order of rank stability against a huge amount of
evaluate their classification accuracy using C4.5 algorithmiata managed. This stability reflects directly to the trend of
Therefore this work propose further understanding about tbeer-fitting and obviously depends on how close their values
importance of stability within feature selection algorithmsare for all attributes selected. According to the measure used,
which can be used in deployment decision of any featufeature selection algorithms produce ranking as the process
selection. of positioning features within ordinal scale in relation to
every optimal subset. In order to measure similarity between
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training and testing data set, we compare two rankirand Irrelevant features should be ignored because they will have
r'. We use the normalized rank transformation coefficiedbw correlation with the class. Both data set also suggest that
with Euclidean distance measure as Stability of ranKifig): ReliefF contribute for a slightly stable in ranking the feature
selection but has unreliable size of attributes selected. ReliefF

o N2 algorithm also has the longest duration to classify and it is

Sr(riri) = Z(n - @ re?lected by the bigger siz?e and leaves of the chlesification

tree. This algorithm based on feature weighting algorithm

wherer, and ! are the ranks of feature i in the training andhat is sensitive to feature interactions. It is likely that this
testing steps respectively. An output value of SR equals td@sult supports what we had in CFS's figures. We found that
means that two rankings are identical. The higher SR imp'ipe similar features selected from four different algorithms.

i

to lower stability of an algorithm. Table 2. Classification result of PAKDD2007 wit4.5
[ No [ Algo [ Acc(%) | TreeSize | #attrib [ Time(secs)|
I1l. EXPERIMENT RESULTS AND DISCUSSION T TS 9915 | leass 8szeild 37 =169

We use the Coil 2000 dataset provided in UCI [5], in 2 | SYM | 99.15 | leaws:78,size:113 37 81.69
which there are 5900 records of training set and 4000 records3 | GR | 99.15 | leaws:78size:113 37 81.69
of testing set. We also use 40000 records data set fr)m‘s1 ISI?II_ ggég l?:;sééisgizziéls % ;19'(?(?0
PAKDD 2007[6] to examine the performance stability of5—cEs T 9882 |eaes:25:5ize:36 39 709
feature selection algorithms. We focus on their ability to select
and determine the series of order of the most relevant features IV. CONCLUSION
with respect to a target class. In the following tables we canWe defined the stability ranking measure of feature selection
see the performance of these algorithms comparison. by deploying normalized rank transformation and classifica-

tion performance. Correlation based Feature Selection (CFS)

Table 1. Dataset Coil2000 similarity and feature SeIeCt'onalgorithm is the most stable algorithm we found on two data

accuracy usingc4.5

sets.

[ No. [ Algo [ Sg [ Acc(%) | Tree | #attrib [ Time | R
T | IG |210] 9389 | leaes6sizell] 38 | 391 EFERENCES
2 SYM | 2.62 | 93.89 leaes:6,size:11] 38 3.91 | [1] I.H. Wwitten and E. Frank, "Data Mining: Practical machine learning tools
3 GR 2.80 93.89 leaes:6,size:11] 38 3.91 and techniques”, 2nd Edition, Morgan Kaufmann, San Francisco, 2005.
4 CHI | 2.21| 93.89 leaes:6,size:11] 38 3.91 | [2] M.Dash and H. Liu, "Feature Selection for Classification”, Intelligent
5 REL | 1.02| 93.90 leaes:6.size:11 61 7.11 Data Analysis: AAN.Int'l J.vol. 1 no.3 pp. 131-156, 1997
6 CES 1043 94.02 Iea\ES'ZI Size D 10 0.06 [3] J.Han, and M. Kamber, "Data Mining: Concepts and Techniques”,

Morgan Kaufmann San Francisco, 2001.
[4] O. Maimon, and L.Rokach "The Data Mining and Knowledge Discovery
Handbook”, Springer, New York, 2005.
. . . [5] Hettich, S. and Bay, S. D. The UCI KDD Archive [http://kdd.ics.uci.edul].
Table 1 gives the stability results in SR value and irine, CA: University of California, Department of Information and

classification accuracy using C4.5 classifier. The pattern Computer Science. 1999. _
of first four algorithms(IG, SYM, GR and CHl)gives a [6] PAKDD 2007 contest.[ http://lamda.nju.edu.cn/ conf/ pakdd07/dmc07/]
range SR of 2.0-3.0 that means there are different result
of rank position between stage of training and testing. The
common between them are accuracy, size of classification
tree and duration of classification process which means, they
share similar selected features (38 features). The most stable
algorithm for this data set is CFS which also gives the highest
and the fastest classification process.

In order to check classification characteristic, we further
examine the paradigm that has been discovered in the initial
data set with a bigger data set from PAKDD2007. In Table 2.
we briefly can see that the first four algorithms also contribute
to the similar process duration, tree size, sum of features
selected and accuracy.

Moreover, we also found that the most stable algorithm is
CFS, with the smallest tree structure (in size and leaves). This
algorithm based on correlation between features, that ranks
feature subsets according to a correlation based on heuristic
evaluation function. The bias of the evaluation function is
toward subsets that contain features that are highly correlated
with the class and uncorrelated with each other.

-328-



