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Abstract In this paper, we report experimental results on the performance of a view-based pose
estimation method called EbC (Estimation-by-Completion) for objects rotating about single axis
in 3D. Estimating rotating angle θ (pose) of an object from an image x (view or appearance)
of the object is formulated to find a matrix F such that θ = Fx for a given set of learning
samples {θj ,xj}. EbC learns F and estimates pose based on eigenspace of learning samples.
Experiments shown in this paper use images in COIL-20 dataset. A learning set is defined by
not only the number of images in the set but also which images are included. As a result, some
objects keeps good performance even when only three images is used, and performance of several
objects is remarkably worse when a learing set with images of 40 degrees separated from each
other is used.

1 Introduction

In this paper, we report experimental results on the
performance of view-based pose estimation of a 3D
object rotating about single axis. Estimating ro-
tating angle θ (pose) of an object from an image x
(view or appearance) of the object is widely studied,
and the problem is formulated to find a function f
such that θ = f(x) for a given set of learning sam-
ples {θj , xj}. Kernel methods or manifold learning
are often used for a nonlinear function, however, a
linear function (or a matrix) F is also used to relate
pose and image as θ = Fx. This linear method is
very attractive because 1) estimation is simple, 2)
computing F is intuitive (linear subspace methods
such as PCA, CCA, and LDA can be used).

The main concern of this paper is to investigate
the performance of a view-based linear pose esti-
mation method. We have proposed a liner method
[1, 2] called EbC (Estimation-by-Completion) and
shown that EbC estimates three pose parameters
(3DOF) including 1DOF rotation in 3D, and 2DOF
translation in 2D image plane. Nevertheless 1DOF
rotation of an object about any axis in 3D (this ro-
tation is called off-the-plane rotation) is still a hot
topic [3] for view-based pose estimation, the perfor-
mance has not been studied well. Especially, how
much does the performance change as the number
of images for learning decreases? This is important
to know how many images the method requires to
achieve desired performance. And also, even when
the number of images is fixed, can the method still

achieve the same performance? If not, we have to
think what learning set of fixed number of images
is good or not.

To investigate the questinos above, we describe in
this paper experiments on estimation performance
of 1DOF off-the-plane rotation. In section 2, we
describe EbC, a view-based linear pose estimation
method to be investigated. A set of sample images
for learning is defined in section 3, and experimental
results is shown in section 4.

2 EbC: a linear pose estimation

Let xj ∈ IRN be an image corresponding to pose θj ,
and X be a matrix that has the images and poses
column-wise as

X =
[

x1 x2 · · · xn

p1 p2 · · · pn

]
∈ IR(N+w)×n, (1)

where n is the number of learning sample images,
and

pj =



cos(0 − θj),

cos
(

2π
w − θj

)
,

cos
(
22π

w − θj

)
,

...
cos

(
2(w−1)π

w − θj

)


∈ IRw, (2)

where w ≥ 2 [2]. That is, each column of the ma-
trix X is an sample image xj augmented by corre-



Fig. 1: Overview of the estimation by EbC

sponding parameter vector pj . Then X is decom-
posed by SVD (Singular Value Decomposition) as
X = EDV T , then the eigenvectors {ek} ∈ IRN+w

are obtained in E as its columns. Next E is decom-
posed into upper and lower parts:

E = [e1 e2 . . . en′ ] =
[

Ein

Eout

]
∈ IR(N+w)×n′

, (3)

where n′ ≤ n. Ein ∈ IRN×n′
and Eout ∈ IRw×n′

correspond to images (input) and poses (output),
respectively. Then the pose estimation of a test
image x is done as follows:

θ̂ = tan−1

(
ΩT

s x

ΩT
c x

)
, (4)

ΩT
s = ωT

s Eout(ET
inEin)T Ein, (5)

ΩT
c = ωT

c Eout(ET
inEin)T Ein, (6)

ωs =
[
sin 0, sin

(
2π
w

)
, . . . , sin

(
2(w−1)π

w

)]T

,

(7)

ωc =
[
cos 0, cos

(
2π
w

)
, . . . , cos

(
2(w−1)π

w

)]T

.

(8)

Here, Ωs and Ωc are learined matrices (actually vec-
tors) that make relationship between images and
poses. Any test image x does not its augmented
part p that shows a parameter of pose, of course.
However, the part p is first completed with x as p̂ =
Eout(ET

inEin)T Ein, then pose is estimated with ωs

and ωc by the equations above (see Fig.1). There-
fore, the method has been named as Estimation-by-
Completion, EbC.

Note that EbC is identical to a linear regression[4]
of an image xj to a pose (sin θj , cos θj)T when the
dimension of the eigenspace E is not reduced, i.e.,
n = n′ (see [1, 2]). We fixed n = n′ for all experi-
ments described in section 4.

3 Learning image set

The linear estimation method described in the pre-
vious section requires a set of learning sample im-
ages before pose of a test image is estimated. If

No. 1 2 3 4 5 6 7 8 9 10

No. 11 12 13 14 15 16 17 18 19 10

Fig. 3: Images of 20 objects in COIL-20 dataset.
Each image is grayscale, 128×120 in size.

we have many samples for an object, the estimated
pose becomes accurately. For example, 360 images
of an object rotating about single axis allows us to
estimate pose so that the error in the estimate is
less than one degree, and if 3600 images the error
may be smaller than 0.1 degrees.

However, the small number of learning samples is
better because taking many pictures of an object is
a hard task, and the learning stage becomes com-
putationally expensive for calculating eigenvectors.
Therefore, we have to investigate how many images
are enough as a learning sample set to achieve de-
sired accuracy of estimates.

Another question is what is the appropriate im-
ages when we fix the number of images in a learning
set. Four different image sets are shown in Fig.2.
The number of images is same for each sets, but
the performance of estimation may differ because
different appearances of an object is learned. In
the following sections, we will discuss about the two
topics.

Now we define a learning set. In the following
experiments, we use images in COIL-20[5] datasets
(Fig.3). There are 72 images for an object rotated
by 5 degrees each: x0 for θ = 0 [deg], x5 for θ = 5
[deg], . . . , x355 for θ = 355 [deg]. Some images of an
object are shown at the top row in Fig.2. For each
object, we take some images from 72 images to make
a learning set Si,s = {xik+s} for k = 0, 1, . . . , ni−1.
Here, i is a sample span (in degree), s is a start
angle (also in degree), and ni = 360

i is the number
of images in the set.

For example, if we take images every 20 de-
grees (x20, x40, . . .) started from 0 degrees (x0),
i = 20 and s = 0, then the learning set is S20,0 =
{x0,x20, x40, . . . , x340} and 18 (= 360

20 = n20) im-
ages are stored in S20,0.

But when we take images every 20 degrees started
from 5 degrees (i = 20, s = 5), the learning set
S20,5 = {x5, x25,x45, . . . , x345} is different with
S20,0, whereas the number of images is still 18
(= 360

20 = n20).



x0 x5 x10 x15 x20 x25 x30 x35 x40 x45 x50 x55 · · ·

· · ·

S20,0 · · ·

S20,5 · · ·

S20,10 · · ·

S20,15 · · ·

Fig. 2: Examples of images for learning sets S20,0, S20,5, S20,10, and S20,0. These sets are different, but
they have the same number of images in which the object is rotated by 20 degrees each. Note that xj is
an image when the corresponding pose θj = j.

4 Experiments

In this section, we describe results of some exper-
iments to see how the performance of the estima-
tion depends on learning sets. For each learning
set Si,s, we defined the following measurement of
performance, RMSE (root mean square error):

RMSEi,s =

√√√√ 1
72 − ni

∑
xj ̸∈Si,s

(θ̂j − θj)2, (9)

where θj is a true angle for an image xj , and θ̂
is an estimated angle. Note that errors for only
images that were not learned are considered, there-
fore, (72−ni) images are tested among all 72 images
when ni images are used for learning.

Fig.4, 5, 6, and 7 show RMSE for each ob-
ject. Horizontal axis is the sample span i [deg]
for a learning set Si,s, and vertical axis shows
RMSE. We use divisors of 360 as sample spans:
i = 5, 10, 15, 20, 30, 40, 45, 60, 90, 120. RMSEi,s

with different s are plotted for same i, in other
words, performances of learning sets with the fixed
number of images are marked as vertically spread
dots.

In the figures, the performance is degraded as
the sample span increases, that is, as the number
of images used for learning decreases. Of course,
the rate how much RMSE increases depends on an
object.

We can see two interesting characteristics. First,
some object have very small error even when i =
120 [deg], that is, using only three images for learn-
ing. This occurred when the shape of an object is
round and the appearance does not change drasti-
cally: object 12, 15, and 20 keep good performance.
We may think that estimating pose is difficult when
appearance is similar across images, but in fact the
estimation is difficult for object of which appear-
ance greatly changes (for example, object 2).

Second point is that errors for only S40,s of several
objects were worse than other sets. Especially, RM-
SEs for object 5, 6, 9, 11, 14, 19 had a “performance
dip” at 40 degrees. The learning set S40,s used more
images than other sets such as S45,s, S60,s and even
S90,s, but the performance was worse. This does not
support an intuitive thinking: more the images, the
better the performance.

5 Conclusions

We have reported experimental results on the per-
formance of EbC, a view-based linear pose estima-
tion method. Experiments using images in COIL-20
dataset showed that the estimation error increased
as the number of images used for learning decreases.
However, some objects kept good performance even
when only three images (120 degrees separated from
each other) was enough to achieve good perfor-
mance. Moreover, performance of several objects
was remarkably worse when 9 images (40 degrees
separated from each other) were used as a learning
set.

“Keeping good performance” and “performance
dip at 40 degrees” are very interesting topics, and
future work is to further investigate these topics
as well as to find a way how we effectively choose
images for a learing set.
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Fig. 4: RMSE for object 1, 2, 3, 4, 5 (from top to
bottom) in COIL-20.
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Fig. 5: RMSE for object 5, 6, 7, 8, 9, 10 (from top
to bottom) in COIL-20.

0 20 40 60 80 100 120
0

20

40

60

80

100

120

 s 

R
M

S
E

0 20 40 60 80 100 120
0

20

40

60

80

100

120

 s 

R
M

S
E

0 20 40 60 80 100 120
0

20

40

60

80

100

120

 s 

R
M

S
E

0 20 40 60 80 100 120
0

20

40

60

80

100

120

 s 

R
M

S
E

0 20 40 60 80 100 120
0

20

40

60

80

100

120

 s 

R
M

S
E

Fig. 6: RMSE for object 10, 11, 12, 13, 14, 15 (from
top to bottom) in COIL-20.
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Fig. 7: RMSE for objects 15, 16, 17, 18, 19, 20
(from top to bottom) in COIL-20.


