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First search for gravitational waves from inspiraling compact binaries using TAMA300 data
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We analyzed 6 hours of data from the TAMA300 detector by matched filtering, searching for gravitational
waves from inspiraling compact binaries. We incorporated a two-step hierarchical search strategy in matched
filtering. We obtained an upper limit of 0.59/ho(€.L.=90%) on the event rate of inspirals of compact
binaries with a mass between M3, and 1M and with a signal-to-noise ratio greater than 7.2. The distance
of 1.4M (0.5M) binaries which produce the signal-to-noise ratio 7.2 was estimated to be 6(2.Rpq0
when the position of the source in the sky and the inclination angle of the binaries were optimal.
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INTRODUCTION propagation of gravitational waves are monitored by the
Michelson interferometer.
) ) o The TAMA300 detector became ready to operate in the
Several laser interferometric gravitational wave detectorg mmer of 1999. Most of the designed systefescept
are now under construction. These include LIGQ@],  power recycling were installed by that time. The first test
VIRGO [2], GEOG600 [3], and TAMA300 [4]. The operation was done on August 6th, 1999. The first long-term
TAMAS3O00 detector has been developed over the past fivelata were taken for three nights between September 17th and
years. It is a power-recycled, FabrysBeMichelson inter-  20th, 19994,5]. The total data length amounted to about 30
ferometer, which consists of mirrors that are suspended bjiours, with the longest continuous lock time of the interfer-
vibration isolation systems. The differential arm lengthometer lasting nearly 8 hours. The strain equivalent noise
changes in the 300 m Fabry+#®e arm cavities caused by spectrum is given in Fig. 1. The best sensitivity was about
3x 10 2% \/Hz around 900 Hz. The data of the first two days
contained many burst noises due to the instability of the
*Deceased. interferometer system and it was very difficult to use those
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(1/Hz"] corded in the “Common Data Frame Formaf9] on tape
10" e archives.
The strain of a gravitational wavie(t) and the voltage

signal V(t) are related in the frequency domain by f)

=F(f)V(f), whereF(f) is a response function. We mea-
sured the full open-loop response function in the observed
frequency range before and after each continuous operation.
During the observation, we continuously monitored drifts of
the response function by adding a single frequency sinu-
107 700 1060 soidal signal into the feedback system and observing its am-
frequency {Hz] plitude and phase at different points of the Idd®]. This
method has an advantage that the observation is not inter-
rupted by the calibration signal. The accuracy of strain mea-
surement was evaluated toh/h=1% within the observed
frequency band. Using Monte Carlo simulations, we also

data for the gravitatioal wave event search. However, thgonfirmed that systematic errors in the outputs of matched

quality of the data of the final day was good enough to perfilter caused by calibration errors were negligible compared

form the search for gravitational waves. with noise _quctuations. The details of this method will be
Currently, TAMA300 is the world's largest detector in Presented in a separate papet].

operation. This is the first time that long continuous data

from one of the large-scale interferometers of the new gen- MATCHED FILTERING

eration quoted above were taken. By analyzing the data, we ) ) )

expect to obtain useful knowledge of the property of long We denote the strain equivalent one-sided power spec-

and continuous data. It is also important to develop tools foffum density of the noise b$,(f). In order to calculate the

analyzing such data as a first step to treat the much largé@xpected wave forms, which are callezplates we used

amount of data which will be obtained in the near future.restricted post-Newtonian wave forms of order 2.5, in which

This is the first paper on data analysis of TAMA300, in the phase evolution was correctly taken into account up to

which we report the first result of our search of gravitationalthe 2.5 post-Newtonian order, but the amplitude was evalu-
waves from inspiraling compact binaries. ated by using the quadrupole formula. As for the 2.5 post-

Newtonian phase evolution, we used formulas derived by
Blanchetet al. [12].

When the gravitational wave passes through the interfer-
Gravitational waves from inspiraling compact binaries,ometer, it produces a relative differensé between the two
consisting of neutron stars with massl1.4Mq or black arm lengthsL. The gravitational wave strain amplitude is

holes, have been considered to be the most promising targeéfined byAL =Lh(t). The wave formh(t) is calculated by
for laser interferometers. These compact binaries can be prgombining two independent modes of the gravitational wave
duced as a consequence of normal stellar evolution of binaand the antenna pattern of the interferometer as

ries. It has been also suggested that massive compact halo

objects(MACHOs) [6] in our galactic halo may be primor- h(t)=A[h(t—t.)cosa+hgy(t—t.)sina], (1

dial black holes with mass-0.5M . If so, it is reasonable

to expect that some of them are in binaries which coalesc%heretc is the coalescence time, ahg(t) andhg(t) are the

due to _thg gravitational r_adlgtlon reactipr. . two independent templates with the phase differemtZ To
Insplrahng Compa‘ﬁ bl.nanes are nearly ideal sources foEonstruct filters, we need the Fourier transformégt) and

Sglt?ulz r::(ljyf(l)sasvlg::e r:ih?ra\ggyggorﬂzvss\?e rb eintr:ﬁi(;regcaéllr}(]s(t). They were computed directly by using the stationary

. y nig Y. S pap phase approximation, the validity of which was established
we did not take account of the effect O.f spin angular mome_nby Droz et al. [13]. The parameters to distinguish the wave
tum. Thus, we _cann(_)t der)y the possibility that we lose 5'9%rms are the amplitudel, the two masses;,m,, the coa-
nals from binaries with spipg]. lescence timé., and the phase. We did not include spins
of the stars in the parameters.

We denote the data from the detectorsély. We define a

The main signals from the detector were derived from théfiltered un-normalized signal-to-noise rajpoafter the maxi-
feedback signal that keeps the interferometer in resonancg)ization overa as
which was digitized by an analog-to-digital convert&DC)
in 16 bit depth with 20 kHz sampling rate. The noise ampli- p=1+(s,hy)%+(s,hg)?, )
tude due to quantization by the ADC was estimated to be
10 ?—10 2 times smaller than the instrumentalectronig B
noise. A precise sampling clo_ck was generated using a GPS- (a,b)EZJ df
derived 10 MHz reference signal. All of the data were re- —o

T
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FIG. 1. The strain equivalent noise spectrum of TAMA300 on
September 19th. The best sensitivity is abotl® 2% \/Hz around
900 Hz.
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Wherea(f) denotes the Fourier transform aft) and the TABLE l. (a? The preliminary second-step threshollds uged to
asterisk denotes the complex conjugation. Thisas an ex- determine the first-step thresholds and the mesh spadn@pti-
pectation value\/E in the presence of only Gaussian noise mized first-step thresholdéc) The first-step thresholds used to de-

. . - - . ‘rive the results of Figs. 3 and 4. In both cases, the first-step mesh
Thus, the signal-to-noise ratiSNR), is given by SNR

—p/\/i area is 72 times larger than that of the second step.
Analyzing the real data from TAMA300, we found that @ (b) ©

the noise contained a large amount of nonstationary and non

Gaussian noise whose statistical properties have not been p* x*? Plst Xia Plst Xia

understood well yet. In order to remove the influence of such 9.3 1.0 8.0 13 7.0 1.3

noise, we introduced g? test of the time-frequency behavior  10.1 1.3 8.2 15 7.2 1.5

of the signal[14]. We divide each template into mutually 10.6 1.5 8.5 2.0 7.5 2.0

independent pieces in the frequency domain, chosen so that11.4 1.7 9.0 2.5 8.0 25

the expected contribution te from each frequency band is  12.1 2.0 10.2 3.0 9.2 3.0

approximately equal. For two template polarizatidngt) 13.7 25

and hy(t), we calculatey? by summing the square of the
deviation of each value gb from the expected valugl5].
This quantity must satisfy thg? statistics with 21— 2 de- 2

. . x°, assuming all of these events are due to noise. Based on
grees of freedom, as long as the data consist of Gaussm)}h

; X . is distribution, we looked for several combinations of
noise plus chirp signals. However, there was a strong ten- . > .
dency that an event with large? has a large value of. (p*,x*°) so that there were only a few fake events which

Thus, by applying a threshold to thé value, we can reduce satisfyp> p* andX2§X*2 simultaneously. These thresholgis
the number of fake events without significantly losing thebecame our prellmlnary second-step thresholds. The f|r§t-
detectability of real events. For convenience, we renormalSteP threshold and the first-step length of the mesh separation
ized y2 as y?/(2n—2). In the current analysis, we choge ~Vere determlr;ed to satisfy the following conditiq@l): _
—16. This number was determined mainly by the limited WN€np and x“ of an event at the second-step mesh point
memory of our computer. satisfies a second-step threshold, such an event must also be
We searched the parameter space ofvD,3m,, m, detected at, at least, one of the first-step mesh points around
<10M, with total mass less than M), . The low mass f[he sepond—_step pql_nt W'.th. more than 95% probabiliy .
limit was chosen so that it covers the estimated mass df"'PoSINg this condition, it is guaranteed that the false dis-
MACHOs as much as possible. In this parameter space issal rate of real detectable events due to the presence of
prepared a mesh. The mesh points define the templates us first-step searcr;] IS l;]eﬁ)t STEIEJZ' NOtﬁ, tﬂat the prelimi-
for search. The spacing of the mesh points was determingd®’y Sécond-step thresholdg™(x™*), which were used to
so as not to lose more than 2% of signal-to-noise due to theecide the firststep thresholds, determined the detection
mismatch between actual mass parameters and those at médfPapility of events with given amplitude. These prelimi-
points. Using geometrical arguments, we introduced a neW@"y second-step thresholds are given in Talag |
parametrization of masses that simplifies the algorithm to We performed smula’glons by add!ng signals to real data,
determine the mesh poinf&7]. and looked for comblnathns of the flrst—ste.p thresholds and
The parameter space defined by using our new mass pgw_e mesh separation which satisfy the criteri@i). We

rameters turned out to contain 2057 templates in the presefif!oS€ one of them which minimizes the computation time in
analysis. Although this number is not too large to pencormtotal. We introduced, at the first step, th@threshold as well

matched filtering with a simple algorithm, when the noise@S thep threshold to select the candidates for the second
power spectrum of data is improved, the necessary numb&itep, which reduced the computation .t|me_for the second
of templates will increase. Thus, we introduced a two-stept€P- In order to reduce the computation time, we further
hierarchical search algorithm and developed tools 0]J'ntroduced various techniques, some of which are explained

matched filtering which can be used to analyze future muct’ [17]. ,
larger data streams. Here, we mention the cutoff frequendy of templates.

The post-Newtonian wave forms must be terminated at some
frequency roughly corresponding to the innermost stable cir-
cular orbit, at which the binaries are expected to transit to

The basic idea of the two-step search is simple. The templunge orbit to coalesce. However, it is difficult to deter-
plates for the first step search are chosen at the mesh poinsne, theoretically, the optimal value 6f. At the first-step
with coarse spacing. We perform the first-step search with asearch, the choice df; is important because the mesh sepa-
appropriate threshold which must be chosen to be suffiration is large. If the signal was located at a point far from
ciently low not to lose real events. When there are events thahe first-step mesh points, the value pf could become
exceed the threshold, we search the points around them much larger than unity due to the difference fgfbetween
detail. the first-step template and the signal. Thus, at the first-step

Before starting the two-step search, we evaluated the vakearch, we searched for the valuefgfwhich produced the
ues ofp and y? of all the data with a few selected templates largest value ofp. On the other hand, at the second-step
to obtain an estimate of the background distributiop@nd  search, we simply adopteid=c®/(73?7GM), whereM is

TWO-STEP HIERARCHICAL SEARCH
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. . FIG. 3. The number of events fop?<2.5, ¥°<1.5, andy?
FIG. 2. A contour plot of SNR as a function of distance and _, o ¢ 5 fynction of SNR and an analytic fitting tov?<1.5. The
total mass of equal mass binaries in the case when the position ?&ting was determined between SRIR35 and 50. This fitting gives
the source in the sky and the inclination angle of the binaries arg o number of events larger than SNR2 andy2< 1.5 as 2.5. The
optimal. x?°<2.5, ¥°<1.5, andy?<1.0 correspond to 1G%, 3.8%, and

. . 46% false dismissal rates in Gaussian noise, respectively.
the total mass(s is Newton’s constant, anclis the speed of

light. This corresponds to the orbital radiusrof 7G M/c?.
'9 ! P ! u dition (C1), we would have obtained the threshold given in

Table kb) in the case when the unit area of the parameter
RESULTS space of the first-step search is 72 times larger than that of

Our analysis was done with 8 Compaq Alpha machinesthe second step. In that case, the computation time would

Each of them can perform the FFT of data consisting mhave been about 1'5 hOWS- However, we.used a lower first-
~10° single precision real numbers with 140 Mflops. step thr_eshold as given in Table) to obtain the “.-‘S“_" Of_
From the 30 hours of total data. we selected the data Witll1:'g' 3, in order to investigate the background distribution
the best quality taken between 1’4.42 and 21:04. 19th Se vhich was used for statistical analysis. The computation time
tember, 1999UTC time). The data consist of two separate thus neledﬁq to olt)tqln the resglts f'.n I;|g. 3 V;’aﬁ aFOUt 55
stretches when the interferometer was continuously Iocked’hoursﬁ Igt IS dana ysIS, \;ve uie ¢ ?] ')ée se1'_[ho t ﬁ wst—sLep
An interval of 12.5 minutes around an unlocked part was nothresholds and spacing for all of the data. Thus, the number

used for matched filtering. The total length of data used fof elvents whic_h sat_isfy tr:jgfffirst-step thresrr:old, and tkr:erefore
matched filtering was 6.1663 hours. total computation time, differs very much among the por-

In Fig. 2, we show a contour plot of the signal—to—noiset'orcjS .Of dt?]t_a. it timat limit on th N
ratio as a function of the distance to the source and the total . ~>'"9 IS result, we estimaté an upper limit on the even

mass for equal mass binaries. We found that the signal-t(f-ate' In Fig. 3, we show a fitting to the number of events as

i 2
noise ratio becomes maximum aroundM 6 binaries and a function of SNR. The value of they? threshold, 1.5, was

decreases above this mass. This is because the noise |eve|c(l)1psen_so that t'here was a 3.8% chance of rejecting real
the detector increases rapidly below several hundred Hz, €YeNts in Gaussian noise. We chose the SNR threshold as
In performing the two-step search, the data were divided®NR= 7_'2' Thus, thg observ.ed nu_mber of_ev_er)ts which ex
into data segments of 265.42 seconds with an overlap of 29 ¢£€d this threshold is 2. Using this analytic fitting, we esti-
seconds, which was longer than the longest template. ThHEt€ the expected number of background evblg which
strain power spectrum densit,(f) was estimated using is larger than SNR 7.2 asNgs=2.5. Thus, using Bayesian
530.84 seconds of data near the segment which was ana-
lyzed. Prlobability
As a result of the second-step search, we oljtaémd y? '
as functions of masses and the coalescing tigeln each
small interval of coalescing timét., we looked for an
event which had the maximum and which satisfies certain
x? threshold. In Fig. 3, we show the numbers of these events
which survived after the maximization as a function of SNR
for variousy? thresholds. The time intervalt, was chosen
so that the numbers of correlated events were small enough, ;
but at the same time there was a sufficiently large number of 05 7y ————% 10
events to investigate the properties of its distribution. In Fig. distance [kpc]
3, we choseAt,=2 seconds.
The computation time needed to perform the two-step FIG. 4. The detection probability of artificial signals of 14,
search depends strongly on the first-step threshold. If we hasinaries as a function of distance in the case when the final thresh-
optimized the first-step threshold by applying the above conelds were (SNR, x*2)=(7.2,1.5).
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statistics, and assuming uniform prior probability for the realTAMA300 with the present sensitivity can give a direct ob-
event rate and the Poisson distribution of real and backservational limit of the coalescing rate within several kpc.
ground events, we estimate with 90% confidence that thélere, it is important to note again that a new detector,
expected number of real events which exceed SNR is  TAMA300, produces data which are good enough to perform
smaller than 3.68 in these ddth8]. Thus, we obtained the data analysis and to give upper limits of the event rate, even
upper limit of the event rate as 0.59/ha@.L.=90%). Note  if it is sensitive only to events within several kpc.
that we did not assume that the observed two events were The sensitivity of the TAMA300 detector is now being
real or not.(The largest SNR event foy?<1.5 has SNR improved rapidly. With its goal sensitivity, 1Mk, (0.5M)
=9.0 andy?=1.35. Although this event seems to show abinaries at distanc® =820 kpc © =340 kpc) will produce
small excess from the background distribution §8,<1.5, it  a signal-to-noise ratio SNR10. It is planned that much
also seems to be absorbed in the backgroundfer2.5) longer data with improved sensitivity and stability will be
From Fig. 2, we find the distance of a source that wouldtaken during the year 2000. By analyzing such data, we will
produce SNR=7.2 as 2.9 kpc fom;=m,=0.5M,, and 6.2 be able to obtain a much more stringent upper limit to the
kpc for m;=m,=1.4M, respectively. In this paper, we es- event rate. And if we are very lucky, we may find a plausible
timate the distance in the case when the position of theandidate for a real gravitational wave signal.
source in the sky and the inclination angle of the binaries
were opt!mal. In order to evaluatg _the efficiency, we per- ACKNOWLEDGMENTS
formed simulations. We added artificial signals to the data
and performed the same two-step search which derived Fig. This work was supported by Monbusho Grant-in-Aid for
3. We then evaluated the detection probability of artificial Creative Basic Research 09NP0801. This work was also sup-
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