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We present an improved comparison of the strong coupling of the gluon to light (ql5u1d1s), c, andb
quarks, determined from multijet rates in flavor-tagged samples of hadronicZ0 decays recorded with the SLC
Large Detector at the SLAC Linear Collider between 1993 and 1995. Flavor separation among primaryqlq̄l ,
cc̄, andbb̄ final states was made on the basis of the reconstructed mass of long-lived heavy-hadron decay
vertices, yielding tags with high purity and low bias against> 3-jet final states. We find:as

c/as
uds

51.03660.043~stat!20.045
10.041~syst!20.018

10.020~theory! andas
b/as

uds51.00460.018~stat!20.031
10.026~syst!20.029

10.018~theory!.
@S0556-2821~98!01621-X#

PACS number~s!: 12.38.Qk, 13.38.Dg
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I. INTRODUCTION

In order for quantum chromodynamics~QCD! @1# to be a
gauge-invariant renormalizable field theory, it is requir
that the strong coupling between quarks~q! and gluons~g!,
as , be independent of quark flavor. This basic ansatz can
tested directly ine1e2 annihilation by measuring the stron
coupling in events of the typee1e2→qq̄g for specific quark
flavors. Whereas an absolute determination ofas using such
a technique is limited, primarily by large theoretical unce
tainties, to the 5% level of precision@2#, a much more pre-
cise test of the flavor independence can be made from
ratio of the couplings for different quark flavors, in whic
most experimental errors and theoretical uncertainties can
Furthermore, the emission of gluon radiation inbb̄ events is
expected@3# to be modified relative to that inqlq̄l(ql5u
1d1s) events due to the largeb-quark mass, and compar
son of the rates forZ0→bb̄g and Z0→qlq̄lg may allow
measurement of the running mass1 of the b quark,2

mb(MZ0). Finally, in addition to providing a powerful test o
QCD, such measurements allow constraints to be place
physics beyond the standard model. For example, a fla
dependent anomalous quark chromomagnetic moment w

1Use of the modified minimal subtraction renormalization sche
@4# is implied throughout this paper.

2The DELPHI Collaboration has recently measured the three
rate ratioR3

b/R3
uds to a precision of60.009, and, under the assum

tion of a flavor-independent strong coupling, derived a value of
runningb-mass@5#; this issue will be discussed in Sec. VI.
01200
e

-

he

el.

on
r-
ld

modify @6# the emission rate of gluons for the different qua
flavors, and would manifest itself in the form of an appa
ently flavor-dependent strong coupling.

The first such comparisons, ofas for c or b quarks with
as for all flavors, were made at the DESYe1e2 collider
PETRA at c.m. energies in the range 35<As<47 GeV and
were limited in precision todas

c/as
all50.41 anddas

b/as
all

50.57 @7# due to the small data sample and limited heav
quark tagging capability. These studies made the simplify
assumptions thatas

b5as
uds and as

c5as
uds, respectively.

More recently, measurements made at theZ0 resonance have
benefitted from the use of micro vertex detectors for i
proved heavy-quark tagging. Samples of taggedbb̄ events
recorded at the CERNe1e2 collider LEP have been used t
test flavor-independence to a precision ofdas

b/as
all50.012

@8,9#, but these measurements were insensitive to any dif
ences amongas values for the non-b-quarks. The ALEPH
Collaboration also measuredas

bc/as
uds to a precision of

60.023 @9#, but in this case there is no sensitivity to a d
ferentas for c andb quarks.

The OPAL Collaboration has measuredas
f /as

all for all
five flavorsf with no assumption on the relative value ofas
for the different flavors @10#, and has verified flavor-
independence to a precision ofdas

b/as
all50.026, das

c/as
all

50.09, das
s/as

all50.15, das
d/as

all50.20, and das
u/as

all

50.21. In that analysis the precision of the test was limi
by the kinematic signatures used to tagc and light-quark
events, which suffer from low efficiency and strong bias
against events containing hard gluon radiation. In our pre
ous study@11#, we used hadron lifetime information as
basis for separation ofbb̄, cc̄ and light-quark events with
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relatively small bias against 3-jet final states. We verifi
flavor-independence to a precision ofdas

b/as
all50.06,

das
c/as

all50.17, anddas
uds/as

all50.04.
Here we present an improved test of the flav

independence of strong interactions using a sample of h
ronic Z0 decay events produced by the SLAC Linear C
lider ~SLC! and recorded in the SLC Large Detector~SLD!
in data-taking runs between 1993 and 1995. The pre
tracking capability of the Central Drift Chamber and the 12
million-pixel CCD-based Vertex Detector~VXD2!, com-
bined with the stable, micron-sized beam interaction po
~IP!, allowed us to reconstruct topologically secondary v
tices from heavy-hadron decays with high efficiency. Hig
purity samples ofZ0→bb̄(g) and Z0→cc̄(g) events were
then tagged on the basis of the reconstructed mass and
mentum of the secondary vertex. Events containing no s
ondary vertex and no tracks significantly displaced from
IP were tagged as a high-purityZ0→qlq̄l(g) event sample.
The method makes no assumptions about the relative va
of as

b , as
c andas

uds. Furthermore, an important advantage
the method is that it has low bias against>3-jet events. In
addition to using an improved flavor-tagging technique, t
analysis utilizes a data sample three times larger than
used for our previous measurement, and allows us to tes
flavor independence of strong interactions to a precis
higher by roughly a factor of three. Finally, quark mass
fects in Z0→qq̄g events have recently been calculat
@12,13# at next-to-leading order in perturbative QCD, and a
non-negligible on the scale of our experimental errors;
have utilized these calculations in this analysis.

II. APPARATUS AND HADRONIC EVENT SELECTION

This analysis is based on roughly 150,000 hadronic eve
produced ine1e2 annihilations at a mean center-of-ma
energy ofAs591.28 GeV. A general description of the SL
can be found elsewhere@14#. The trigger and initial selection
criteria for hadronicZ0 decays are described in Ref.@15#.
This analysis used charged tracks measured in the Ce
Drift Chamber ~CDC! @16# and in the Vertex Detecto
~VXD2! @17#. Momentum measurement is provided by a u
form axial magnetic field of 0.6T. The CDC and VXD2 giv
a momentum resolution ofsp' /p'50.01% 0.0026p' ,
wherep' is the track momentum transverse to the beam a
in GeV/c. In the plane normal to the beamline, the centro
of the micron-sized SLC IP was reconstructed from tracks
sets of approximately thirty sequential hadronicZ0 decays to
a precision ofs IP.7 mm. Including the uncertainty on th
IP position, the resolution on the charged-track impact
rameter~d! projected in the plane perpendicular to the bea
line is sd511% 70/(p'sin3/2u) mm, whereu is the track po-
lar angle with respect to the beamline. The event thrust a
@18# was calculated using energy clusters measured in
Liquid Argon Calorimeter@19#.

A set of cuts was applied to the data to select we
measured tracks and events well contained within the de
tor acceptance. Charged tracks were required to have a
tance of closest approach transverse to the beam axis w
01200
d

-
d-
-

se
-

t
-
-

o-
c-
e

es
f

s
at
he
n
-

e
e

ts

ral

-

is

n

-
-

is
e

-
c-
is-
in

5 cm, and within 10 cm along the axis from the measured
as well asucosuu,0.80, andp'.0.15 GeV/c. Events were
required to have a minimum of seven such tracks, a th
axis polar angle with respect to the beamline,uT , within
ucosuTu,0.71, and a charged visible energyEvis of at least
20 GeV, which was calculated from the selected tracks
signed the charged pion mass. The efficiency for selectin
well-containedZ0→qq̄(g) event was estimated to be abov
96% independent of quark flavor. The selected sample c
prised 77 896 events, with an estimated 0.1060.05% back-
ground contribution dominated byZ0→t1t2 events.

For the purpose of estimating the efficiency and purity
the event flavor-tagging procedure, we made use of a
tailed Monte Carlo~MC! simulation of the detector. The
JETSET 7.4 @20# event generator was used, with parame
values tuned to hadronice1e2 annihilation data@21#, com-
bined with a simulation ofB-hadron decays tuned@22# to
Y(4S) data and a simulation of the SLD based onGEANT

3.21@23#. Inclusive distributions of single-particle and even
topology observables in hadronic events were found to
well described by the simulation@15#. Uncertainties in the
simulation were taken into account in the systematic err
~Sec. V!.

III. FLAVOR TAGGING

Separation of the accepted event sample into tagged fl
subsamples was based on the invariant mass of topologic
reconstructed long-lived heavy-hadron decay vertices,
well as on charged-track impact parameters in the plane
mal to the beamline. In each event a jet structure was defi
as a basis for flavor-tagging by applying theJADE jet-finding
algorithm @24# to the selected tracks; a value of the norm
ized jet-jet invariant-mass parameteryc50.02 was used. The
impact parameter of each track,d, was given a positive
~negative! sign according to whether the point-of-closest a
proach to its jet axis was on the same side~opposite side! of
the IP as the jet. Charged tracks used for the subseq
event flavor-tagging were further required to have at leas
hits in the CDC, with the first hit at a radial distance of le
than 39 cm from the beamline, at least one VXD2 hit,
combined CDC1VXD2 track fit quality ofxdo f

2 ,5, momen-
tum p.0.5 GeV/c, a distance of closest approach transve
to the beam axis within 0.3 cm, and within 1.5 cm along t
axis from the measured IP, and an error on the impact
rameter,sd , less than 250mm. Tracks from identifiedKs

0

andL decays andg conversions were removed.
In each jet we then searched for a secondary vertex~SV!,

namely a vertex spatially separated from the measured IP
the search those tracks were considered that were assign
the jet by the jet-finder. Individual track probability-densi
functions in three-dimensional co-ordinate space were ex
ined and a candidate SV was defined by a region of h
track overlap density; the method is described in detail
@25#. A SV was required to contain two or more tracks, a
to be separated from the IP by at least 1 mm. We fou
14 096 events containing a SV in only one jet, 5817 eve
containing a SV in two jets, and 54 events containing a SV
more than two jets. The selected SVs comprise, on aver
2-3
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3.0 tracks. These requirements preferentially select SVs
originate from the decay of particles with relatively long lif
time. In our simulated event sample, a SV was found in 5
of all true b-quark hemispheres, in 15% of truec-quark, and
in ,1% of true light-quark hemispheres@25#, where hemi-
spheres were defined by the plane normal to the thrust
that contains the IP.

Due to the cascade structure ofB-hadron decays, not al
the tracks in the decay chain will necessarily originate from
common decay point, and in such cases the SV may no
fully reconstructed inbb̄ events. Therefore, we improved ou
estimate of the SV by allowing the possibility of attachin
additional tracks. First, we defined the vertex axis to be
straight line joining the IP and the SV centroids, andD to be
the distance along this axis between the IP and the SV.
each track in the jet not included in the SV, the point
closest approach~POCA!, and corresponding distance o
closest approach,T, to the vertex axis were determined. Th
length,L, of the projection of the vector joining the IP an
the POCA, along the vertex axis was then calculated. Tra
with T,1.0 mm, L.0.8 mm andL/D.0.22 were then at-
tached to the SV. On average 0.5 tracks per SV were
tached in this fashion.

The invariant mass,Mch , of each SV was then calculate
by assigning each track the charged pion mass. In orde
account partially for the effect of neutral particles missi
from the SV, we applied a kinematic correction to the calc
lated Mch . We added the momentum vectors of all trac
forming the SV to obtain the vertex momentum,Pvtx

→ , and
evaluated the magnitude of the component of the vertex
mentum tranverse to the vertex axis,Pt . In order to reduce
the effect of the IP and SV measurement errors, the ve
axis was varied within an envelope defined by all possi
cotangents to the error ellipsoids of both the IP and the
and the minimumPt was chosen. We then defined th
Pt-corrected vertex mass,M vtx5AMch

2 1Pt
21uPtu.

The distributions ofM vtx and Pvtx are shown in Fig. 1;
the data are reproduced by the simulation, in which the
mary event-flavor breakdown is indicated. The regionM vtx

.2 GeV/c2 is populated predominantly byZ0→bb̄ events,
whereas the regionM vtx,2 GeV/c2 is populated roughly
equally bybb̄ and non-bb̄ events.

In order to optimize the separation among flavors,
examined the two-dimensional distribution ofPvtx vs M vtx .
The distribution for events containing a SV is shown in F
2 for the data and simulated samples; the data~Fig. 2a! are
reproduced by the simulation~Fig. 2b!. The distributions for
the simulated subsamples corresponding to true primarybb̄,
cc̄, andqlq̄l events are shown in Figs. 2c, 2d and 2e, resp
tively.

In order to separatebb̄ and cc̄ events from each other
and from theqlq̄l events, we defined the regions:~A! M vtx
.1.8% Pvtx110,15M vtx ; ~B! M vtx,1.8% Pvtx.5% Pvtx
110>15M vtx ; where M vtx(Pvtx) is in units of GeV/c2

(GeV/c); ~C! all remaining events containing a SV. Th
boundaries of regions~A! and ~B! are indicated in Figs. 2c
and 2d, respectively, and all three regions are labelled in
2f. Theb-tagged sample~subsample 1! was defined to com-
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prise those events containing any vertex in region~A!. For
the remaining events containing any vertex in region~B!, we
examined the distribution of the impact parameter of the v
tor Pvtx

→ with respect to the IP,dvtx ~Fig. 3!; according to the
simulation true primarycc̄ events dominate the population i
the regiondvtx,0.02 cm. Therefore, we defined thec-tagged
sample~subsample 2! to comprise those events in region~B!
with dvtx,0.02 cm.

Events containing no selected SV were then examin
For such events the distribution ofNsig , the number of

FIG. 1. The distributions of~a! the vertex mass,M vtx , and~b!
the vertex momentum,Pvtx , in our data sample~points!; the simu-
lated distributions are shown as a histogram in which the contr
tions from events of different primary quark flavor are indicated

FIG. 2. The two-dimensional distribution of vertex momentu
Pvtx vs vertex massM vtx ~see text!. ~a! Data; ~b! all-flavors simu-
lation; ~c! bb̄ event simulation;~d! cc̄ event simulation;~e! qlq̄l

simulation. In~f! the regions used forb-tagging~A!, c-tagging~B!
and no-tagging~C! are indicated~see text!.
2-4
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tracks per event that miss the IP byd.2sd , is shown in Fig.
4. Theuds-tagged sample~subsample 3! was defined to com-
prise those events withNsig50. All events not assigned to
subsamples 1, 2 or 3 were defined to comprise the untag
sample~subsample 4!. Using the simulation, we estimate
that the efficiencies« j i for selecting events~after acceptance
cuts! of type i ( i 5b,c,uds,) into subsamplej (1< j <4),
and the fractionsP j i of events of typei in subsamplej,
are («,P)1b5(61.560.1%,95.560.1%), («,P)2c5(19.1
60.1%,64.460.3%) and («,P)3uds5(56.460.1%,90.6
60.1%). The composition of the untagged sample~sub-
sample 4! was estimated to beP4uds559.360.1%, P4c

524.160.1% andP4b516.660.1%. The errors on thes
values are discussed in Sec. V.

IV. JET FINDING

For the study of flavor-independence, the jet structure
events was reconstructed in turn using six iterative cluste

FIG. 3. The distribution of vertex impact parameter,dvtx , for
events containing vertices in region~B!: data~points!; the simulated
distribution is shown as a histogram in which the contributions fr
events of different primary quark flavor are indicated.

FIG. 4. The distribution of the number of tracks per event t
miss the IP by at least 2s in terms of their impact parameter in th
plane normal to the beamline, in events that contain no rec
structed vertex~see text!; data~points!. The simulated distribution
is shown as a histogram in which the contributions from events
different primary quark flavor are indicated.
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algorithms. We used the ‘‘E,’’ ‘‘E0,’’ ‘‘P,’’ and ‘‘P0’’ varia-
tions of theJADE algorithm, as well as the ‘‘Durham’’~‘‘D’’ !
and ‘‘Geneva’’ ~‘‘G’’ ! algorithms@26#. In each case, event
were divided into two categories: those containing~i! two
jets, and~ii ! three or more jets. The fraction of the eve
sample in category~ii ! was defined as the 3-jet rateR3 . This
quantity is infrared- and collinear-safe and has been ca
lated toO(as

2) in perturbative QCD@26,27#. For each algo-
rithm, we repeated the subsequent analysis success
across a range of values of the normalized jet-jet invaria
mass parameteryc , 0.005<yc<0.12. The ensemble of re
sults from the differentyc values was used to cross-check t
consistency of the method. In the final stage an ‘‘optima
yc value was chosen for each algorithm so as to minimize
overall error on the analysis, and the spread in results o
the algorithms was used to assign an additional uncerta
~Sec. VII!.

Each of the six jet-finding algorithms was applied to ea
tagged-event subsamplej, 1< j <3. ~Sec. III!, as well as to
the global sample of all accepted events~‘‘all’’ !. For each
algorithm the 3-jet rate in each subsample was calcula
and the ratiosR3

j /R3
all , in which many systematic error

should cancel, were then derived. As an example theR3
j /R3

all

are shown as a function ofyc for the JADE E0 algorithm in
Fig. 5a. The results of the corresponding analysis applie
the simulated event sample are also shown; the simula
reproduces the data. Similar results were obtained for
other jet algorithms~not shown!.

For each algorithm andyc value, theR3
i for each of thei

quark types (i 5b,c,uds) was extracted from a simultaneou
maximum likelihood fit ton2

j and n3
j , the number of 2-jet

t

n-

f

FIG. 5. ~a! The raw measured ratiosR3
j /R3

all , 1< j <4, vsyc for
the 4 subsamples~see text!; data~points with error bars!, and simu-
lation ~lines joining values at the sameyc values as the data!. ~b!
The unfolded ratiosR3

i /R3
all , i 5b, c, uds, vs yc for the 3 primary

event flavor groups. Only statistical errors are shown. In~b! points
corresponding to a commonyc value have been displaced horizo
tally for clarity.
2-5
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and 3-jet events, respectively, in the flavor-tagged subsam
(1< j <3), using the relations

n2
j 5 (

i 5uds,c,b
„«~2→2!

j i ~12R3
i !1«~3→2!

j i R3
i
…f iN

n3
j 5 (

i 5uds,c,b
„«~3→3!

j i R3
i 1«~2→3!

j i ~12R3
i !…f iN.

~1!

HereN is the total number of events after correction for t
event selection efficiency andf i is the standard model frac
tional hadronic width forZ0 decays to quark typei. The
yc-dependent 333 matrices« (2→2)

j i and« (3→3)
j i are the effi-

ciencies for an event of typei, with 2- or 3-jets at the parton
level, to pass all cuts and enter subsamplej as a 2- or 3-jet
event, respectively. Similarly, the 333 matrices« (2→3)

j i and
« (3→2)

j i are the efficiencies for an event of typei, with 2- or
3-jets at the parton level, to pass all cuts and enter subsa
j as a 3- or 2-jet event, respectively. These matrices w
calculated from the Monte Carlo simulation and the syste
atic errors on the values of the matrix elements are discu
in Sec. V and VI.

This formalism explicitly accounts for modifications o
the parton-level 3-jet rate due to hadronization, detector
fects, and flavor-tagging bias. The latter effect is evident,
the E0 algorithm, in Fig. 5~a!, where it can be seen that th
measured values ofR3

j /R3
all are below unity for subsample

j 51, 2 and 3, implying that the flavor tags preferentia
select 2-jet rather than 3-jet events. For example, atyc
50.02 the normalized difference in efficiencies for correc
tagging a 2-jet event and a 3-jet event of typei in subsample
j are B1,b55.7%, B2,c514.5%, andB3,uds54.1%, where
Bj i [(«2→2

j i 2«3→3
j i )/«2→2

j i ; these biases are considerab
smaller than those found in@10#, which resulted from the
kinematic signatures employed for flavor-tagging. It sho
be noted that, as a corollary, the untagged event sam
subsample 4, contains an excess of 3-jet events@Fig. 5~a!#.
Similar results were obtained for the other jet algorithms~not
shown!.

Equations~1! were solved using 2- and 3-jet events d
fined in turn by each of the six jet algorithms to obtain t
true 3-jet rates inZ0→qlq̄l , cc̄ andbb̄ events,R3

uds, R3
c and

R3
b , respectively. RedefiningR3

all5Sb,c,udsf
iR3

i , the un-
folded ratiosR3

uds/R3
all , R3

c/R3
all and R3

b/R3
all are shown in

Fig. 5~b! for comparison with the raw measured valu
shown in Fig. 5~a!.

For the test of the flavor-independence of strong inter
tions, it is more convenient to consider the ratios of the 3
rates in heavy- and light-quark events, namelyR3

c/R3
uds and

R3
b/R3

uds. These were derived from the unfoldedR3
uds, R3

c

and R3
b values, and the systematic errors on the ratios

considered in the next sections.

V. EXPERIMENTAL SYSTEMATIC ERRORS

We considered sources of experimental systematic un
tainty that potentially affect our measurements ofR3

c/R3
uds
01200
le

ple
re
-
ed

f-
r

d
le,

-

-
t

re

r-

and R3
b/R3

uds. These may be divided into uncertainties
modelling the detector and uncertainties on experime
measurements serving as input parameters to the under
physics modelling. In each case the error was evaluated
varying the appropriate parameter in the Monte Carlo sim
lation, recalculating the matrices«, performing a new fit of
Eq. ~1! to the data, rederiving values ofR3

c/R3
uds and

R3
b/R3

uds, and taking the respective difference in results re
tive to our standard procedure as the systematic uncerta

In the category of detector modelling uncertainty, we co
sidered the charged-particle tracking efficiency of the det
tor, as well as the smearing applied to the simulated charg
particle impact parameters in order to make the distributi
agree with the data. An extra tracking inefficiency of rough
3.5% was applied in the simulation in order to make t
average number of charged tracks used for flavor-tagg
agree with the data. We repeated the analysis in turn with
this efficiency correction, and with no impact-parame
smearing, in the simulation.

A large number of measured quantities relating to the p
duction and decay of charm and bottom hadrons are use
input to our simulation. Inbb̄ events we have considered th
uncertainties on: the average charged multiplicity ofB-
hadron decays, theB-hadron fragmentation function, the pro
duction rate ofb-baryons, theB-meson andB-baryon life-
times, the inclusive production rate ofD1 mesons inB-
hadron decays, and the branching fraction forZ0→bb̄, f b. In
cc̄ events we have considered the uncertainties on:
branching fractionf c for Z0→cc̄, the charmed hadron frag
mentation function, the inclusive production rate ofD1 me-
sons, and the charged multiplicity of charmed hadron dec
We also considered the rate of production of secondarybb̄
and cc̄ from gluon splitting inqq̄g events. The values o
these quantities used in our simulation and the respec
variations that we considered are listed in Table I.

Statistical errors resulting from the finite size of th
Monte Carlo event sample were estimated by genera
1,000 toy Monte Carlo data sets of the same size as that
in our data correction procedure, evaluating the matrice«
@Eq. ~1!# for each, unfolding the data, and calculating t
r.m.s. deviation of the distributions of the resultingR3

c/R3
uds

andR3
b/R3

uds values.
As an example, for the E0 algorithm atyc50.02, the er-

rors on R3
c/R3

uds and R3
b/R3

uds from the above sources ar
listed in Table I. The dominant physics contributions
dR3

b/R3
uds result from limited knowledge of the averageB-

hadron decay multiplicity and theB-hadron fragmentation
function. The uncertainties inf c and in the charmed hadro
fragmentation function produce the dominant variations
R3

c/R3
uds. Contributions fromB-hadron lifetimes, the fraction

of D1 in B meson decays,b-baryon production rates, and th
charm hadron decay multiplicity are relatively small.

For each jet algorithm andyc value all of the errors were
added in quadrature to obtain a total experimental system
error onR3

c/R3
uds andR3

b/R3
uds. The choice of an optimalyc

value is discussed in Sec. VI, and the combination of res
from the six jet algorithms is discussed in Sec. VII.
2-6
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TABLE I. Compilation of the systematic errors for the E0 algorithm andycut50.02. The first column
shows the error source, the second column the central value used, and the third column the v
considered. The remaining columns show the corresponding errors on the values ofR3

c/R3
uds andR3

b/R3
uds;

‘‘ 1’’ ~‘‘ 2’’ ! denotes the error corresponding to the relevant positive~negative! parameter variation.

Source
Center
Value Variation

dR3
c/R3

uds dR3
b/R3

uds

1 2 1 2

tracking efficiency correction off 0.0020 20.0110
2D imp. par. res. smear off 20.0100 0.0080
z track resolution smear off 0.0010 0.0120
MC statistics 0.8M - 0.0190 20.0190 0.0091 20.0091
B decay^nch& 5.51 trks 60.35 trks 20.0030 20.0026 0.0135 20.0132
B fragm. ^xb& 0.697 60.008 ,0.0001 0.0004 0.0172 20.0191
B fragm. shape Peterson Bowler 0.0021 20.0216
B meson lifetime 1.56 ps 60.05 ps 20.0021 0.0022 20.0011 0.0009
B baryon lifetime 1.10 ps 60.08 ps 20.0003 0.0003 ,0.0001 20.0000
B baryon prod. 7.6% 63.2% 0.0014 20.0016 0.0021 20.0023
B→D11X fraction 0.192 60.05 0.0011 20.0012 20.0013 20.0008

Z0→bb̄: f b 0.2156 60.0017 0.0022 20.0021 0.0014 20.0014

Z0→cc̄: f c 0.172 60.010 0.0272 20.0294 0.0044 20.0042
C fragm. ^xc& 0.483 60.008 0.0213 20.0211 0.0002 20.0002
C fragm. shape Peterson Bowler 0.0042 0.0006
D0 decay^nch& 2.54 trks 60.06 trks 0.0044 20.0048 0.0006 20.0006
D1 decay^nch& 2.48 trks 60.06 trks 0.0069 20.0074 0.0012 20.0013
Ds decay^nch& 2.62 trks 60.31 trks 0.0039 20.0040 20.0004 0.0003
D0 lifetime 0.418 ps 60.004 ps 20.0001 0.0001 20.0002 0.0001
D1 lifetime 1.054 ps 60.015 ps 0.0001 20.0001 20.0001 0.0001
Ds lifetime 0.466 ps 60.017 ps 0.0001 20.0001 20.0003 0.0003
D0→K0 mult. 0.402 60.059 0.0088 20.0089 0.0026 20.0026
D1→K0 mult. 0.644 60.078 0.0102 20.0120 0.0027 20.0027
Ds→K0 mult. 0.382 60.057 0.0012 20.0013 0.0003 20.0003
D0→no p0 fraction 0.370 60.037 0.0069 20.0075 0.0034 20.0034
D1→no p0 fraction 0.496 60.050 0.0017 20.0018 0.0029 20.0029
Ds→no p0 fraction 0.348 60.035 20.0002 0.0001 20.0003 0.0003
cc̄→D11X fraction 0.259 60.028 0.0029 20.0034 0.0001 20.0002
cc̄→Ds1X fraction 0.113 60.037 20.0025 0.0019 0.0002 20.0002
cc̄→Lc1X fraction 0.074 60.029 20.0051 0.0044 20.0001 20.0001
Lc decay^nch& 2.79 60.45 trks 0.0003 20.0002 0.0024 20.0024
Lc lifetime 0.216 ps 60.011 ps 20.0037 0.0011 20.0006 0.0001
g→bb rate 0.31 60.11% 0.0001 20.0001 20.0038 0.0039
g→cc rate 2.38 60.48% 20.0019 0.0020 20.0015 0.0016
K0 prodn. 0.658 trks 60.050 trks 20.0051 0.0045 20.0061 0.0058
L prodn. 0.124 trks 60.008 trks 20.0007 0.0009 20.0008 0.0009
Total Exp. Syst. 0.0440 20.0480 0.0300 20.0370
Q0 1 GeV 20.5

11 GeV 0.0074 20.0027 0.0062 20.0237
sq 0.39 GeV 60.04 GeV 0.0042 20.0008 0.0015 0.0012
hadronization model JETSET7.4 HERWIG 5.9 0.0123 20.0383
Total Hadronization 0.0150 20.0028 0.0065 20.0450
p

e
ce

rk
fect
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ou-
VI. THEORETICAL UNCERTAINTIES AND
TRANSLATION TO as RATIOS

We considered sources of theoretical uncertainty that
tentially affect our measurements. The ratiosR3

c/R3
uds and

R3
b/R3

uds derived in Sec. IV were implicitly corrected for th
effects of hadronization and we have estimated the un
01200
o-

r-

tainty in this correction. Furthermore, the>3-jet rate in
heavy-quark events is modified relative to that in light-qua
events by the effect of the non-zero quark mass. This ef
needs to be taken into account in the translation between
jet-rate ratios and the corresponding ratios of strong c
plings as

c/as
uds and as

b/as
uds. We have used O(as

2) calcula-
2-7
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tions to perform the mass-dependent translation, and h
estimated the related uncertainties due to the value of
b-quark mass, as well as higher-order perturbative QCD c
tributions.

A. Hadronization uncertainties

The intrinsically non-perturbative process by whi
quarks and gluons fragment into the observed final-state
rons cannot currently be calculated in QCD. Phenomenol
cal models of hadronization have been developed over
past few decades and have been implemented in Monte C
event-generator programs to facilitate comparison with
perimental data. We have used the models implemente
the JETSET7.4 andHERWIG 5.9 @28# programs to study had
ronization effects; these models have been extensively s
ied and tuned to provide a good description of detailed pr
erties of hadronic final states ine1e2 annihilation; for a
review of studies at theZ0 resonance, see@29#. Our standard
simulation based onJETSET 7.4 was used to evaluate th
efficiency and purity of the event-flavor tagging, as describ
in Sec. IV, as well as for the study of experimental syste
atic errors described in Sec. V.

We investigated hadronization uncertainties by calcu
ing from the Monte Carlo-generated event sample, the rat

r i[S R3
i

R3
udsD

parton

Y S R3
i

R3
udsD

hadron

wherei 5c or b, parton refers to the calculation of the quan
tity in brackets at the parton-level and hadron refers to
corresponding hadron-level calculation using stable fin
state particles. We recalculated these ratios by changin
turn the parametersQ0 and sq in the JETSETprogram3 and
generating 1-million-event samples. We also recalcula
these ratios by using theHERWIG 5.9 program with default
parameter settings. For each variation we evaluated the
tional deviationDr i with respect to the standard value:

Dr i5
~r i82r i !

r i
,

and the corresponding deviations onR3
i /R3

uds. As an ex-
ample, for the E0 algorithm andyc50.02, the deviations are
listed in Table I. The deviations were added in quadrature
define the systematic error onR3

i /R3
uds due to hadronization

uncertainties.

3Q0 (GeV) controls the minimum virtual mass allowed for pa
tons in the parton shower; we considered a variation around
central value, 1.0, of20.5

11.0. sq (GeV/c) is the width of the Gaussian
distribution used to assign transverse momentum, with respe
the color field, to quarks and antiquarks produced in the fragm
tation process; we considered a variation around the central va
0.39, of60.04.
01200
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B. Choice ofyc values

For each jet algorithm andyc value, the statistical and
experimental systematic errors and hadronization uncerta
on eachR3

i /R3
uds were added in quadrature. No strong depe

dence of this combined error onyc was observed@30#, but an
‘‘optimal’’ yc value for each algorithm was then identifie
that corresponded with the smallest error. In the case of th
and G algorithms slightly largeryc values were chosen so a
to ensure that the O(as

2) calculations for massive quark
were reliable@31#. The chosenyc value for each algorithm is
listed in Table II, together with the corresponding values
the ratiosR3

c/R3
uds andR3

b/R3
uds, as well as the statistical an

experimental-systematic errors and hadronization uncert
ties.

C. Translation to as ratios

The test of the flavor-independence of strong interacti
can be expressed in terms of the ratiosas

i /as
uds ( i 5c or b!.

Recalling that with our definition,R3 is the rate of produc-
tion of 3 or more jets,as

i /as
uds can be derived from the

respective measured ratioR3
i /R3

uds using the next-to-leading
order perturbative QCD calculation:

R3
i

R3
uds5

Ai ās
i 1@Bi1Ci #~ ās

i !21O„~ ās
i !3

…

Audsās
uds1@Buds1Cuds#~ ās

uds!21O„~ ās
uds!3

…

, ~2!

whereās5as/2p, and the coefficientsA, B andC represent,
respectively, the leading-order~LO! perturbative QCD coef-
ficient for the 3-jet rate, the next-to-leading-order~NLO! co-
efficient for this rate, and the leading-order coefficient for t
4-jet rate. Next-to-leading-order contributions to the 4-
rate, and contributions from>5-jet rates, are represented b
the terms of O(as

3). These coefficients depend implicitl
upon the jet algorithm as well as on the scaled-invaria
mass-squared jet resolution parameteryc ; for clarity these
dependences have been omitted from the notation. For m
less quarks calculations of the coefficientsA, B andC have
been available for many years@26,27#.

For many observables at theZ0 pole, the quark mass ap
pears in terms proportional to the ratiomq

2/MZ
2, and the ef-

fects of non-zero quark mass can be neglected. For the
rates, however, mass effects can enter via terms proporti
to mq

2/(ycMZ
2). For b-quarks these terms can contribute

the O~5%! level for typical values ofyc used in jet cluster-
ing. Therefore, the>3-jet rate in heavy-quark events is e
pected to be modified relative to that in light-quark eve
both by the diminished phase-space for gluon emission
to the quark mass, as well as by kinematic effects in
definition of the jet clustering schemes. Such mass effects
jet rates have very recently been calculated@12,13# at NLO
in perturbative QCD,4 and the quark-mass dependence c
be expressed in terms of the running massmb(MZ0). Thee

to
n-
e,4In our previous study@11# only the relevant tree-level calcula
tions for 3-jet and 4-jet final-states were available.
2-8
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TABLE II. R3
i /R3

uds andas
i /as

uds values and errors.

Algorithm E E0 P P0 D G
yc 0.040 0.020 0.020 0.015 0.010 0.080

R3
c/R3

uds

central val. 1.043 1.066 1.004 1.058 1.038 1.040
stat. 0.064 0.046 0.046 0.040 0.062 0.086
exp. syst. 20.075

10.065
20.048
10.044

20.046
10.046

20.039
10.039

20.067
10.062

20.085
10.074

hadronization 20.001
10.012

20.003
10.015

20.004
10.014

20.003
10.015

20.003
10.006

20.004
10.008

total. 20.099
10.092

20.067
10.065

20.065
10.067

20.056
10.058

20.091
10.088

20.121
10.114

as
c/as

uds rms
central val. 1.031 1.054 1.004 1.052 1.032 1.035 0.0
stat. 0.046 0.037 0.041 0.035 0.051 0.074
exp. syst. 20.054

10.047
20.039
10.036

20.041
10.041

20.035
10.035

20.055
10.051

20.073
10.064

hadronization 20.001
10.009

20.002
10.012

20.001
10.012

20.003
10.013

20.002
10.005

20.001
10.007

translation 20.002
10.001

20.006
10.005 ,0.001 60.008 20.005

10.003
20.006
10.004

R3
b/R3

uds

central val. 1.050 1.054 1.048 1.055 0.964 0.995
stat. 0.026 0.019 0.019 0.017 0.023 0.032
exp. syst. 20.042

10.038
20.037
10.030

20.037
10.027

20.035
10.028

20.041
10.038

20.036
10.035

hadronization 20.046
10.011

20.045
10.007

20.026
10.002

20.037
10.007

20.006
10.001

20.008
10.020

total. 20.067
10.047

20.061
10.036

20.049
10.033

20.054
10.033

20.047
10.044

20.049
10.051

as
b/as

uds rms
central val. 0.989 0.995 1.018 1.014 1.009 0.993 0.0
stat. 0.018 0.015 0.017 0.015 0.021 0.027
exp. syst. 20.029

10.026
20.028
10.023

20.032
10.023

20.030
10.024

20.036
10.034

20.031
10.030

hadronization 20.032
10.008

20.034
10.005

20.022
10.002

20.032
10.006

20.005
10.001

20.007
10.017

translation 20.015
10.016

20.015
10.013

20.014
10.011

20.018
10.017 60.012 20.009

10.008
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Aachen group has evaluated@31# the termsAb, Bb and Cb

for massiveb-quarks at our preferred values ofyc ; these are
listed in Table III.

For illustration, the measured ratiosR3
c/R3

uds and
R3

b/R3
uds, are shown in Fig. 6~a!. R3

b/R3
uds lies above unity

for the E, E0, P and P0 algorithms, and below unity for the
and G algorithms; note that all six data points are hig
correlated with each other, so that the differences betw
algorithms are more significant than naively implied by t
statistical errors displayed. For comparison, the correspo
ing QCD calculations ofR3

b/R3
uds are also shown in Fig. 6~a!,

under theassumptionof a flavor-independent strong cou
pling with an input value ofas(MZ

2)50.118, formb(MZ0)
53.060.5 GeV/c2. Under this assumption, the calculatio
are in good agreement with the data, and the data cle
demonstrate the effects of the non-zerob-quark mass, which
are larger than the statistical error. For the translation fr
R3

b/R3
uds to as

b/as
uds, we used a value of the runningb-quark

massmb(MZ0)53.0 GeV/c2.
For c-quarks, mass effects are expected to be O~1%! or

less@31#, which is much smaller than our statistical error
01200
y
en

d-

rly

roughly 4% onR3
c/R3

uds. The effects of non-zeroc-quark
mass, and of the light-quark masses, will hence be negle
here. We used values ofAuds, Buds andCuds from Ref.@26#.

Equations~2! were solved to obtain the ratiosas
c/as

uds and
as

b/as
uds for each jet algorithm. These ratios are listed

Table II, together with the corresponding statistical and
perimental systematic errors, and the hadronization un
tainties. We then evaluated sources of uncertainty in
translation procedure. From an operational point of vie
these affect the values of the coefficientsA, B andC used for
the translation. For each variation considered, the relevanA,
B or C were reevaluated, the ratiosas

i /as
uds were rederived,

and the deviation with respect to the central value was
signed as a systematic uncertainty.

We considered a variation of60.5 GeV/c2 about the cen-
tral value of the running b-quark mass mb(MZ0)
53.0 GeV/c2. This corresponds to the range 3.6
,mb(mb),5.06 GeV/c2 and covers generously the value
@13# determined from theY system using QCD sum rules
4.1360.06 GeV/c2, as well as using lattice QCD, 4.1
60.20 GeV/c2. It is also consistent with the recent DELPH
2-9
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TABLE III. The coefficientsAb,Bb,Cb for the next-to-leading-order calculation for massive quarks. T
numbers in parentheses represent the estimated numerical precision. Theoretical uncertainties in the
tation of theBb coefficients derive from the ‘‘slicing parameter’’ used to isolate singular regions of p
space, as well as from the conversion to theMS quark mass parameter Effects from higher-order perturba
QCD contributions are discussed in the text.

Algorithm yc

Ab for mb(MZ0) (GeV/c2)5 Bb for mb(MZ0) (GeV/c2)5

2.5 3 3.5 2.5 3 3.5

E 0.040 14.392~1! 14.459~1! 14.543~1! 443~4! 466~4! 487~4!

E0 0.020 24.850~2! 25.024~2! 25.231~2! 277~4! 291~4! 310~4!

P 0.020 24.850~2! 25.024~2! 25.231~2! 63~4! 67~4! 75~4!

P0 0.015 30.054~2! 30.315~2! 30.631~2! 2~4! 14~4! 29~4!

D 0.010 15.355~2! 15.213~2! 15.060~2! 105~4! 102~4! 99~4!

G 0.080 11.493~1! 11.435~1! 11.365~1! 61~4! 58~4! 57~4!

Algorithm yc

Cb for mb(MZ0) (GeV/c2)5

2.5 3 3.5

E 0.040 27.91~1! 28.27~1! 28.71~1!

E0 0.020 125.39~7! 127.34~7! 129.55~8!

P 0.020 125.39~7! 127.34~7! 129.55~8!

P0 0.015 202.8~1! 206.1~1! 209.4~1!

D 0.010 84.30~6! 82.83~6! 81.19~6!

G 0.080 65.55~4! 64.60~3! 63.56~3!
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measurement of the running mass:mb(MZ0)
52.6760.25~stat!60.34~frag!60.27~theo!GeV/c2 @5#. The
numerical accuracy on the coefficientsA, B, andC is in all
cases negligibly small on the scale of the experimental
tistical errors.

We considered the effects of the uncalculated high
order terms in Eq.~2!. In these ratios, the effects of suc
higher-order contributions will tend to cancel. Neverthele

FIG. 6. ~a! The measured ratiosR3
i /R3

uds and~b! the correspond-
ing translated ratiosas

i /auds ( i 5c,b). The arrows in~a! indicate
the range of the theoretical prediction described in the text for
ues of theb-quark mass in the range 2.5<mb(MZ0)<3.5 GeV/c2,
with the arrow pointing towards the lower mass value. In~b! the
weighted average over the six algorithms is also shown. In all ca
only statistical error bars are displayed.
01200
a-

r-

,

we have attempted to evaluate the residual uncertainty du
these contributions. We first considered 3-jet contributio
and varied the NLO coefficientB; for each jet algorithm we
varied simultaneously the renormalization scalem and as

uds

in the ranges allowed by fits to the flavor-inclusive differe
tial 2-jet rate@15#.5 In addition, we considered NLO contri
butions to the 4-jet rate. Although these enter formally
O(as

3) in Eq. ~2!, operationally they may be estimated b
variation of the LO coefficientCi . Since the 4-jet rate ha
been calculated recently complete at NLO for massl
quarks@32#, these terms can be estimated reliably. For our
algorithms andyc values, Dixon has evaluated the LO an
NLO 4-jet contributions@33#. Based on these calculation
we varied the coefficientC by 6100%. For each jet algo
rithm, at the chosenyc value, the measured contribution t
R3 from >5-jet states was smaller than 1% and the cor
spondingO(as

3) contributions to Eq.~2! were neglected.
These uncertainties are summarized in Table IV. The

viations for each variation considered were added in qua
ture to define a total translation uncertainty onas

c/as
uds and

as
b/as

uds, listed in Table II.

VII. COMPARISON OF as RATIOS

The as
c/as

uds and as
b/as

uds ratios are summarized in Fig
6b. It can be seen that the ratios determined using the dif

5Heavy-quark mass and possible flavor-dependent effects are
ligible on the scale of the large errors considered onas

uds for this
purpose.

l-

es
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TABLE IV. Summary of translation uncertainties on theas ratios for each algorithm; ‘‘1’’ ~‘‘ 2’’ !
denotes the error corresponding to the relevant positive~negative! parameter variation.

Source Center Variation

das
c/as

uds das
b/as

uds

1 2 1 2

E-algo (yc50.04)
mb(MZ) 3.0 GeV 60.5 0.000 0.000 20.014 0.015
m, as dep. 20.002 0.001 0.006 20.006
> 4jet contrib. C 6C ,0.001 ,0.001 20.001 0.001
Total 0.001 20.002 0.016 20.015

E0-algo (yc50.02)
mb(MZ) 3.0 GeV 60.5 0.000 0.000 20.014 0.012
m, as dep. 20.005 0.004 0.005 20.005
> 4jet contrib. C 6C 20.002 0.003 20.001 0.002
Total 0.005 20.006 0.013 20.015

P-algo (yc50.02)
mb(MZ) 3.0 GeV 60.5 0.000 0.000 20.012 0.009
m, as dep. ,0.001 ,0.001 20.002 0.002
> 4jet contrib. C 6C ,0.001 ,0.001 20.005 0.007
Total ,0.001 ,0.001 0.011 20.014

P0-algo (yc50.015)
mb(MZ) 3.0 GeV 60.5 0.000 0.000 20.017 0.015
m, as dep. 20.007 0.005 20.001 ,0.000
> 4jet contrib. C 6C 20.004 0.006 20.006 0.008
Total 0.008 20.008 0.017 20.018

D-algo (yc50.010)
mb(MZ) 3.0 GeV 60.5 0.000 0.000 0.011 20.010
m, as dep. 20.005 0.002 20.005 0.003
> 4jet contrib. C 6C 20.002 0.002 20.003 0.003
Total 0.003 20.005 0.012 20.012

G-algo (yc50.08)
mb(MZ) 3.0 GeV 60.5 0.000 0.000 0.010 20.009
m, as dep. 20.005 0.003 0.005 20.003
> 4jet contrib. C 6C 20.002 0.003 0.001 20.001
Total 0.004 20.006 0.008 20.009
er
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de-
ent jet algorithms are in good agreement with one anoth
For each jet algorithmn, the statistical and experimenta

systematic errors were added in quadrature with the hadr
zation and translation uncertainties~Table II! to define a total
error sn

i on as
i /as

uds ( i 5c or b!. For each flavor a single
value of as

i /as
uds was then defined by taking the weighte

average of the results over the six jet algorithms:

as
i /as

uds5(
n

wn
i ~as

i /as
uds!n , ~3!

wherewn
i is the weight for each algorithm:

wn
i 5

1/sn
i 2

Sn1/sn
i 2

. ~4!

The average statistical and experimental systematic er
were each computed from:
01200
.

i-

rs

s i5A(
nm

Enm
i wn

i wm
i , ~5!

whereEi is the 636 covariant matrix with elements:

Enm
i 5sn

i sm
i ~6!

and 100% correlation was conservatively assumed am
algorithms. The average translation and hadronization un
tainties were calculated in a similar fashion. We then cal
lated the r.m.s. deviation onas

c/as
uds andas

b/as
uds, shown in

Table II, and assigned this scatter between the results f
different algorithms as an additional theoretical uncertain
The average translation and hadronization uncertainties w
added in quadrature together with the r.m.s. deviation to
fine the total theoretical uncertainty.

We obtained:

as
c/as

uds51.03660.043~stat!20.045
10.041~syst!20.018

10.020~theory!,
2-11
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as
b/as

uds51.00460.018~stat!20.031
10.026~syst!20.029

10.018~theory!.

The theoretical uncertainties are only slightly smaller th
the respective experimental systematic errors, and comp
roughly equal contributions from the hadronization a
translation uncertainties, as well as from the rms deviat
over the six jet algorithms.

VIII. CROSS-CHECKS

We performed a number of cross-checks on these res
First, we varied the event selection requirements. The thr
axis containment cut was varied in the range 0.65,ucosuTu
,0.75, the minimum number of charged tracks required w
increased from 7 to 8, and the total charged-track ene
requirement was increased from 20 to 22 GeV. In each c
results consistent with the standard selection were obtai

Next, we included in the unfolding procedure@Eq. ~1! and
Sec. IV# the ‘‘untagged’’ event sample, subsample 4~Sec.
III !, whose flavor composition is similar to the natural co
position in flavor-inclusiveZ0 decay events, and repeated t
analysis to derive new values ofas

c/as
uds and as

b/as
uds. In

addition, we repeated the unfolding and, instead of fix
them to standard model values~Table I!, allowed theZ0

→cc̄ and Z0→bb̄ branching fractions to float in the fit o
Eq. ~1!. In both cases results consistent with the stand
procedure were obtained@30#.

We also considered variations of the flavor-taggi
scheme based on reconstructed secondary vertices. In
case we repeated the analysis described in Sec. IV–VII
derived new values ofas

c/as
uds and as

b/as
uds. Firstly, we

used more efficient tags for primarybb̄ and cc̄ events. We
applied the scheme described in Sec. III, but with a loo
definition of region~A! to include vertices withM vtx.1.8 or
Pvtx110,15M vtx . We also removed the cut on the verte
impact parameter,dvtx , used to define thec-tagged sample
and region~B! was redefined to comprise only events w
Nsig>1 and containing a SV withPvtx.5% Pvtx110
.15M vtx . Second, we repeated this modified scheme,
increased the efficiency for light-quark tagging by requiri
tracks that miss the IP by at least 3sd to be counted inNsig
for the definition of theuds-tagged sample. Third, we did no
use vertex momentum information for the tag definitions;
used instead only vertex mass information to define reg
~A!: M vtx.1.8, and Region~B!: M vtx,1.8, with theuds-
tagged sample defined as in Sec. IV. Finally, we tried
variation in which we used event hemispheres as a basis
flavor-tagging, rather than jets as defined in Sec. III; this
is similar to that used in our recent study of the branch
fraction for Z0→bb̄ @34#. In all cases results statisticall
consistent with our standard analysis were obtained@30#.

We also performed an analysis using a similar flav
tagging technique to that reported in our previous publicat
@11#. We counted the number of tracks per event,Nsig , that
miss the IP byd.3sd . This distribution is shown in Fig. 7
the data are well described by our Monte Carlo simulati
For the simulation, the contributions of events of differe
quark flavors are shown separately. The left most bin c
01200
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t
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tains predominantly events containing primaryu, d, or s
quarks, while the right most bins contain a pure sample
events containing primaryb quarks. The event sample wa
divided accordingly into five subsamples according to
number of ‘‘significant’’ tracks:~i! Nsig50, ~ii ! Nsig51, ~iii !
Nsig52, ~iv! Nsig53, and~v! Nsig>4. A similar formalism
to that defined by Eq.~1! was applied using 533 matrices«
and yielded values ofR3

uds/R3
all , R3

c/R3
all andR3

b/R3
all consis-

tent with those obtained in Secs. IV and V, but with larg
statistical and systematic errors. Furthermore, we also

FIG. 7. The distribution of the number of tracks that miss the
by at least 3s in terms of their impact parameter in the plane norm
to the beamline~see text!: data~points!; the simulated distribution is
shown as a histogram in which the contributions from events
different primary quark flavor are indicated.

FIG. 8. Summary of measurements ofas
i /as

all ( i 5uds, c or b!
from experiments at theZ0 resonance. We derived the ALEPH
as

uds/as
all value from their measured value ofas

uds/as
bc , as well as

the four bracketed LEP values ofas
b/as

all from the measured value
of as

b/as
udsc, by assumingas

all5(uds,c,bf ias
i , wheref i is the stan-

dard model branching fraction forZ0 decays to quark flavori.
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plied a simpler version of this technique in which su
samples~ii !, ~iii ! and ~iv! were combined into a singlec-
tagged sample and a 333 flavor unfolding was performed
Again, this yielded values ofR3

uds/R3
all , R3

c/R3
all andR3

b/R3
all

consistent with those obtained in Secs. IV and V, but w
larger statistical and systematic errors@30#.

IX. SUMMARY AND DISCUSSION

We have used hadron lifetime and mass information
separate hadronicZ0 decays into taggedbb̄, cc̄ and light-
quark event samples with high efficiency and purity, a
small bias against events containing hard gluon radiat
From a comparison of the rates of multijet events in th
samples, we obtained

as
c/as

uds51.03660.043~stat!20.045
10.041~syst!20.018

10.020~theory!,

as
b/as

uds51.00460.018~stat!20.031
10.026~syst!20.029

10.018~theory!.

We find that the strong coupling is independent of qu
flavor within our sensitivity.

For comparison with our previous result and with oth
experiments, one can discuss the test of flavor-independ
in terms of the ratiosas

uds/as
all , as

c/as
all and as

b/as
all , al-

though these quantities, by construction, are not indepen
of each another. We performed a similar analysis to t
described in Secs. VI and VII using, instead ofR3

c/R3
uds and

R3
b/R3

uds, our measured values ofR3
uds/R3

all , R3
c/R3

all and
R3

b/R3
all ~Sec. IV! as a starting point. We obtained:
a
7

cl

ys

01200
o

d
n.
e

k

r
ce

nt
t

as
uds/as

all50.98760.010~stat!20.010
10.012~syst!20.008

10.009~theory!,

as
c/as

all51.02360.034~stat!20.036
10.032~syst!20.014

10.018~theory!,

as
b/as

all50.99360.016~stat!20.023
10.020~syst!20.027

10.019~theory!.

These results are consistent with, and supersede, our p
ous measurements@11#, and are substantially more precis
they are also consistent with measurements performe
LEP using different flavor-tagging techniques@5,8,9,10#. A
summary of these results is given in Fig. 8. Our compreh
sive study, involving six jet-finding algorithms, and the i
clusion of the resulting rms deviations of results as additio
uncertainties, represents a conservative procedure.
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