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Abstract
Methods and technologies for high-bandwidth functional memories especially with a

content addressability are addressed. While great many applications can benefit from the
availability of high-bandwidth carried out by embedded SRAM (eSRAM) and embedded

DRAM(eDRAM), approaches based on the content addressability such as embedded CAM

weremuchless seen due to lack of scalability described as follows.

-Large bandwidth capacity provided by content addressability comes with tremendous cost of
power. According to the quantitative scaling analysis, power keeps increasing with factor of

x1.6 as high as that of the previous generation in conventional CAMarchitecture.

-Content addressability carried out by every memorycell functioning simultaneously results in
a physical cell layout of complicated structure. It unfortunately affects the defect rate seriously,

despite the benefit of bandwidth. The cost of a bit-cell is the second concern in the content

addressable memory.In actual experiment, examined defect rate in CAM was almost 2x as

high as that of SRAM, eventhough the minimization technology is further validated.

The importance of reliable scaling cannot be overemphasized. Promotion of CAM based

high-bandwidth functional memoriesdedicating specific applications as one of major SoC will

never be successful unless these scaling problems completely disappear. In this thesis, I set out

to conduct various experiments and analyses to establish the scalability.

1. An improved hierarchical partial search on the basis of the conventionally proposed

pipelined architecture successfully shrinks the active area while maintaining the benefit

of high-bandwidth. Measured power is 29% as low as for the conventional model,
which will certainly eliminate the negative scaling with the factor of xl.6.

2. Proposed redundancy by software and hardware approaches are combined together

effectively and allow to repair the defects. The cost of a bit-cell can be reduced by an

amountof 22% as low, which also eliminates the experienced factor of x2.0 as high.

Given scalability drives the development of CAMbased high-bandwidth functional memory

with the evidence, for example, of a signature-matching co-processor in 130nm CMOS
technology for the network security field.
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Chapter 1 Introduction

Chapter 1

Intro duction

1. 1 History and technical trend of scalable semiconductor memories

Traditionally, semiconductor memorieshave been evaluated by their storage capacity,
which has followed an exponential curve, referred to as Moore's Law (proposed in 1965).

[1,2] According to this growth, "each new generation of memory integrated circuits

contained roughly twice as much storage capacity as its predecessor, and each generation

wasreleased just within 1 8-24 months after the previous generation." Moore's prediction is
deeply concerned with "scaling". A technology based on reliable scaling safely keeps

evolving the memorytowards higher density, lower cost, higher speed and lower power

consumption. The key for driving this technical trend of continuous memoryimprovement

are various rules for scaling factor of the devices structures on the silicon surface and the

operating voltages [3]. To keep the power dissipation constant during scaling is often an
important boundary condition. For example, even if memorydensity increases two times, as

the area can be shrunk with the scaling factor of 1/2, reduction of the core voltage with the

scaling factor of 0.7 (sq. 0.7 = ~0.5) keeps the power dissipation per area unit constant, as

illustrated in Figure 1. 1.

MemoryNo MemoryN

Channel length L = LO/S
Channel w idth W = W o/S
D evice area A =AO/S 2
D evice voltage v =vo/s

D ensity N =N O -10 --15year

M em ory LSI area A =AO

WhenScaling Factor ^=0.7

Memorydensity N-2 -No

MemoryLSI cost Cost= Costo (Const.)

MemoryLSIpower P=Po (Const.)

Figure 1.1 Memoryand Scaling
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Chapter 1 Introduction

The importance of scaling cannot be overemphasized. Without safe scaling, the exponential

growth in integrated memorycapacity is hardly possible. It can be namedin this thesis that a
reliable growth driven by various technological scaling factors, "scalability".

Taken in the light of recent semiconductor technologies, it is an open question whether such

exponential growth continuous to be valid, since manytechnological difficulties are arising

[4]. For example, it is reported that the actual minimization performed on silicon has not
been by a factor 1/2, in spite of a 2 tunes higher density. Hence it is necessary for

semiconductor technology to explore other cost reduction factors in terms of silicon area and

powerdissipation.

Alternatively, a more important present problem is that the storage capacity alone does not

fairly evaluate and qualify today's semiconductor memories,especially of those memories

used for manynewly appearing applications. It is well knownthat the access bandwidth of a

memory,which refers to the data transferring capacity, is another important quality factor of
the memory.Although certain growth is recognized in the bandwidth, the bandwidth growth

is not as fast as the density growth. As a result, access-bandwidth limitations often restrict

the performance of applications. Since the middle of the 1980s, specific high bandwidth

memorieswereproposed such as VRAM[5] and volume productions have started in the

graphics-application field. Nowadays, these application specific high-bandwidth memory
VLSIs are nothing special in the graphics field seen in PC-based 3D graphics [6]. As an

additional example, memorywith content addressability has been highly evaluated in the

field of networking application since the beginning of the new century, though application

specific memoriesbased on the content addressability are not popular yet. Graphics as well

as networking applications are suffering tremendously fromthe lack of memorybandwidth,
and that is the reason why they have escaped or are just in the process of escaping fromthe

solution based on commodity memory.Unfortunately, this high bandwidth approach with

application specific memoryis typically more expensive in terms of cost per bit and cost of
power dissipation. It might become a serious concern if such problems keep growing with

the technology generation changes. Therefore, in the reported research work, I have paid

great attention to scaling in the various experiments and formal analysis.

12



Chapter 1 Introduction

1.2 Obj ectives for this work's functional memorieswith respect to application

The objective of this work attempts firstly to examine the true bandwidth desired by

applications, and secondly to develop the technology for optimizing the bandwidth. The

subject of high-bandwidth semiconductor memoriesis already a well-researched area,

howeververy few attempts have kept a close relation with the actual applications. To clearly
see this application relation, the bandwidth in this work is quantified and qualified in the

applications measuring units, namely in pixels-per-second (-pps) and packets-per-second

(-pps) for the graphics-application field and for the networking-application field, respectively.

These units can replace the commonlyused unit of bits-per-second (-bps).

There are two major approaches to high bandwidth technology used in the reported research.

One is the functionality integration onto the memoryand the other is the utilization of

internal busses within the memory. I particularly focus my attention on the content

addressability as a new candidate for high-bandwidth and intelligent solutions. A given

bandwidth can be maximized by efficient utilization in the memorycells, and particularly
beneficial is in the content addressability. Part of the reported results and investigations

aimed at providing a reliable scalability for the field of memorieswith content addressability.

I actually experienced two serious problems in an experimental study of memorieswith

content addressability, namely huge power dissipation and low-yield related high cost per bit.

The two factors unfortunately indicated that reliable scaling is not possible for conventional

content-addressability concepts of memories.Therefore, in order to successfully establish a
reliable scalability for content-addressable memories, a number of experiments were

conducted and various technical solutions were proposed in the course of the reported

research work. The verified results provide a new opportunity for the development of high
bandwidth content addressable VLSI dedicating the specific applications.

1.3 Structure of the thesis

Structure of the thesis is shown in Figure 1.2. Chapter 2 reviews the technological

fundamentals of the memory hardware and presents a discussion with respect to the

applications' requirements. I noticed that the memory bandwidth required, does not

necessarily result in high bandwidth at the external data pins of the chip. Rather, the

13



Chapter 1 Introduction

integration of specific components onto the memorycan effectively reduce the external
bandwidth demand and also result in a gain of quality. The effectiveness of functionality

integration is verified by an experimental frame-buffer VLSI design for graphics applications

reported in Chapter 3. Chapter 4 reviews the field of content addressability, which is a

certain candidate providing further improvement towards intelligent high bandwidth

memories.Note that conventional content addressable memory(CAM) cannot state high
bandwidth without a tremendous cost in power dissipation. Therefore, Chapter 5 describes

an experimental study for the purpose of CAMpower-dissipation evaluation as a pre-study

in the development of application specific VLSIs based on CAM.An analysis of power

dissipation during execution of the content addressable functionality and technologies

enabling reduced power dissipation are described. Incidentally, this pre-study conducted with
fabricated silicon revealed an unexpected problem of high defect rate. Apparently, seriously

increased defect rate is caused by the complicated physical cell structure necessary to

integrate the content-addressability function into each bit-storing cell. The consequence of

degraded scalability, resulting fromboth power dissipation and defect rate problems, is also

discussed in Chapter 5. A further power reduction technology based on the evaluation of the
experimental study is proposed and described in Chapter 6. I then examined the defect

versus particle probability, verified the analysis methodology, and developed a unique

repairing technology for CAMin Chapter 7. With the results of Chapter 6 and 7 I am able to

establish a new method for improved CAM scalability. Chapter 8 presents experimental
CAM-based application specific VLSI circuits for the networking field based on the

developed power-reduction and repairing technologies, and finally Chapter 9 concludes this

thesis.

14



Chapter 1 Introduction

Methods and Technologies for Functional Memories
with Content Addressability, Optimized Bandwidth and Scalability

Chapter 1. Technical trend of memoryand discuss bandwidth with scaling factors.

Chapter 2. Access bandwidth provided by memoryand desired by application.

Examinedproblem and this work' s approach
in graphics application

I .

-n a p te r  3 .  -B a n d w id th  o p tim iz a ti o
in  g r a p h ic s  a p p lic a tio n

In te g r a tio n

Z - C o m p a re  a n d  A -b le n d
u n its  o n to  m e m o r y

P re -a d d  a lg o rith m  m u ltip lie r

U tiliz a tio n  o f  in te r n a l  b u s

R e a d -m o d ify -w r ite  b u s

D u p lic a te  p a g e

ExaminedProblemandthis work's approach
in networkapplication

I

| - Chapter 4. Content Addressability as a
high-bandwidth candidate for Search

I

Chapter 5. Experimental study -
à"Evaluationof Fast lookup

provided by content addressability

Issue of
Power

Issue of
Defects

Chapter 6. Powerreduction technology
in CAM

à"Pipelined hierarchical search

à"2-bit encoded storage
I

Chapter 7. Defect reduction technology
in CAM

à"Defect analysis with physical structure

à"SW/HWcombinedRedundancy

Reliable scalingI

Chapter 8. CAMbased application specific VLSI
High density CAMwith flexible partitioning

Signature matching co-processorfor networksecurity application

Chapter 9. Conclusion

Figure 1.2 Structure of the Thesis
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Chapter 2 Classification of memories and their bandwidth capabilities

Chapter 2
Classification of memories and their bandwidth capabilities

2. 1 Introduction

Although semiconductor memoriesare typically classified by their physical cell
structure, each of them is categorized by functional aspect in the application. For example,

volatile memoryis one category and is used for the applications managing both read and

write operations, while the applications using non-volatile memorymostly manage read

operations. Dynamic cell vs. static cell memoryaffects the area on silicon, and hence its

usage depends on whether the application is density prioritized or not. Likewise, it is
completely the responsibility for users and applications to make a choice fromthe categories

of memorytypes. It seems that today's various semiconductor memoryline-ups have already

matched to application's requirement. Nonetheless, some applications prefer their own

architecture and functionality in memoryhardware because memoryperformance is often

restricted by its narrow bandwidth [7 - 10]. This chapter presents examples of considerable
bandwidth differences between what can be provided by the memory hardware and

application's requirement. I set out to start the discussion in the field of graphics applications.

In addition, a discussion is presented for the area of network applications, where employing

of data-search operations for further high bandwidth is demanded.

2.2 Overview of semiconductor memories with respective features and benefits

Figure 2.1 illustrates the technological
trend of memorybandwidth. Note that the

growth is not viewed for one type of memory,

but for various different types of DRAMand
SRAM memory [11, 12], e.g. DDR SDRAM

achieves 50M bit-per-second (-bps) and QDR
SRAM achieves over 200M-bps. The

definition of bandwidth in this figure indicates

not the peak but the average performance

during random access. For example, DDR500

Bandwidth
at Randomaccess
[M-bp s]

200 1

eSRAM

ioo -

50-

;l!>TOi:

RDRAM
PC133 DDR266

Y2 000 Y2005

Figure 2. 1 Trend of memorybandwidth
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Chapter 2 Classification of memories and their bandwidth capabilities

(not included in the figure) should almost double the performance of DDR266. However,its

actual performance is not that much if it is measured under the condition of random access
including page misses. The growth speed of memorybandwidth is slower than that of

memorydensity, and it is often pointed out that the performance bottleneck in many

applications is caused by the low access bandwidth provided by external standalone types of

memory.A noticeable additional technical trend for increasing memorybandwidth is the
solution of embedded types of memory.Embedded memoryis now very popular and is the

origin of today's "System on Chip" (SoC) trend, aiming at specific applications, where

DRAMbased technology (eDRAM) as well as SRAM based technology (eSRAM) are

involved.

In the following examples, applications cannot accept the lack of sufficient memory

bandwidth, and that is why applications are certainly the technology drivers of

high-bandwidth specific memoryVLSIs. Let us take a look at these examples, which are the

graphics application and the network application, and examine the true bandwidth

requirements resulting from each of these applications.

2.3 Bandwidth requirements for frame-buffer displaying in graphics applications

Aframe-buffer is a specific memoryused in the field of computer graphics applications.

Its function is to store the entire picture frame of pixel data displayed on the screen. Over the

past a few decades, the screen size defined by the number of pixels {Px, Py} in horizontal

and vertical direction of the screen keeps increasing as follows; {1,024, 768} (XGA), {1,280,

1 ,024} (SXGA), {1 ,600, 1 ,200} (UXGA) and beyond. The underlying technology direction,

namely pursuance of wider screen size and higher resolution, is driven by graphics intensive

applications and users, which work on higher system layers than the memoryhardware layer.

Additionally, the steady increase of the density is a standard technical trend for bottom layer
of memoryhardware. The problem is that the growth speeds of the bandwidth delivered by

the memoryand the system requirements for the framebuffer do not match each other. As a

result the difference between the bandwidth provided by the memoryand the bandwidth

desired by the frame-buffer keeps increasing. For example, a slow refresh cycle in
combination with a large screen size is very uncomfortable for the humaneye. Larger screen

size therefore constrains the frame-buffer to function at a higher refresh rate. Typical

18



Chapter 2 Classification of memoriesand their bandwidth capabilities

refresh-frequency requirements coming fromthe humanvisual sensitivities are found to be

60 frame-per-second (-fps), 75-fps and 85-fps for the screen sizes of XGA, SXGA and

UXGA,respectively. Consequently, the required bandwidth for the frame-buffer display is
generally viewed as a strong growth curve given by the relation.

Application: Frame-bufferdisplay

Bandwidth required = -1.4 à"[screen size] à"[refresh cycle] à"[-bpp]

Here, the multiplying factor -1.4 comesfromthe blanking time on the screen, and allows the

display to return fromthe -end-pixel position (Px, Py} to the start-pixel position {0, 0}. Not

only the larger screen size, but the shorter refresh cycle requires a further increase of the

memorybandwidth. The last multiplying factor bit-per-pixel (-bpp), meaning the number of
bits which represent a pixel, is also a driver that demands morememorybandwidth. For

example, the conventional 8-bit per pixel representation, which provides a resolution of 256

colors, has grown to 24-bit per pixel and thus a resolution of 16,777,216 colors.

Consequently, totally required bandwidth for the frame-buffer of the display has to follow

the increase in screen size, the shorter refresh cycle and also the higher color depth. The

resulting bandwidth demands are:

Bandwidth [XGA] = 1.4 à"[1,024 à" 768] à" [60-fps] à" [8-bpp]

=528.5M-bps

Bandwidth [SXGA] = 1.4 à" [1,280 à" 1,024] à" [75-fps] à" [16-bpp]

=2.21G-bps

Bandwidth [UXGA] = 1.4 à"[1,600 à" 1,200] à" [85-fps] à" [32-bpp]

=7.32G-bps

The major usage of screen resolution keeps increasing such as fromXGAto SXGAand from

SXGAto UXGA,and it seems to be happening approximately every four years. Therefore,

the scaling factor for the frame-buffer bandwidth in the graphics-display application is about

4 times growth per 4 years time period.
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Present Bandwidth (BW) = 4 à"Bandwidth 4 Years ago (BWO)

The growth of bandwidth coming from reliable frame-buffer scalability should therefore

realize this factor four in four years, when comparing the bandwidth capacity of previous

technology generations. This requirement for the scaling factor of the frame-buffer

bandwidth is unfortunately much higher than the real bandwidth scaling provided by the
technology development of DRAMfamilies. A solution would be that the frame-buffer

application migrates from the use of DRAMto the use of SRAM. However,this would

certainly affect another type of scaling factor, namely the reduction of cost per bit of the

framebuffer in a very negative way. It is therefore understandable that the frame-buffer

application has been exploring adequate DRAM-based high-bandwidth solutions as an
application specific frame-buffer memory,which can maintain all required scaling factors.

2.4 Bandwidth requirements for the packet forwarding in network applications

In this section, I will explain a second example of bandwidth differences between the

requirements of the application's system algorithm layer and the bandwidth deliverable by

the bottom hardware layer, which seriously affected the field of networking applications.

The advent of the Ethernet has dramatically improved the network infrastructure, and has

achieved tremendously increased data transferring capacity, viewed as a magnitude scaling
factor from lOOM-bps, G-bps, to lOG-bps. With this growth of network communication

speed, the packet forwarding algorithms have to be executed faster and are becoming also

morecomplicated. While packet forwarding only evaluated the destination address in older

network-router generations, nowadays muchlarger data structures have to be managed. For
example, the previously 32-bit IP header is increased to 128-bit to perform various filtering

and/or queuing-priority algorithms, during the change fromIP version 4 to 6. The bandwidth

required for the packet forwarding is given by product of following three factors.

Application: packetforwarding

Bandwidth required = [packet flow speed] à"[header size to refer to] à"[-spp]

The first 2 factors are the growth of the "packet flow speed" and the "header size to refer to"
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for executing the forwarding algorithm. As quantitatively mentioned above, both factors
have recently increased. The packet flow speed is grown by about 2 orders of magnitude and

the header size is grown by about a factor 4. The additional multiplication factor

"searches-per-packet (-spp)" depends on the database size of reference data.

Typically, possible operations managed by memoryhardware are write and read, in addition
to just hold the data (store) which is also a fundamental task of the memory.While a search

operation for something previously memorizedis a commonlymanaged task in our human

brain, basic operations manageable by the memoryhardware do not involve search as a basic

operation. To accomplish a search operation with conventional memory,it is necessary to

read the entire data of the' memoryand to perform external compare operations. Once the
stored data is read out of memorywith its bandwidth capacity, it has to be compared with the

search-request data one by one. This external search methodology is relatively easy and

sufficiently fast when the database size is small, but becomes more expensive in terms of

morelatency until completion with the increase of the database size. The search performance

and the rate of searches-per-second [-sps] can be calculated as below.

Search rate [-sps] = [database size] / ([-bps] bandwidth of read operation)

It is certain, that the factor of searches-per-second is deeply related to the entire database size

of Internet population, which grows very rapidly. Similar to the graphics application, but

more serious in quantity, the difference between bandwidth requirements by network
applications and bandwidth capabilities of the memoryhardware is constrained by the

increase of packet flow speed, packet header size and database size. I am most concerned

here with the scaling ofbandwidth due to the database size, as this size has already grown by

orders of magnitude. Just the task to find an appropriate solution with sufficient reading
bandwidth among existing memoriesis already hopeless. As a result, such frustrating

situations accelerated the appearance of functional memory,devoted to supply the high

bandwidth capability needed by the specific application.

2.5 Content addressability viewed as a value-added high-bandwidth solution

The memory-accessbandwidth discussed in terms of the unit of bits-per-second [bps]
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alone is often not sufficient to reflect the bandwidth requirements and the actual memory
usage in the application. As explained previously in the description of the bandwidth

requirements for the frame-buffer in graphics applications, the frame-refresh cycle indicated

by frames-per-second [fps] and the pixel configuration within the frame indicated by

bits-per-pixel [bpp] are also important units to evaluate in the graphics field. Similarly, in the

application of packet forwarding, the packet-flow speed indicated by packets-per-second
[pps], and the numberof search operations per packet indicated by searches-per-packet [spp]

are also important units to qualify the bandwidth. It is not surprising that specific

applications prefer their ownunique indicators to examine and express their true bandwidth

requirements.

Expensive search operations are among the commonly operated tasks in the network

application field for network functions such as packet forwarding. Unfortunately, due to the

functional limits of conventional memory technology, the bandwidth provided by

conventional memories has hardly ever caught up with the requirements of such search

operations. As shownin Figure 2.2, the bandwidth provided by the external data pins of a
conventional memoryis limited because data blocks, whose data capacity is illustrated by

the white rectangles in the figure, have to be consecutively accessed and read out fromthe

entire database until the final block address is processed.

Data Pinf

database

Bandwidth capability
=DataPin Counts times Operating Frequency

Search Performance= Database/ Read Bandwidth

Figure 2.2 Search with Read Operation

Data Pin

database

Bandwidth capability
=Full Database size times Operating Frequency

Search Performance = Database / Bandwidth
=Const.

Figure 2.3 Search with content addressability function

Onthe contrary, a memorywith content addressability, where the search-request data given
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at the input data pins can be folly compared with entire stored database in parallel as shown

in Figure 2.3 [13, 14], and is thus capable of search operations with a robust and maximized

effective bandwidth. An increase of the database size is a serious influential factor for the
search with a conventional memoryby exploiting the read operation, since the search

performance is determined by the entire database divided by the memory's external

bandwidth capability. On the other hand, the external bandwidth required for a memorywith

content addressability can remain constant as the performance in terms of the number of

searches is independent of the memory'sdatabase size.

The following chapters describe the conducted research and the supporting experiments for

the memory's effective bandwidth optimization through functionality integration. The case

of graphics applications is covered in chapter 3 and the case of network applications is

covered in chapter 4 through 7, respectively. The main reason for devoting morespace to the

network than to the graphics application originates from the additional "scalability" problem
of conventional memorieswith content addressability. I had to solve this scalability problem,

before being able to develop application specific VLSI based on content addressability.

Furthermore, content addressability is of greater current interest in recent years as a main

candidate for intelligent high-bandwidth solutions.
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Chapter 3
Bandwidth optimization in memories for graphics applications

3.1 Intro duction

A computer graphics displayed on the screen consists of plurality of polygons, which

comprises a number of pixels, and the computation of inner pixels referred to as vertex
pixels is a task named rendering. Pixel generation exactly means to be consecutively

demanding bandwidth and therefore it makes clear that various high bandwidth approaches

and researches are originated in the application of computer graphics. [ 1 5]

Figure 3.1 shows the example of flat shading, which inner pixels comprise constant and

samedata as that of vertex pixels.

Pi (xi,yi)

Po (xo,yo)

P2 (x2,y2)

P ix el rate

= ext. b a nd w id th

M em o ry

t

F i g u r e3 . 1 R e n d e r i n gw i t h F l a t s h a d i n g

T h e t a s k o f r e n d e r i n gr e p e a t e d l y d e m a n d sb a n d w i d t ha s m a n ya s t h e n u m b e ro f i n n e rp i x e l s

p e r p o l y g o n .W h e na p o l y g o nc o n s i s t s o f 1 5 - p i x e l , e x t e r n a lI / O p i n p r o v i d e s t h e p i x e l d a t a
c o n s e c u t i v e l yf o r f i f t e e nt i m e s . I t i s k n o w nt h a t t h e i n t e r n a l d a t a b u s i s c a p a b l e o f m o r e

b a n d w i d t h ,a n dt h e r e f o r ei t s h o u l d t a k e p l a c e o f c o n s e c u t i v e l yd e m a n d i n gb a n d w i d t ha t I / O

p i n . A p p a r e n t l y ,t h e u t i l i z a t i o n o f i n t e r n a l b u s i n t h i s a p p l i c a t i o n c a n s a v et h e b a n d w i d t h

d e m a n d e da t I / O p i n w i t h t h e f a c t o r o n eo v e rf i f t e e ni f i n t e r n a l d a t a b u s p r o v i d e sp i x e l d a t a
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fifteen times more.Fortunately, it is not difficult to implement moredata bus internally than
that of I/O pins, therefore that utilization of internal bus instead of I/O pin takes advantage of

fast rendering speed with high bandwidth provided by wide bus. In fact, this concept is well

researched and the origin of today's memoryembedded SoC LSI for various applications.

This work is intended to further increase the performance and rendering quality without the

need to increase the external bandwidth. Figure 3.2 shows another example namedsmooth

shading, in which inner pixels are not carried out by external I/O bus, but are provided by the

integration on memorywhich inner pixel is computed as linear interpolation between plural

vertex pixels. The comparison of these figures simply tells us that the functional integration

onto memorycan improve 'the rendering quality as well as the advantage of described
bandwidth saving.

Po (xO,yo)

PO,Pl,P2...

bandwidth

Pn=Pn-l+ AP

P2(x2,y2)

A Px=(P i -Poy(xi-xo)
A Py=(P i -p0/(yi-y(i)

Figure 3.2 Rendering with Smooth shading

Following sections present further effects provided by the functional integration in the

experimental frame-buffer for 3D graphics application.
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3.2 Technologies carried out by the integration on memory

This chapter presents the experimental frame-buffer with features implemented on the

memory.The key concept in this high bandwidth approach is not provided by external I/O

bus, but the functional integration and the utilization of internal bus. Needless to say, the

integration causes overhead in hardware, hence the effect of performance versus cost of
hardware is a serious matter of concern.

3.2.1 Z-compareand A-bend units on 3D frame-buffer

In typical usage of high-end 3D graphics system, a pixel consists of at least 32-bit RGBA for
color and 32-bit Z for depth. The 24-bit RGB encodes 16.7M colors, termed True Color, and

8-bit A encodes the transparency. In low-end 2D graphics systems, by contrast, a color is

typically expressed by only 8-bits per pixel, for 256-color resolution. A unique aspect of 3D

graphics is depth. A 32-bit Z is used to position the object towards the front or back.

Therefore, a 3D system typically comprises of 64-bit per pixel in total, which is eight times
morecostly than a 2D system. Similarly, the bandwidth demanded for the 3D frame-buffer is

eight times as costly as that of 2D. However, cost of pixel is not the only problem, the

read-modify-write operation employed by fundamental 3D algorithm creates a bottleneck in

3D rendering performance. The frame-buffer bandwidth has to be divided into half for the
read operation, which should be done before write operation starts, and the other half for the

write operation. This means that 50% of the bandwidth is lost due to the writing into the
frame-buffer whencompared to 2D. The first graphics operation where read-modify-write is

required is in the depth test. In Z-buffer algorithm, the current object on the screen is called

Z-source (Z-src.), while the depth data being written into is called Z-destination (Z-dst), and
similarly Color-source (Color-src.) means the existing old color data on the screen, while

Color-destination (Color-dst.) means the new color data being written into. First, Z-src. is

read out of the frame-buffer and is compared with Z-dst. If the value ofZ-dst. is smaller than

Z-src., then destination is in front of source, therefore it is judged as dst. is visible on the

screen. This is called Z-pass and following color can be changed fromcolor-src. to color-dst.
Onthe other hand, if the value ofZ-dst. is larger than Z-src., it is judged as Color-dst. should

be behind Color-src., and Color-dst. is invisible on the screen. This is called Z-fail and the

color should keep the source data. The depth test between Z-src. and Z-dst. should be

identified before the operation regarding color. This is the first read-modify-write function
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required for the 3D frame-buffer.

The second read-modify-write function required in 3D graphics is in the color. Similar to the

depth test, Color-src. is read out of the frame-buffer and is namely blended with the
Color-dst. In a typical 3D pixel, color consists ofRGB and the measure of transparency A (0

< A < 1). If factor of A=0 in the destination, the color blending result consists of 100%

color-src. and 0% color-dst. even if the result of depth-test is Z-pass. Factor A=0.5 means
opaque, hence the blending result consists of 50% of the color-src. and the other 50% of the

color-dst. Lastly, if factor A=l, the blending result of color is completely changed from
Color-src. to 1 00% Color-dst. Described blending formula is summarized as follows.

Resultcolor = (1-A) à"[color-src.] + A à"[color-dst]

Figure 3.3 shows the block diagram of experimental frame-buffer, which contains a couple

of newfunctional integrations. DRAMdivided into Bank-1 through Bank-4 is used for the

frame-buffer to store the pixel data, and Video-buffer devoted to the display on the screen.

The first integration of SRAMbased level-1 cache is placed between DRAMand Pixel ALU

to hide the refresh penalty of DRAMand to enable the consecutive pixel generation. [ 1 6, 1 7]
The second integration pixel ALU consists of two serial processors, one is performing the

depth test and the other is performing the blending operation, both Z-compare unit and the

A-blend unit are fed through 7-stage pipeline. The write address is generated 7-stages later

froma read address, therefore the source data will be written back to the same address in the
cache after passing through the pixel ALU. [ 1 8]

These functional integrations removethe necessity of read operation at external I/O pin. The

experimental 3D frame-buffer converts the conventional read-modify-write into pure write
which reduced the external bandwidth with the factor of 50%.
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\A* Video-Out

*O Pass-Out

Figure 3.3 Block diagram of experimental 3D frame-buffer

Figure 3.4 shows the typical usage of experimental frame-buffer, which can be used for both

Z-chip and the color-chip. As described in this figure, bandwidth demanded at I/O pin is

pure-write instead of expensive read-modify-write, because the read-modify-write is

completely replaced to the internal bus by the effect of functional integration.

o

R ead  W ri te

P ass  in

R ead  W rite ｫ D

�" t �"�"B t Video-out
�"1  Modify �" �"1  Modify
L e v el-  1  c a ch e L ev e l- 1  ea ch

I
Color-srcI  ̂A M IB

Z - t e s t
I

B  l  e n d in g
- K >p a s s  o u t K

Z -d st. 1 C o lo r-d sfc
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Figure 3.4 Experimental frame-buffer for Z and for color
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The result of the depth test is available at the pass out pin of the chip holding the Z values.

The color chip receives the output of Z-chip at the pass in pin. If the output is Z-pass,
blending is executed and newframedata will be put back into the cache. If the output is

Z-fail, blending is ignored but src. data should be put into the cache. In this way, a 3D

system using this experimental frame-buffer for Z and for color performs the depth test and

the blending in parallel without demanding the bandwidth caused by the read-out of source
data externally. That is the benefit given by the usage of functional integration. Actual

performance of pixel through-put transferring rate verified in fabricated 3D frame-buffer is

32-bit times 100MHz and 66-bit times 166MHz, in a design with O.SumCMOStechnology

and 0.25um CMOStechnology, respectively.

I have outlined the performance benefit provided by functional integration with the example

of experimental 3D frame-buffer.This is the evidence that the depth test and the blending

can be consecutively performed in pixel-by-pixel manner,without demanding bandwidth

externally. Howeverthis evidence carries out other technical problems, one is the cost of

hardware caused by the integration and the other is the replacement of performance

bottleneck fromthe external I/O pin to the internal bus. The integration certainly causes an
overhead on the silicon area, which meansthe cost of bit-cell is relatively increased by the

integration. The implemented circuitry should be therefore as compact as possible. In this 3D

frame-buffer,the integration related to the depth-test is easy because the components

required are magnitude-comparing which exclusive-or circuitry takes place, on the other
hand, the integration performing the blend is rather expensive because it consists of the

multiplier and adder for each color channel A, R, 0 and B. I am therefore concerned with

the architecture of blend unit as compact. The other problem is that performance bottleneck

is replaced fromthe external I/O pin to internal bus. In general, performance gain is ensured
by the complete removal of all bottleneck factors. These problems are arisen in experimental

frame-bufferfabricated in O.Sum technology, and therefore described additional problems

are discussed and proposed solution can be applied into the other experiment fabricated in

0.25um technology.

3.2.2 Pre-add multiplier for cost reduction of integration

The concept of proposed Pre-add multiplier is to make two separated multiplying and final

adding compact. Figure 3.5 shows the conventional hardware structure to perform the

30



Chapter 3 Bandwidth optimization in memories for graphics applications

equation A*B+C*D, which is applied to the application blending described in previous

section. Here, I used the assumption which A (C) consists of [n]-bit length and B (D)

consists of [m]-bit length, respectively. The intermediate result A*B (=SO) and C*D (=S1),

should work in parallel to keep the throughput rate as constant and as high. Therefore, the

expense of hardware is 2*[m][n]-bit adder-cell in this adder tree. Also, the final addition

A*B+C*D(=SO+S 1 ) seen in bottom, comprises [m+n+l ]-bit adder-cell. Hence, total number

of adder-cell is summedup to [2mn+m+n+l]-bit. Note that, the discussion above follows to

the conventional carry-save algorithm, which is one of major multipliers in hardware.
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an-1 32 at ao

x bm-1- bg bi bo
S1=OD

Cn-1 C2 C1 CO

x dm-1- d2 dl do

nbit
an-l bo aabo aibo aobo I cn-1dO cado cido codo

an-i bi a2bi aibi aobi cn-1d1 C2di cidi codi

mbit

|  a n -1b m -1  - -  a i b m -1  a O b m -1  |    1   |  c n -1d m -1   C l d m -1  C Od m -1
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Figure 3.5 Conventional carry-save algorithm

Figure 3.6 illustrates the hardware structure of proposed Pre-add algorithm multiplier

performing the composite equation A*B+C*Din a single adder-tree.
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Figure 3.6 Proposed Pre-add algorithm

Apartial product seen in the left contains signal "A","C"for the input of the pre-adder, and

signal "B","D"for the input indicator of MUX. The partial product results "0","A","C",

or "A+C"by the input indicator of MUX, because that is provided as one of following four

cases.

[A*B+C*D] =0 if{B=0&&D=0}

[A*B+C*D] =A if{B=l&&D=0}

[A*B+C*D] =C if{B=0&&D=l}

[A*B+C*D] =A+C if{B=l &&D=l}

The concept of proposed Pre-add algorithm shown in the right side of the figure combines

two multiplications and the final addition together. The first column's [n+l ]-bit represents

{{an-l:aO}bO}+{{cn-l :cO}dO}. Similar to the above, possible result is given by one of the

following four cases.

The first [n+l ]-bit
{(an-1:aO}bO} + {(cn-1:cO}dO}= {0} if {bO=0 && dO=0}

{{an-l:aO}bO} + {{cn-l:cO}dO}= {an-1: aO} if 0>0=1 && dO=0}

{{an-l:aO}bO} + {{cn-l:cO}dO}= {cn-1: cO } if {bO=0 && dO=l}

{{an-l:aO}bO} + {{cn-l:cO}dO}= {an-1 + cn-1 : aO+cO} if {bO=l && dO=l}
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The second column represents {{an-l :aO}bl }+{{cn-l :cO}dl }, so that "bl" and "dl" indicate

the result of the second [n+l]-bit. That is,

The second [n+l ]-bit

{{an-l:aO}bl} + {{cn-l:cO}dl} = {0} if {bl=0 && dl=0}

{{an-l:aO}bl} + {{cn-l:cO}dl} = { an-1: aO} if{bl=l &&dl=0}

{{an-l:aO}bl} + {{cn-l:cO}dl} = { cn-1: cO } if{bl=0 &&dl=l}

{{an-l:aO}bl} + {{cn-l:cO}dl} = {an-1 +cn-1 : aO+cO} if{bl=l &&dl=l}

With repeating until {{an-1 : aO}bm-l }+{{cn-l : cO}dm-l }, which is seen in the last column

of the figure, the behavioral adder-tree is exactly the same as the equation A*B+C*D.That is

to say, two multiplications and the final addition can be put into a single adder-tree unit.

Regarding the expense of hardware, first [n]-bit adder-cells appear in the partial product seen
in the left side. [m(n+l )]-bit adder-cells appear in the adder-tree seen in the right side. Hence,

total number of adder-cell is summed up to [mn+m+n]-bit. In comparison with the

conventional carry-save algorithm, hardware reduction provided by proposed Pre-add

multiplier is [mn-l]-bit times adder-cell as simple. The hardware reduction in multiplier is

well-researched area such like Booth's algorithm and Wallace tree [19,20], which can be
widely used. While proposed Pre-add algorithm states significant hardware reduction, that is

applied to the specific application such as blending in 3D graphics.

The equation A*B+C*D can be additionally used in other graphics applications in the

filtering theory. Figure 3.7 shows the comparison between the case of non-filtering and
filtering. The right figure, which a pixel consists of four sub-pixels, uses frame-buffer

memoryfour times as many to display the pixels on screen, and the final pixel (S) is

indicated by the average of four sub-pixels (SI, S2, S3 and S4). This filtering theory is
especially named multi-sample filtering, that is expensive but provides higher quality.
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Figure 3.7 Example of multi-sample filtering for anti-aliasing

There are several filtering theories and techniques described as follows. The final value S

can be indicated by numbers of Sn as shown in Figure 3.8. [21]

Boxfiltering

The interpolation here is the simple averaging from given samples. In the left drawing, the

final pixel "S" is computed by the average of the range from -1-pixel to +1-pixel. The

example in this figure is to average "SI" to "S2", because "SO" and "S3" are out of this

range.

Result S =(Sl+S2) /2
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Boxfiltering

coefficient

5=(Sl + S2)/2

Result : 5=2(Sk)/ k
k=0

Tent filtering

coefficient

S I f S3 f» S3

Result : S=2(Wk*Sk) / 2Wk
k=0 kH)

S=0(WO*SO +W1*S1 +W2*S2 +W3*S3)
/(WO+ W1+W2 +W3)

n n
Result : S=]Jj)(Wk*Sk) / 2 Wk

Figure 3.8 Various multi-sample filtering and equations

Tentfiltering

The Tent filtering is a generalization of two linear interpolations. The assumption of the

gradient between samples is constant. The example in the middle drawing ranges from

-1-pixel to 1-pixel, but each sample indicates different coefficient as a weight. The weight is

indicated as maximum-oneat the point of resulted "S", and as minimum-zeroif it's farer

than 1 -pixel.

Result S =(W1 *S1+W2*S2) /(W1+W2)

Sine, function filtering

Sine, function interpolation is based on Fourier domain. The weighted coefficient W(x) is

given by the following equation.

W(x)=sin(7u %)/(TC %)

W(x) never goes to zero but we commonlycut-off far area just the definition of the limited

range which is seen in the right.
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W(x) = sin(it %) / (TZ: % ), |x|< 2-pixel

W(x) = 0 |x|>= 2-pixel

In actual HW, all the above filtering theories can be put into the sum of the flat level
multiplication per each sample.

Result S = E(Wn*Sn) /E(Wn)

S : result

Wn : weighted coefficient

Sn : given sample

WhenWnis normalized, /E (Wn) can be ignored. ( £ (Wn)=l).

WOH^

ooo

Sn-1

Figure 3.9 Weighted interpolation with proposed pre-add MPY

With respect to the structure of equations, here is an additional example that proposed

Pre-add multiplier can be applied, that is shown as shadow area in Figure 3.9.

Here is a quantitative analysis between conventional carry save algorithm and Pre-add
multiplier. Assuming that a pixel consists ofA, R, G and B channel comprising 8-bit for each,

and the numberof sample to indicate the pixel is 16-sample and 16-weight of co-efficient for

each color channel, totally required adder-cell for conventional carry save algorithm and for

proposed Pre-add MPYalgorithm are computed as follows.
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#Adder tree in Carry save algorithm =4-channel à"16-sample à"(2mn+m+n+l)

Whenm=n=8bit, #Addertree =9,280

#Adder tree in Pre-add algorithm =4-channel à"16-sample à"(mn+m+n+1)

Whenm=n=8bit, #Addertree =5,184

This is an evidence that proposed Pre-add MPYsignificantly saves the numberof adder tree,

which is a cost effective algorithm despite the restriction within the specific application

applied to the functional integration onto memory.

3.3 Technologies related to memory-internal data bus

I have described the integration performed onto memoryand placed in conjunction with

the internal data bus, which effectively improved the performance as well as the benefit of

high bandwidth capability. I also showed the composite multiplying computation which is
used for the component of integrations in the memory embedded LSI for graphics

application can be compact by proposed Pre-add multiplier.

The second high bandwidth technology in this work is related to the utilization of internal

data bus. [22-24] Figure 3.10 illustrates internal bus structure with representing possible
bandwidth capability in memory.The bandwidth of external data pin is typically limited by

I/O pin count. On the other hand, it is relatively easy to increase the bandwidth internally,

which is provided by larger number of data bus functioning in parallel. As shown in this

figure for example, lOOM-bps at I/O pin can be improved as G-bps at the level of the

internal data-bus. Furthermore, l OOG-bps at the level of the sense-amplifiers and finally can
be maximized as several T-bps at the memorycell level.
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Figure 3. 10 Memory architecture and bandwidth capacity

I/O access activation ratio
=22.2%

(77.8% is idle at I/O pin)

As described previously, the integration of

pixel ALU has successfully converted the

bottleneck, in read-modify-write operated by

I/O pin into pure-write. The performance of

rendering can be improved by as high as 2x,

howeverthe performance bottleneck is simply
shifted from I/O-pin to the internal bus, which

read-modify-write is still required. Figure 3. 1 1

shows the example of benchmark in actual
rendering application. There are a lot of open Figure 3.1 1 Worstcasebenchmark

spaces in the column of I/O access, despite busy DRAMaccess. This means the effect of
bandwidth saving at I/O pin is not as much as previously expected. This is one of the worst

cases, however over 70% is idle at I/O access due to newly appeared bottleneck in the

internal data bus. Therefore I am concerned with the optimization of internal bus, described

in following section.
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3.3.1 Low voltage read-modify-write memoryinternal data bus

The differential I/O-bus architecture is commonly used technology in DRAMinternal bus.
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The reason of differential bus structure is because the sense-amp is too weak to drive the

internal data bus completely during read operation. In write-operation, on the other hand the

differential I/O-bus is fully driven by the write-driver and data is easily written into the

sense-amp.In typical differential bus architecture, the access time is an issue in the path
fromsense-ampto the end of I/O-bus due to the difficulty of slight voltage management,

while the power is an issue in the path fromthe write-driver to sense-amp due to the fully

amplified data bus. Since differential I/O-bus only works as either the destination for read or

the result-pixel for write, the actual pixel-rate is reduced to one half of I/O-bus bandwidth as
shown in Figure 3.12.

B ank A B ank B

fe l T Ld

Source+Result

Bank C Bank D

Level- 1 Cache

Pixel ALU
Result

Destination

Figure 3. 12 Conventional differential I/O bus

That is exactly same situation as I/O pin with read-modify-write in conventional

frame-buffer. Therefore, this work should be intended to the optimization of internal bus for

the purpose that destination and result-pixel work concurrently. It makes the pixel rate twice

as fast as the differential I/O-bus. However,considerable problems arise fromthe proposed
read-modify-write bus. One is the increase of bus size, and the other more serious problem is

the noise due to the concurrent operation. Since the write-bus switches fromground-level to

VDD-level quickly, it may affect the read-bus where signals appear slightly. A shielded

power-line between write-bus and read-bus is a solution to eliminate this noise coupling
problem, however it obviously required morespace on silicon.
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Result Source

I

Sourcel

Destination

Figure 3. 13 Read-modify-write bus in this work

In this work, the sense-amp is disconnected to the read/write bus directly, and a Data

Transfer Buffer (DTB) is placed between the sense-amp and the read/write bus. Data bus

consists of Global bus for Read (GBR) and Global Bus for Write (GBW) to achieve the

concurrent operation, and separated Column Select Line (CSL) also works concurrently for
the read of source address and for the write of result-pixel address.

CSLW
GBW

CSLW

X

C SLR (2. 5ns/div)

: Column Select Line for Write
: Global Bus for Write
: Column Select Line for Read
: Global Bus for Read

Figure 3. 14 Waveform of read-modify-write bus
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Figure 3. 1 5 benchmark with read-modify-write bus
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DTB converts the slight signal appeared by the sense-amp into MOS-level signal to secure

the read operation against the concurrent write operation, and that is transferred to GBR. In
write operation, on the other hand DTB drives the sense-amp with respect to the data of

GBW.Additional objective of DTB implementation is the power reduction to eliminate the

noise problem. Proposed DTB and GBR/GBW convert the core voltage to IV for their

power-supply, while the sense-amp and the memorycell still use 2.5V. Figure 3.14 shows the

waveformof GBR and GBW with CSL. The worst case benchmark with proposed
read-modify-write bus is shown in Figure 3.15. The column of I/O access is dramatically

improved in comparison with that of Figure ll, that is functional ratio at I/O pin is 83.3%.

This is the evidence that the read-modify-write bus eliminates the bottleneck appeared in the

internal data bus.

3.3.2 Duplicate page function with the utilization of sense-amplifier

In the experimental 3D frame-buffer, the integration is applied to the internal data bus with

the benefit of high bandwidth provided by wider bus size than I/O pin. Here is another wide

bus utilization provided by sense-amplifier to maximize the data bus for writing, that is

applied to the application of fast erase of screen. The experimental frame-buffer operates a
Duplicate Page Function (DUP) to accelerate the performance of screen erase.
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Figure 3. 16 Duplicate Page (DUP) scheme
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For example, to clear as a color of white means that every pixel should be written to
RGB=24'hOOOOOO. Similarly, all pixels are set to RGB=241iFFFFFF for black and

RGB=241iFFFFOO for yellow. Note that this application of screen erase does not require the

read bandwidth at all, but only a high write bandwidth is an issue.

As shown in Figure 3.16, proposed DUP function does not use column address access. Data
stored in sense-amps is copied directly fromone rowto another in a single cycle. Word-lines

performing row-address per Bank are consecutively activated one after another to transfer

data latched in sense-amps to each row. DUP function provides the maximized writing data

capacity, which 4-Bank times 10,240-bit with the cost of 40ns, the bandwidth provided is
128G-Bps.

Die photos are shown in Figure 3.17 and 3.18 for fabricated 3D frame-buffer with 0.5um

CMOS technology and 0.25um CMOS technology, respectively. Also Table 3.1 and 3.2

constitute the maj or characteristics.

42



Chapter 3 Bandwidth optimization in memoriesfor graphics applications

.1 0M-bit 3D frame-buffer 9.94x 14 18mm?

Integration 21.6mm2 (15.3%)
Level-1 Cache 6.2mm2 (4.4%)
Z-Compare unit 6.2mm2 (4.4%)
A-Blend unit 9.5mm2 (6.7%)
others and glue logic 2.9mm2 (2.1%)

Figure 3. 1 7 Die Photo of experimental frame-buffer with Z-compare and A-blend units

Table 1. 1 Major characteristics of fabricated 3D frame-buffer with O.SumCMOS

l OM-bit 3D Frame-buffer

DRAMembedded
Functional integrations

Data transferring rate
DRAM- Level 1Cache
Level 1Cache - Integration
External I/O

Powerconsumption
DRAM
Cache and Integration

l OM-bit DRAM consists of 4-Banks

Z-compare and A-blend

256-bit at 50MHz

32-bit at 100MHz

32-bit at 100MHz

0.3W at 50MHz
0.6W at 100MHz

Technology O.Sum CMOS 4-poly and 1-AL
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Figure 3. 1 8 Die Photo of fabricated frame-buffer with Pre-Add MPY and 0.25um CMOS

Table 1.2 Major characteristics of fabricated 3D frame-buffer with 0.25um CMOS

40M-bit 3D Frame-buffer

Data transferring rate

Powerconsumption

DRAMembedded

Functional integrations

DRAM-Level 1Cache

External I/O

DRAM
Cache and Integration

40M-bit DRAM consists of 4-Banks

S/Z/W-compare,
A-blend comprises Pre-Add Multiplier,
and W-LUT

1.2Kb for Read and 1.2Kb for Write at 83MHz
(8-pixel/CLK for Src. and 8-pixel/CLK for Result)

66-bit at 166MHz
( 1 -pixel/CLK)

0.6W at 83MHz
LOW at 166MHz

Technology 0.25um CMOS 4-poly and 3-AL

Whereas I described DUP can maximize the write data transferring capacity, that is not

correct in actual. Because true maximized data capacity is rather provided by memorycells
in the place of sense-amplifier as described in Figure 3. 10. Following chapter discusses the

use of such true maximized bandwidth, which every memorycells function simultaneously.
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Chapter 4
Content addressability as further enhanced effective bandwidth capability

4. 1 Introduction

The benefit of content addressability is derived fromthe utilization of maximized data
bus with memory.Every internal memorycell comprises of special integration to carry out a

comparison functions between storage data and search request data in parallel. Such memory,

where functional integration into memorycells is used to perform content addressability

functions, is called content addressable memory(CAM). [25,26] I will first describe how

this comparing function is' performed by memorycell with the explanation of physical cell

structure.

Functionally, a CAMcanbe classified into binary CAM(BCAM) which single bit CAMcell

indicates binary states "0" and "1", and ternary CAM(TCAM) which single bit CAM cell

indicates ternary states "0", "1" and "x"meansdon't care. Nowadays, application prefers

TCAMrather than BCAM in terms of the benefit of performance per cost. This chapter
examines that performance advantage with reference to the cost of physical structure for

each. As further development of this research, the discussion of CAM based application

specific VLSI has started from the network application because it manages the search

operation against a large database muchmoreoften than other applications. Similar to the
physical TCAM analysis, I will examine the performance benefit of CAM based search

operation with respect to the actual application. I will address in the application of

signature-matching, which is one of network applications, in comparison with conventional

tree algorithm.

4.2 Physical structure performing binary CAMand ternary CAMfunctions

CAMis capable of fast search in addition to the other standard memoryfunctions: write

and read with of course storing data. Following section explain how search operation is
conducted in accordance with physical cell structure of binary CAM and ternary CAM
described in 4.2. 1 and 4.2.2, respectively.
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4.2.1 Conventional CAM, binary CAM (BCAM)

The physical structure of single bit CAM cell and an array architecture are shownin Figure
4.1.
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Figure 4.1 CAM cell and array

The search operation is taken place in the match comparing function between the datum

given at input search request data pins and CAM's internal datum arranged horizontally.
Each CAMcell consists ofa search line (SL) pair and a match line (ML), as well as a bit line

(BL) pair and a word line (WL). The plurality of CAMcells arranged horizontally represents

a single entry address with sharing a commonML.Storage data is written with BL and WL,

similar to other memories.Search request datum is transferred from the input pins to the
corresponding SL pair, and ML transmits the output of the search result. When a stored

datum in the entry matches with the searched datum, the previously pulled-up MLkeeps its

high level. On the other hand, ML goes low when stored datum does not match with the

searched datum. As a single ML is shared by the numberof CAMcells within an entry, the
actual comparison task is done between plurality of search request data pins [n:0] and

plurality of CAM cells [n:0] in the place of single bit comparison. As every CAMcell

simultaneously participates in the search operation, the bandwidth provided by memoryis
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certainly maximized as indicated by the entire bit capacity times the operating frequency,
and that is the benefit of content addressability. Also, whenmultiple entry addresses in CAM

are matched to the search request datum at the same time, then the implemented encoder

placed in conjunction with CAMarray resolves the upper address as the final winner, hence

it is typically named Priority Encoder (PE).

4.2.2 TernaryCAM (TCAM)

Recent applications rather prefer the feature of ternary states than binary value stored in each
cell. CAM'S internal data should consist of "0", "1", and "x" means "don't care". The

following example of signature-matching application will illustrate the advantage of ternary

states. In the application of network security, signature-matching is a valuable method to

detect packets that contain somebad viruses. For example, when detecting the word "apple",

the additional similar word "Apple" should also be noticed. The difference of small "a" and

capital "A"canbe identified by ascii-code "61" and "41" respectively. Both "a" and "A"can
be detected by the single stored pattern "01x0 0001", instead of two different patterns "0100

0001" and "01 10 0001". Thus, described application prefers the ternary CAMwith the cost
advantage of saving the memoryspace stored.

Another example emphasizing on the benefit of ternary states is viewed in the application of

packet classification. As described in Figure 4.2, its general classification manneris referred
to the hierarchically established rule, named Longest Prefix Match. [27,28]

In the sense that the priority of a rule becomes higher if it is more specific, those rules are

arranged in the TCAM in decreasing order of priority. The most specific match involving the
longest matched pattern is finally chosen. Although other entries at addresses 0 #7, and #8

are also matched due to the contained 'don't care' positions in the example, the upper most

specific address #4 is finally chosen by the previously described function of priority
encoding.
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#entry Rule list registered in TCAM

#1 R7 R6+R5 R1+R2 R3
#2 R7 R6+R5 Rl| any
#3 R7 R6+R5 R21 any

#4 R7 K6+K5 K4 ! any
# 5 R7 R6 Rl
#6 R7 R5
#7 R7 R6
#8 R7i any

R 7 R 6

R 5

R 2

any means'x' data written in TCAM.
The search result is always 'match'

Figure 4.2 Hierarchically established rules in TCAM

I will now return to the physical hardware structure to illustrate the function of TCAM.

Single bit TCAM cell consists of a comparing circuitry, which is placed between two storage
cells as shown in Figure 4.3.

TCAMunit cell

C e l l 0  s L /S L  C e l l 1

ra n W L

M L

1>
i

1

s

1I
I

I IB I T     I
1

SN O

(storage n od e)

'/ �">c

l l

S N l

I
/B L < 0 > B L < 0
!

B L < 1> /B L <

TCAMarray

Search-request
Data pin ^~\__|

ML<0>

(match line)

ML<1>

SL<n-l> /SL<n-l> SL<n-2> /SL<n-2> à"à". SL<0>

SL(search line) generator

/SL<0>|

Figure 4.3 Ternary CAM cell and Array
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Functional storage data "0" meansthat Cell_0 stores High and Cell_l stores Low.

WhenSearch data is "0", which means SL is Low and /SL is High, the result is "match",

hence MLisn't discharged.

When Search data is "1", which means SL is High and /SL is Low, the result is "miss",

hence MLis discharged.

Functional storage data "1 " meansthat Cell_0 stores Lowand Cell_l stores High.

WhenSearch data is "0", which means SL is Low and /SL is High, the result is "miss",

hence MLis discharged.

WhenSearch data is "1", which means SL is High and /SL is Low, the result is "match",

hence MLisn't discharged.

Functional storage data "x" meansthat Cell_0 stores Lowand Cell_l stores Low.

This is the "don't care" state. Regardless of search data, the result is always "match".

Hence MLisn't discharged by any search data.

Note that it might not correct to use "bit" to count TCAMunit cell, since TCAM involves

three states instead of two states. Actual cost comparison in terms of physical hardware

structure is ten-transistors and sixteen-transistors in the binary CAM cell and in the ternary

CAMcell, respectively. Although ternary CAM states functional cost advantage as 50%

cheaper, i.e. "apple" and "Apple" can be compacted to the single pattern as described, the

physical overhead costs 60% more.Therefore the fair cost advantage of ternary CAMshould

be corrected to 1.6/2=80% of binary CAM. Note that the described sixteen-transistors

TCAMcell is also 2.5x more expensive than a single bit SRAM cell, which consists of only

six-transistors. It should therefore provide at least 2.5x performance gain by TCAM. The

performance advantage of CAMin comparison with the conventional search method using

read operation of SRAM, will be examined in following section.

4.3 Search operation and the application of signature-matching

A search is one of the expensive operations for hardware. Moreover it is now in the

serious performance bottleneck because the database is getting larger and larger as viewed in

the worldwide internet population. The conventional search performance has been indicated
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by the entire data size divided by capable bandwidth during read operation, hence the

performance of search is reduced with the growth of database size. On the other hand, CAM
keeps the performance constant regardless the database size. This section described the

conventional search method using the tree algorithm with the read operation of memoryin

particular application in detail.

Despite improved network infrastructure, which is now an essential part in our daily life, the

network infection with fast increasing number of useless packets is real serious concern.
These useless packets are classified into anomalous packets or misused packets. Anomalous

packets can paralyze the network trafficwith an uncommonlyhuge data size and can lead to
the Denial-of-Service (DoS)' effects, while misused packets can intrude the network services

with various kinds of viruses. Since an efficientand reliable security policy for coping with
this problem is an urgent task, public and private organizations such as the Open Source

Network Intrusion Detection System (from Snortá") [29] are working on the methods for

useless-packet detection and removal to secure the network traffic.Atypical misused packet

with some virus can be identified by a particular combination of network address, port

number,and specific signature. Such knowledge is applied in conventional software-oriented
virus detection like firewalls. However, due to the increasing network speed and the

increasing numberof misused and anomalous packets, dedicated hardware namedIntrusion

Detection Systems (IDS) have appeared. An IDS uses the entire list of identification data for

knowntypes of useless packets and checks each incoming newpacket. The detection of a
misused packet is carried out by searching for a specific signature within the packet, which

is knownto be the characteristic for this type of useless packets. Table 4. 1 shows examples

of misused packets together with the information necessary for identification, which is freely
downloadable fromSnortá".
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Table 4. 1 Examples of identification data for useless packets

Snort ID TCP/UDP Specific signature Detection task
source destinati on

Invalid login PC remote login fail

login¥: root Telnet root restriction

|00|.|00|E|00|M|00|L Nimda virus

/wsisa.dll/Wservice= Administration access
&&WSMadmin

This information is typically given by the combination of a source- and/or destination-port

numberspecified in the packet header and an additional specific signature. As described,
conventional detection task such as firewalls were on the basis of software programs, and

such software solutions are becoming a serious performance bottleneck Moreover, the

detection task of useless packets is more complicated, because it requires a search through

the complete payload. Wecommonlycall the part of a packet, which contains the routing

information through the network (MAC, IP, TCP/UDP) 'header', and the other part, which
involves the contents 'payload'. While the search through the header is relatively easy due to

the header's specified structure and its small number of bytes, the search through the

packet's payload is quite difficult because the specific signature may be hidden at any

position within the data.

4.3.1. Conventional search operation with tree algorithm

Figure 4.4 shows the example of specific-signature search with the tree algorithm [30].

Characters are expressed with bytes in ASCII-code, which uses 128 combinational
possibilities (0x00 to Ox7f in hexagonal notation) and reserves the remaining 128

possibilities for other purposes. A single bit-tree unit consists of a comparator and two output

paths, i.e. OUT_0is selected if the comparing result with data-zero is matched while OUT_1

is selected if the comparing result with data-one is matched. With this single-bit unit, an 8-bit
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tree can be constructed and can be applied to identity one of 128 characters. The 8-bit tree

unit is named 'byte-tree' and can be similarly used to construct a 16-byte tree to identify a

specific signature with 16 characters length. The concept of tree algorithm realizes a

sequential check with match comparing.

0x00,

OxOO/~AOx7f

0
\ 0x7f

à"\

A-

byte( S-bit)

'«

«>&$££

l a 4
1 6-byte

00... 4f42...7f!

'A' *B'

used

�AAAAA-A
byte-tree

Figure 4.4 Tree algorithm for 1 6-character search

Total tree-unit size to search for 16-character signatures is given by the
15

formula Size =^]l28n à"{(V2m)/2}. As this size is too large to be built completely in
n=0 m=0

hardware, a commoncompromise is to use a byte-tree unit in hardware, and supply the

additional information of the searched signatures by reading 128-bit data words froman

outside memory.
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byte-tree hardware unit
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Fatch w itfi ' A nnlp'

Figure 4.5 Conventional pipelined signature search based on tree algorithm

Figure 4.5 shows a conventionally applied example of pipelined signature search based on

described tree algorithm. Each of the 128-bit data corresponds to 1 of the 128 characters,
which mayor maynot match to a specific signature in the 1 6-character string at the currently

checked position. Namely, a logical 1 means that the character maybe appearing in one of

the searched-for specific signatures, while a logical 0 means that none of the specific

signatures continues with this character at the currently checked position. Therefore, once a
0 appears during the sequential check of a 16-character string, it is known that this string

doesn't match to any of the searched-for signatures and further processing of this string can

be stopped.

In fact, it is also difficult to store the 128-bit data words for all positions in the virtual tree,
15

i.e. for ^ 128" positions. The information data typically stored in the outside memoryis at
n=0

the positions where the result of the sequential check keeps logical 1 , while the information

data is no longer stored once logical 0 appears. Advantages of the described sequential

search with a byte tree are an easy search stop with the appearance of logical 0 at a certain

character position and an easy reconfiguration feature in case of newly appearing signatures
because the specific signatures of useless packets are updated so often. Since it is completely

unknownwherea specific signature is hidden in the packet payload, a byte-shifted pipeline
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is a desired feature to examine the payload in character-by-character manner.However,a
serious problem of this signature search is an extremely high access bandwidth required for

the outside memory.In the example of a search for 16-character signatures, which uses 16

pipeline stages with byte trees, each stage may need a 128-bit data word fromthe outside

memoryin each clock cycle. At an operating frequency of 50MHz, which corresponds to

50M-Bps (400M-bps) signature-search speed, the required bandwidth for the outside
memoryis already up to 12.8G-Bps (128-bit x 16-pipeline x 50MHz). Although 400M-bps

signature-search speed is below today's Ethernet speed of IG-bps, 12.8G-Bps memory

bandwidth is a big challenge for existing memories.

4.3.2 CAMbased search with its advantages and problems

The example shownin Figure 4.6 introduces the concept of CAMbased search operation in

the application of signature-matching comprising 8-byte length for signatures. Character
strings of 8-byte length are extracted from the packet contents and are compared to the

signature database registered in the CAM. The strings are continuously extracted in

byte-shifted manneruntil the end of the packet contents is reached. [31,32] The difficult

problem in the virus detection is that it is not easy to know the position of specific signature

in the packet contents. As a virus signature maybe hidden anywhere, a simpler search within
a restricted range is not sufficient. Described concept is capable of virus detection hidden

anywhere with CAM's performance advantage. The performance level described in the

previous section would require 50M-sps, which is already possible with CAM-parts

presently available on the market. Therefore, it is likely that TCAM based signature

matching is easier and can replace the conventional tree algorithm. However,further serious
problems as discussed below should be addressed and fixed.
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Packet contents
... ABCDWarningEFGAttackHIJKLMTestOPQRS.

Extraction and Compare

Offset0 -
Offset 1

ABCDWam
> BCDWarni

Search

Offset4 -> WamingE[ Match with#1

Offset 5 -*à"arningEF

#1 WarningE

à"à"à"à"

#10 AttackH

Offset 14- AttackH | Match with #10 | sionoi,á". H««h«c

Offset 15-+ ttackHI

Figure 4.6 Concept of CAMbased signature search

High bandwidth with the cost ofpower dissipation

CAM'sinternal bandwidth during the search operation sums up to total storage capacity
times search speed, e.g. 6.25T-Bps in case of 1Mb CAMwith the performance of 50M-sps.
There is no doubt that bandwidth capacity provided by CAM is much higher than other

commodity memories,however this performance comesat the cost of power dissipation.

Typical power dissipations of CAM production part at the search speed of 50M-sps are

approximately 2W and 6W with storage capacity of 1Mb and 4.5Mb, respectively. In recent

years, a considerable number of studies have been conducted on methods for CAM's power
reduction. Proposed methods are to eliminate extra comparing operations by means of a

pre-search [33] as well as the minimization of the number of MLpre-charges [34]. Also, a

special sensing technology [35] and a special swing [36] have been proposed for ML.
Unfortunately, the contribution fromthese research results isn't visible on the market yet.

Here we report additional power-reduction methods, which are driven by the special
properties of the signature-matching application.

Lack of external bandwidth

Signature-matching with a specific network address and/or port numberis surely useful for
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virus detection. However,the problem is the search-request data length is typically long. For

example, in case of the combination of 32-bit for the address and 32 characters for the

signature, it becomes necessary to supply 288 bits of search-request data to the GAMin each
search cycle. The actual search performance of the CAMcan often be limited due to the lack

of external I/O bandwidth.

Complicated lookup method

Today's detection of useless packets is getting more and morecomplicated. Sometimes even

multiple-matches with various signatures and/or a magnitude-compare operation for the

network address are needed. Since presently available CAM is just capable of an exact

match, additional developments and research efforts are desired for this kind of further

application.

These problems, the huge power dissipation in particular, also gives us a serious question

with reference to various scaling factors. Both the advantage of fast search and the problem

of power dissipation greatly depend on the number of hardware elements on the silicon

functioning simultaneously, and therefore the technological scaling factors only drive power
in the increase direction. This serious problem with scaling will be investigated prior to the

discussion of high bandwidth specific VLSI. Following chapter describes the experimental

study to ensure the scalability.
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Chapter 5
Experimental study of content addressability integration onto memory

5. 1 Introduction to the previous state of art

So far, I have outlined features and benefits of fast search provided by CAM with

network applications, whereas I encountered the difficulty of power dissipation when I aim
to develop the discussion toward CAMbased specific VLSI. Although there are many

reports on application specific integrated circuits, which are based on DRAMor SRAM

cores (AS memories), reports on CAM-basedare very rare. In my view, the main reason for

this situation is closely related to the issue of power dissipation. I have therefore prioritized

the work for the minimization of power in CAMcore. Allowing the scaling issue of power, I
conducted an experimental study to examine the power reduction technology as well as the

qualification of fast search before developing the discussion of CAM based application

specific VLSI. In the experiment, SRAMbased CAMcell and DRAMbased CAMcell

[37,38] are implemented together to evaluate each individual benefit. A good place to start

mypowerreduction technology in this experiment is a hierarchical pipelined partial search.

[39-41] In fact, I also expected the additional benefit, that is high-speed operation can be
carried out by the pipelined architecture. Despite the examination of power, a quite

unexpected defect problem has arisen in this experiment, in which the defect rate of CAM

wasapproximately 2x higher than SRAM, although they are placed on the same chip silicon

space. That deserves careful attention as serious negative scaling, because both the cost of
power and the cost defect seem to keep increasing with the growth of CAMdensity driven

by various scaling factors performed on the silicon surface. The primary consideration

should be turned to make such scaling factors of the content addressability more reliable.

This chapter limits the discussion in the experiment with its evaluation. Further technical

proposals related the cost of power and the cost of defect are discussed in chapter 6 and
chapter 7, respectively.

5.2 Hierarchical pipelined partial search

Amajor contribution to power reduction can be carried out frompreviously proposed

pipelined search. Figure 5.1 shows the block diagram and the time chart of that power
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reduction scheme, wherepipelining structures are implemented in MLdirection as well as in
SL direction. The concept is to forward the search process from one pipeline stage to the

next stage only for MLs which resulted a match in the previous stage. Furthermore, if

not-matching results occurred on all MLs of the previous sub-array, the SLs of the sub-array

of the following pipeline stage are completely deactivated for the purpose of further power
saving.
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Figure 5 .1 Hierarchical pipelined searchconcept

Figure 5.2 illustrates moredetailed ML control schemein the sub-array.Conditional ML
charging has to be applied, which depends on the search result in the previous pipeline stage.

Note that all ML are reset to zero-level in all pipeline stages after each clock cycle. The point

is that ML reset is inevitable since remaining high-levels froma matchon a sub-arrayML

can falsify the search result in the next clock cycle. For example, whenall MLs in a
particular sub-arrayare missed, the SLs of the next pipeline stage are totally deactivated as

described in the timing chart of Figure 5.1. Without an overall MLreset, the next pipeline

stage would completely lose the function to reset its MLs. Therefore high levels would

remainmistakenly on MLswherethe search result in the previous clock cycle wasa match.
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Figure 5.2 Example of ML control in a conventional pipelined search

Figure 5.3 explains the overall ML-reset with timing charts for the miss case (Fig. 5.3-a) and

the match case (Fig. 5.3-b) and highlights additionally power dissipation by shaded areas.
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In the conventional non-pipelined search, MLs stay at high-level if the search result is a
match, hence no power is consumed. On the other hand, MLs in each sub-array of the

pipelined search have to be discharged every clock cycle to avoid falsified results.

In the evaluation of the experiment, extra power dissipation is notable especially in the case

that large numbers of matching results are forwarded to the next pipelining stage.

Consequently, the main powerconsumption in pipelined search occurs in the CAMarea with
matches, while the main powerconsumption for conventional non-pipelined search occurs in

the CAMarea with misses. Dueto these considerations with that experimental evaluation, an

application with a high probability of large number of multiple matches will not benefit

muchfromthis pipelined search power reduction scheme. Unfortunately, the desired feature
of ternary states in a CAM definitely increases the numberof multiple matches. This is also

evident in the longest prefix match described in the previous hierarchically established rule

in previously described Figure 4.2

#bit

#entry

#bit

#entry

Fig. 5.4-a non-pipelined search Fig. 5.4-b pipelined search

Powerdissipation on match lines

No powerdissipation on match lines

{#entry - #match}#bit > {#entry + #match}#bit 12
#match < {#entry} times 33%

Figure 5.4 Relation between powerdissipation and numberof multiple matches

Figure 5.4 explains a simple geometrical estimate of the CAM areas where power dissipation

occurs under multiple matches for the conventional non-pipelined (Fig. 5.4-a) and pipelined

(Fig. 5.4-b) search schemes. According to Fig. 5.4-a, the area of power dissipation for the

conventional non-pipelined search is proportional to {#entry - #match} times #bit. On the
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other hand, Fig. 5.4-b shows that if the match area is approximated to reduce linearly with

proceeding pipeline stages, the power-dissipation area for the pipelined search becomes

{#entry + #match}/2 times #bit. Accordingly, the active-area comparison suggests that the

conventional pipeline concept can be expected to offer a reduction of power dissipation only
if the number of matches is less than one third of the number of entries in the CAM, i.e.

#match should be less than #entry/3. Actually, the circuit overhead for pipelining must be

included in this estimate, hence the critical numberof matches should be considerably lower

than one third of the CAM-entry number.Despite the expectation of double benefits in the

hierarchical pipelined partial search scheme, one is power saving and the other is fast search,

I noticed that further improvement workis desired.

5.3 Comparison of DRAMbased CAMcell and SRAMbased CAMcell

Another evaluation conducted in the experimental study is the characterization of
DRAMbased CAM. Similar to the comparison between DRAMcell and SRAM cell,

experimental DRAMbased CAMaims to prioritize the small cell size. A DRAMbased cell

consists of six transistors and two capacitors. Two transistors and two capacitors are

responsible for the storage of ternary states, in actual four possible states, and two serial

transistors perform match comparingwith the search-line data.

It is previously known that serial transistors seriously affect the cost advantage carried out

fromDRAMstructure. Therefore, the technology used in this experiment is to hide that area

overhead caused by serial transistors under the storage capacitor as shownin Figure 5.5.

While the DRAMbased CAM cell area performed on the experimental chip is 3.5um2,

which is approximately 60% of a SRAMbased design, typical area reduction provided by

DRAMstructure should be 80% smaller than that of SRAM. Honestly, the given

contribution numberof 60% is unfortunately doubtful to emphasize the advantage of DRAM
based CAM cell.
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Figure 5.5 DRAM based CAM

Anadditional functional difficulty of DRAMbased CAMin comparison with SRAMbased

CAMis the need of refresh cycle. [42] Since the electrical charge dynamically stacked on
the storage capacitor is unavoidable to be reduced and is finally disappeared, and this

electrical charge is also used for gate level voltage at the search transistor, therefore

additional concern related the refresh operation arises in DRAM based CAM.General

DRAMrefresh cycle is managed by the sense-amp to recover the high-level for each cell.

Bit-lines are first equalized, and then word-line asserts for the need of refresh. The electrical

charge in a particular cell is transferred to bit-line and the sense-amp re-stores as complete

high-level. In this experimental evaluation, it takes several nano-seconds for the completion
of refresh, and this refresh cycle is required every hundred nano-seconds. Consequently, the

refresh cycles required in DRAMbased CAMreduce the search performance by the factor of

several percents.
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Figure 5.6 Proposed transparent schedule to hide refresh

ATransparently Scheduled Refresh is proposed and verified later. [43] This concept is not to

managethe timing of search and refresh simultaneously, but to schedule each event

separately. Since the duration of search operation can be divided into the event of pre-charge

period and the search period, and the voltage level of storage cell is only referred during the
search period, the refresh operation can be allowed to schedule in the duration of pre-charge
as shown Figure 5.6.

5.4 Unsolved serious problems related the defect rate

The experiment with its evaluation revealed that the examined hierarchical pipelined

partial search is not reliable to apply to real application specific VLSI because the

contribution of power saving depends too much on the application's handling of multiple

matches. Additional improvement work is desired, and that is described in chapter 6. The
examined cell-area reduction carried out by DRAMbased CAM structure is 60%, that

numberunfortunately loses fundamental benefit of DRAMbased structure.

However,moreserious problem occurred in the experimental evaluation wasthe defect rate.
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Although various memorieswereplaced on the same silicon, the defect rate of CAMwas
higher than other circuitries. As shown in Figure 5.7, the difference between SRAM and

CAMwasnotable when SRAMyield less than 60%.
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Figure 5.7 Test yield difference between SRAMand CAM

For example, when SRAMyield was 60%, the yield of CAMwas approximately 40%. When
SRAMyield was 60% to 50%, the yield of CAMwas40% to 10%, that was almost one half

or less of SRAM yield.

This is a serious problem despite the advantage of high bandwidth content addressability.

Conducted defect analysis with respect to the physical structure of content addressability and
further improvement work are described in chapter 7.
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Chapter 6

Newly developed power reduction technologies for CAM

6. 1 Introduction to the previous state of the art

There is no doubt that content addressability performed on memoryeffectively boosts

the bandwidth capability during search in place of conventional read operation with Tree

algorithm. It was pointed out in previous chapter, howeverthis performance comeswith the

huge cost of power dissipation and also additionally noticed high defect. I limited this

chapter to the discussion of technologies related to the cost of power, while the discussion
related the cost of defect is described in chapter 7.

Neither minimization of transistors nor core voltage reduction provided by the scaling can

solve the problem of power in CAM.Referring to the power with technological scaling

factors as shownin table 6. 1 , it unfortunately drives the power dissipation to the direction of

increase much more.Likewise, the actual production data in the table shows unreliable
scaling despite the expectation of content addressability as a candidate of future high

bandwidth solution.

Table 6.1 Technology trend and the Scaling of Power

I  S O n m  te c h .   1  3 0 n m  te c h .   9 0 n m  te c h .     S c a lin g  r a tio

C A M  d e n s ity    4 .5 M b    9 M b    1  8 M b    N =  W  0  0 - A 5y ear

C o re V o lta g e   1 .5 V   U V   1 .O V   F = ~ .8 3 - V os c a lin g ra tio   1  r f) R O  J  I  * () X I  J

P e rfo rm a n c e   8 3 M sp s  lO O M s p s  1 2 5 M sp s  F = ~ 1 2 5 -F Qs n a K ttv ra ti n   ¥  r / 7 3  1  I  r / ? ^  JS c a lin g ra ti o   '  jc7 .2 3 - J  "  x l .2 5

O th e rs  te c h n o lo g y  p ara m e te rs
A r e a (c e ll) r a ti o  x O .7     x O .7       A = ~ .7 -A o

C (l /to x )  ra ti o   x l .3     x l .3        O  - 1 .3  -  Q )

Q = N -A -C -V

            p = iQ mV 'FA ctu a l p r o d u c tio n           OM e a su r̂ d P o w e r  ~ 3 '9 W  ~ 5 '8W  ~ 9 '1W   +

s c a lin g  r a tio      �"1  /0     �"1  6         0 .0  - P o
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I have therefore conducted to achieve the reliable scaling in terms of power for the content
addressability first. This chapter discusses and proposes power reduction technologies with

an improved hierarchical pipelined partial search based on the experiment described in

previous chapter. Over and above that, 2-bit encoded cell and flexible internal partitioning

are further power reduction technologies directed to the application usage.

6.2 Improved hierarchical pipelined partial search

It is necessary to make an additional proposal over the conventional pipelined search,

especially for the case of multiple matches. As described previously, not only signature
matching but most major applications of TCAM commonlymanagea large number of

multiple matches. Figure 6. 1 illustrates an improved pipelined-search concept for 2 pipeline

stages. Instead of the conventional simple forwarding concept, the final match is generated
by a logic AND function of both the 1st stage and 2nd stage match result.

ML<0>_previous -Reg.
\

Figure 6. 1 Proposed circuitry for pipelined search with further power reduction

As shownin the time chart Figure 6.2, the proposed concept saves power dissipation by the

removal of the overall ML-reset. Even if high-levels remain on manyML_next,they do not
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need to be discharged, because the final match generation always looks at both ML_previous

and ML_next,instead of simply forwarding the result of ML_previous to ML_next.

1 -pipeline cycle

ML_previous

ML_previous -Reg.

ML_next

Final Match

4 4 l
m atc h s j m atch m iss

0 ^ ¥
       **̂  Aen a b le      i  )

p re -c h a rg e
!4 0 ep H

SI
*

Final Match is generated by
{ML_previous} &&{ML_next}

Figure 6.2 Time chart of the proposed improved pipelined search

In the example where 0%-match happens consecutively, that is known as the worst case

power dissipation for non-pipelined search, the 2-stage pipelined search reduces 50% of the
powerdissipation with both the conventional and newly proposed improved concept because
the actual search only occurs at the 1st pipeline stage and therefore SLs and MLs of the 2nd

stage are completely deactivated by the pipeline control. In contrast, all MLs continuously

repeat charging and discharging in the non-pipelined search. The other example where

1 00%-match happens consecutively, that is known as the best case power dissipation for the
non-pipelined search, because all SLs are activated but MLs remain at high-level. In this best
case scenario, MLs at the 2nd stage are continuously charged and discharged by the described

overall ML-reset in the conventional pipelined search. However,according to the improved
pipelined search, MLs at the 2nd stage can keep their high-level due to the removal of the

overall ML-reset. As a result, the proposed concept maintains both the benefit of the
pipelined search seen in the 0%-match example and the benefit of the non-pipelined search

seen in the 1 00%-match example.
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6.3 2-bit encoded storage and for power-reduction of search-line data generation

The second application-driven power saving proposal aims at reducing the SL power

dissipation. For the applications of network-address matching, such as for MAC and IP

addresses, SL pair needs to be mask-able because each pair corresponds to the network

address. Since the smallest unit, which has to be mask-able is not a bit but a byte if the
application is limited to signature based, because a signature consists of a byte, e.g. 0100

0001" and "01 10 0001" to represent "a" and "A"respectively. Therefore, such application

allows that a single mask bit can be used in commonfor each byte (eight-bit unit) within the

search request data. Based on this special property of the signature-oriented application, I

canencode the internal search request data and the other data stored in the TCAMby option,
to minimize the SL power dissipation. While the encoding of TCAMdata was also recently

proposed to achieve a minimization of the required storage capacity [44], the purpose of

proposed encoding in this work is different, that is focusing on the power reduction by

managing the SL generation. According to the conventional SL generation, the eight bits of

each byte in the search data are grouped into 4 pairs of two bits and the storage units in the
TCAMare correspondingly grouped into pairs of two storage units. As shownin Figure 6.3

which is the conventional model, a pair of two TCAMunit cells comprises four search lines
/SL<0>, SL<0>, 7SL<1>, and SL<1>.

SL<1> /SL<1 > SL<0> /SL<0>

SNOH-I
o

oo
<1>

SN1
<1>

SNO -
<0>

ML

bit<l> ^Lx *0 bit<0> ^
^V "V . "V "V

FromSearch Request data pin

S e a rc h  r e q u e s t  d a ta

/S L < 0 >

S L < 0 >

/S L < 1>

S L < 1  >

r s ea r c h  j  y se a rc h  {  y se a r cL  2 'b O ｫ  A .  2 'b O l!  A .  2 'b l fl

/ r ¥
m ^ M l(  ¥ ti l

/ (
{ B ^^^ ^H !/ /

à " >T w oo u to f f o u r S L s
I a r e a c t i v a t e d .

Figure 6.3 Conventional schemeof SL generat ion
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In this architecture, /SL<0> and /SL<1> represent the inverted values of SL<0> and SL<1>,

respectively, therefore a high-level for 2 out of these 4 SLs has to be generated under any

search configuration. On the contrary, the proposal here is to use these 4 SLs to search for

the 4 possible combinations, which are namely bit pairs 00, 01, 10 and ll, as indicated in

Figure 6.4. In this way the number of SLs asserted from low-level to high-level can be
reduced to only 1 out of4. SL power dissipation is easily expected to reduce by a factor of2
to50%.

In addition, the stored data in cells a, b, c and d in Figure 6.4 has to correctly represent the 9

possible data combinations of the 2 ternary storage units, that is to correct the functional
correspondence to the described SL encoding proposal. A suitable encoding possibility and

the corresponding functional truth table are listed in Table 6.2.

SL1 1 SL10 SL01 SLOO

ooo

ML

'V . *V 'V

FromSearch Request data pin

Search request data

SLOO

SLOl

SL lO

SL ll

y search {A . 2'bOO y searchA . 2'bOl V search |A . 2'blfl search2'b l

f �" �" :i
II

r ^ �"�"1
I /  ¥ 1

i

Î B /

à "O n eo u to f f o u r S L s
i s a c t i v a t e d .

Figure 6.4 Proposed 2-bit encoding for reduced SL powerdissipat ion
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Table 6.2 Encoding for data storage and corresponding truth table

# 1

# 2

# 3

# 4

# 5

# 6

# 7

# 8

# 9

E n c o d e d  d a ta  sto ra g e S e a rch O O S ea rc h  0 1 S ea rc h l  O S e arc h !  1
S L O O  as se rts S L O l  as serts S L lO  as se rts S L l  la s se rts

 S to re  X X

a =O ,  b = 0 ,  c = 0 ,  d = 0
[m a tc h ] [m atc h ] [m a tch ] [m atc h ]

 S to re  X O

a = 0 ,  b = l,  c = 0 ,  d = l
[m a tc h ] d is c h a r g e [m a tch ] d is c h a r g e

 S to re  X I

a = l,  b = 0 ,  c = l,  d = 0
d is c h a rg e [m atc h ] d is c h a r g e [m a tc h ]

 S tor e  O X

a = 0 ,  b = 0 ,  c = l,  d = l
[m a tc h ] [m atch ] d is c h a r g e d is c h a r g e

 S to r e  0 0

a = 0 ,  b = l,  c = l,  d = l
[m atc h ] d is c h a rg e d isc h a r g e d is c h a r g e

 S to r e  0 1

* = !,  b = 0 ,  c = l,  d = l
d is c h a rg e [m atch ] d isc h a r g e d is c h a r g e

 S to re  IX

a = l,  b = l,  ĉ O ,  <J= 0
d is c h a rg e d is c h a rg e [m a tc h ] [m a tc h ]

 S to r e  1 0

a = l,  b = l,  e - 0 ,  d = l
d is c h a rg e d isc h a rg e [m atc h ] d is c h a rg e

 S to r e  1  1

a = l, b = l,  c = l,  d = 0
d is c h a rg e d is c h a rg e d isc h a r g e [m a tch ]

6.4 Dynamically configurable flexible partitioning

The next powerreduction technology is especially addressed to the high-density CAM.

A high-density integration is a standard technological trend in memoryand is driven by
various scaling factors performed in the silicon surface, such as minimization of transistors

and implementation of moresignal lines.

Onthe other hand, the high density CAMenables multiple table lookup for the different
purposes in a single chip fromthe application's point of view. Figure 6.5 shows the example

of multiple different purposes of lookup in the network application. Nowadays, such

multiple table lookups per single packet are commonly required feature. For example,

forwarding refers to the destination address contained in the packet header. Classifying refers
to the source address, the destination address and often to the upper layers for other purposes

of accounting. In addition, as a more complexity manner, table lookups like Quality of

Service (QoS) to prioritize the forwarding order and Packet Filtering to exclude particular

packets fromforwarding are also getting more common.
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MAC T CP/UDP

iPre-ambldl Src. | Dst II Src. | Dst. If Src. I Dst. ll Payload

Forwarding

Clas sifying

Filtering

Signature-matching

Forwarding Classifying

Filtering Signature-matching

Figure 6.5 Multiple purposes of table lookup

For memoryhardware, the difficult table lookup manner in the described network

application is that each table size is not constant but each application requires quite unique

table size. Moreover, sometypes of table are overlapped by multiple lookup purposes as
shown in the figure. Unfortunately, commonpartitioning provided by memoryhas been

realized with bank architecture, where the most significant address bit is used, [45] hence, is

capable of only partitioning space into banks of the same size. Consequently, it is quite

difficult to perform the appropriate partitioning in CAM. Therefore extra memoryspace

often participates to the search operation, even though it might be redundant to lookup in
actual application. [46] This has resulted in two problems, one is the concern of unexpected

hit occurred fromextra lookup table, and the other is the increase of power dissipation. The

proposed technology in this work is that users and application should namethe additional

bits per each bank as the identification of lookup purpose, for example, user can name
ID=4'bOOOO as MACsrc. applied into Bank 0 through BankS, and namesID=4'b0011 as IP

dst. applied into Bank 4 through 7. Having additional 4-bit pins can provide which table is

indexed. Although this proposal requires 4-bit extra input pins, flexible partitioning is easily

achieved, hi this work, additional unique concept applied to the internal partitioning with

specialized identification is the use of 'don't care'. More detailed feature, which is namely
programmable configurable flexible partitioning, is described in chapter 8.

76



Chapter 6 Newly developed power reduction technologies for CAM

References

[44] Satoru Hanzawa, Takeshi Sakata, Kazuhiko Kajigaya, Riichirou Takemura, and

Takayuki Kawahara, "Pipeline Dynamic CAMbased on One-Hot-Spot Block Code for Use

in Network Router," Technical Report of IEICE SDM2004-1 20, ICD2004-62, pp. 1 -5 (2004).

[45] K. Mai, E. Alon, D. Liu, Y. Kim, D. Patll, and M. Horowitz, "Architecture and Circuit

techniques for a Re-configurable Memory Block," ISSCC 2004, Dig., Session 27, 27.5 (Feb.
2004).

[46] G Kasai, Y. Takarabe, K. Furumi, and M. Yoneda, "200MHz/200Msps 3.2W at 1.5V

Vdd, 9.4Mbits Ternary CAM with New Charge Injection Match Detect Circuits and Bank

Selection Scheme," IEEE Custom Integrated Circuits Conference, pp.387-390 (2003).

77



Chapter 7 Newly developed CAM-defect repairing technologies enabling cost-per-bit scalability

Chapter 7

Newly developed CAM-defect repairing technologies enabling cost-per-bit scalability

7. 1 Introduction to the previous state of art

Based on previously described experimental result, this chapter addresses the physical
CAMcell structure defect analysis performed on the silicon as well as the influence of

particle density. As shown in chapter 5, the defect rate observed in CAM area was

approximately 2x higher than other circuitries, even though they were placed on the same

silicon. Another related problem to this situation is today's market price. The price-per-bit of

CAMis approximately 20x higher than that of SRAM. I can formulate the hypothesis,

whereas the market price is used to depend on various factors such as the balance of supply
versus demand and/or competitions, the complicated physical cell structure to perform

content addressability had the adverse effect of increasing the defect rate. Apparently it

affects the production cost, and therefore CAM's market price is extremely high. This raises

a serious question in the view of content addressability despite the value of high bandwidth
during search. Unfortunately, little attention has been given to the analysis of defect rate

especially in CAM.The conventional defect analysis methodology has been mainly focused

onthe particle density, and hence there is not an adequate explanation of why only CAMhas

been damaged by the particle more seriously than other circuitries. No speculation has taken

place concerning the physical structure. I propose a model of defect analysis, which needs to

incorporate the physical structure on the silicon, and verify that the higher defect rate is
certainly caused by the complicated physical structure enabling content addressability.

Secondly, I have employed further technologies because I cannot develop the CAMbased

application specific VLSI unless such unreliable problem occurred in CAMcell is eliminated.

It is hard to decrease the particle density, therefore I pay more attention on whether defects
are repairable or non-repairable in this analysis, and propose a unique redundancy

technology to repair the repairable defects. It must be examined that the cost per bit-cell at

post-test is significantly improved by the repair technology, eventhe yield at pre-test is low.

Nevertheless, various scaling factor may keep increasing the defect rate in terms of

minimizing line and space. The establishment of the cost per bit-cell is a key for reliable
scalability.
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7.2 Negative binominal model and defect analysis

As the first step of the defect analysis in this work, the negative binominal equation,

which is one of well-known models for the yield prediction, is used. [47-50]

Y=l/(l+D0A/aY

Y

Do

A

a

7-1

Yield estimate [%]

Particle density [pcs. per unit-area]

Area [unit-area]
Cluster parameter

The equation 7-1 is simply referred to the particle density per unit area, however no

speculation has taken place concerning the dependence of physical structure laid-out on

silicon. The optimal formula, which encompasses all factors described in the experimental

study in chapter 5, has not been proposed yet. There seems to be no established theory to

explain why higher defect rate occurs in the structure to perform the content addressability.
Figure 7.1 illustrates how I determine the defect rate F(X), by walking a virtual particle

around the drawing of entire CAMcell using computer graphics analysis. It depends on the

location where the virtual particle hits, whether it results in a defect or not. Also, the defect

can be categorized as repairable or non-repairable, which depends on the particle-size and

location. For example, it is categorized as repairable if a particle hits the bit-line only, while
it is categorized as non-repairable if a particle causes an electrical connection between power
and ground.

0.5 1.0 1.5 2.0

X Particle size (um)

Figure 7. 1 defect analysis method Figure 7.2 Defect rate vs. particle size
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The defect rate analysis with the classification of repairable and non-repairable is shown in

Figure 7.2. In general, particles with small size occur moreoften than particles with large
size.

7-2

particle probability [pcs. per unit area]
particle size [urn]
depends on the quality level of production site

By combining the defect analysis shown in
Figure 7.2 with the particle probability of

equation 7-2 this effect is included. The result

Figure 7.3 shows a schematic plot of equation

7-2 with the model of typical, best, and worst

status of the manufacturing facility,
respectively. Note that P(X) just states the

particle probability, so that it is not directly

related to the yield-relevant defect-particle

prob ab ility.

P(X)

£*
0

o "05

0&

P(X) OCX
-Of

' « £>

0
*>0

.."e/
""*à"à"à"« "*

Best model **"à"à"à"»..

X Particlesize(um)

Figure 7.3 Probability vs. particle size

Next, by combining the defect rate analysis for the layout shown in Figure 7.2 with the

particle probability shown in Figure 7.3, the resulted actual defect particle probability

F(X)P(X) as a function of particle size Xrepresents more accurate account of the probability

for failures and yield degradation.

Finally, integrated F(X)P(X) obtaining the relevant defect-particle density DO CAM,and also
DO_SRAMin case of SRAMare represented.

\F(X)P(X)dX => D0_CAM

\F(X)P(X)dX => DQ_SRAM

7-3

7-4

\F(X)P(X)0X =>Do_CAMcorresponds to the striped area in Figure 7.4. This area shows
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the defect-particle density for the CAMis approximately 1.5 times larger than for the SRAM

(£>o_SRAM) in the case of a typical process-line model. The factor increases to almost 2x for

a worst process-line model study (not described).

CAMat typical
F(X)P(X)

SRAMat typical (reference)

1"B
a&'

I'
a

77777

F(X)P(X)
0

sà"

Se

fallIIIll.0\F(X)F(J0K -
=^»nn r*Aiu / /i

f. /////// ITrTTi 1II
0. 0 0.2 0.4 0.6 0.8 1.0 1.2 1. 4 1.6 1.6 20

XParticle size (urn)

\F(X)P(X)dX^^[ RePalrable

=>DU SRAM

0.0 0.2 0.4 0. 6 0.8 1.0 1.2 1.4 1.6

XParticle size (um)

Figure 7.4.a True Defect particle probability vs. particle size Figure 7.4.b True Defect particle probability vs. particle size

Provided DOby the analysis methodology indicates true particle density, which certainly

causes the defect in memorycell. This computation is applied to the negative binominal

model of equation 7-1 again to predict more accurate yield. I can quantitatively determine
the yield reduction due to CAM's unique signal lines SL and MLin comparison to SRAM.

With the worst process-line model, the computed pre-test yield is 33.6% in the SRAM case,

and only 15.6% in the CAM case per unit density, which is equivalent to the result of

experimental study. Note that ^F(X)P(X)dX shown by the striped area consists of

repairable and non-repairable defects. It is known that the non-repairable area in CAMis not

significantly higher, although total striped area is 2x larger than SRAM. Therefore, even if

the yield at pre-test is low, it should be able to improve by repairing with redundant circuitry.

That is not special but a commonlyused technology in today's standard low cost memories.

7.3 Issue of priority resolving and its effect on the repairing technology

Repair technology can be a solution to make the cost of CAMbit-cell competitive to
other memories.Although repairing is a commontechnology in memorymanufacturing

[51,52], it is actually not easy to apply to CAM.The dominant factor why CAMis much
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moreexpensive than other memories is hidden in the difficulty of repairing.

CAM'sinternal address is partitioned into a decoded address just like in other memories,
howeverthe output is encoded again. Furthermore, its encoder cell has to communicatewith

each other for the purpose of priority resolving, and to indicate the lower numberof address

as the final winner. For example, whenthree entry-address #0 #1 and #2 are matched at the

sametime in the search operation, these hit addresses start the communication with each

other, assuring that address #1 is stronger than address #2, and address #0 is stronger than

address#l, and therefore address#0 is indicated as the final match address. This priority
deciding communication must be maintained, even if redundancy is used. It is a very

difficult task, because the repairing technology by redundancy conventionally means a

complete replacement with memoryrows or columns at a different location. As a result,

post-test yield cannot be recovered by utilizing this poor repairing method in conventional

CAM.Based on the fact that yield loss occurs both at pre-test and post-test due to
complicated cell structure and poor redundancy and repair technology, CAM's production

yield is significantly low and these are the main reasons why CAMcannot becomea price

competitive memory.

7.4 Developed redundancy-based repairing technology

The requirement confirmed is to keep the row addressing in the decreasing order of

priority. Even if a failure occurs and repair circuitry is used, it is not allowed to re-arrange

the order of row addressing. Figure 7.5 shows a block diagram of proposed CAM
redundancy.

Twodifferent repairing technologies are combined together to ensure that the row addressing

order is unchanged. The first repairing method is managed by software, which is located

between the input pin and the CAM core. The second repairing method is achieved by
hardware, which is located in conjunction with CAMcore array. The failed address detected

by the test is pre-programmed in a PROM (Programmable Read Only Memory), by laser

trimming. An output of the PROM is transferred to the input for the purpose of the

magnitude comparator, which compares the input address to the pre-programmed failed
address. This comparison task is executed every input cycle to determine if redundancy is

used and that is why I named software-management,while the hardware-managementis

loaded after power-ononly.
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Input address pin

(o
Failed address
is pre-programmed

-> Redundancy programming

if Input^addr. > Failed addr.
then Internal_addi=Input_addr +2 R3=>

S oftwareredundancy
located in peripheral

Shifter Priority encoder

Hardware redundancy
located in memorycore

Figure 7.5 Proposed SW/HW combined redundancy

The assumption here is that pre-programmed failed address is R2 (row-address Entry 2). If
the input address is smaller than R2, the generated internal address is same as the input

address. If the input address is greater than or equal to R2, +2 is added to the internal address

to skip the failed address. Magnitude comparator and adder are placed outside of memory

array and do not require significant silicon area. This software based repairing methodology

is cost-effective, however it will adversely affect the decoding access speed caused by the
magnitude comparingfunction. Another output of the PROMis transferred to the CAMcore

array via a redundancy-programming circuitry. The components of the hardware redundancy

comprises of a MUXand a shift register. The shift register responds to the number of signal

R_CK,which the redundancy programming circuitry generates after power on. Similar but
reverse to the software-based solution, Entry4, EntryS, and Entry6 are converted to Entry2,

Entry3, and Entry4 as illustrated in Figure 7.5, respectively to restore the priority order after

repairing. This hardware-based redundancy obviously takes silicon overhead, but doesn't

affect the search speed to maintain fast search speed. The reason for a 2-rowredundancy is

to allow repairing of 2-bit shared failures and to reduce the numberof the shift-registers.

This proposed repairing technology with software and hardware takes the priority of fast

search rather than slow write, which is preferred by application. The hardware-based

redundancy is used during searching, while the software-based redundancy is used during
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writing. According to CAM's major usage in network application, the write operation is
mainly used in an initialization phase. After all the data is written into the CAM, search will

be the main operation, while writing commandrarely happens. A representative functional

ratio for CAMis >90% for searching and <10% for writing. Thus the busy operations should

be hardware-based and the rarely happening operations should be software-based.

The defect analysis described in section 7.2 reveals that CAM's defect-particle density DOis

higher than that of SRAM, even if the raw particle density is the same. I examined failed bit

count in order to optimize the effectiveness of the redundancy. As shownin Table 7. 1, when

one redundancy set is implemented per IK-rows, the predicted yield is improved to 74% and

59%, in the best and the worst process-line model, respectively. However,the redundancy
implementation also meansan area overhead, e.g. 0.9% overhead for one redundancy set per

I K-rows. In the same fashion, I examined various cases of redundancy implementation up to

one redundancy set per 128-rows. The most efficient solution in terms of cost-per-bit was

determined to be one redundancy set per 256-rows at the bit-cell cost ratio of 0.22. Despite

various scaling factors increases raw defect rate, it is verified that proposed redundancy can
maintain reliable scalability by the repairing technology.

Table 7. 1 Yield prediction with proposed redundancy

Redundancy
implementati on

Post test Yield estimate
Case- 1 Case-2
Pre-test Y=30% Pre-test Y=15%

Die overhead Cost-per-bit
Ratio at case-2

Oset

1set for IK-rows

I set for 5 12-rows

I set for 256-rows

1set for 128-rows

30%

74%

80%

81%

82%

15%

59%

68%

71%

71%

0%

0.9%

1.9%

3.8%

7.6%

1.00

0.26

0.23

0.22

0.23
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Chapter s
Fabricated examples of CAM-based application specific VLSI circuits

8. 1 Introduction

I will return to the major concern of bandwidth with content addressability. Works
described in chapter 6 and 7, targeted directly at cost reduction in terms of power and in

terms of bit-cell have successfully established reliable scalability in memorywith content

addressability. Whereas the bandwidth capability provided by CAMhas acknowledged, there

seemsto be little argument and works for that scalability. NowI develop the discussion of

CAMbased application specific VLSI for the network application, as the basis of provided
two reliable scaling efforts.

There are two CAMbased VLSI models described in this chapter. One is high-density

TCAM, which proposes a dynamic flexible partitioning for the purpose of various

complicated table lookup, which is today's major application in switches and routers. The
other model is a signature-matching co-processor, which is applicable to real-time filtering

of misused packets without disturbing the forwarding operation of the network. The benefit

of CAMbased performance in comparison with the conventional tree algorithm is examined.

Beyond that, there has been a renewal of interest in intelligent functionality in content

addressability. A sufficient number of bandwidth derived from CAM can replace the
complicated task of regular guard related in network security into the memorywith

intelligence.

8.2 High-density 1 8M-bit full ternary CAM VLSI

The direction of high-density integration is a standard technical trend for semiconductor

memory.Note that it is not carried out unless reliable scalability is primarily established.

Now,this technical trend can also be applied to CAMby described verification works, one is
cost of power and the other is cost of bit-cell. IBM-bit full ternary CAMVLSI has been

developed to adopt today's network application. There are two key technologies, one is the

flexible partitioning and the other is the intelligent aging function.
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In routers, great numbers of packet go around the network traffic,hence multiple purposes of
table lookup is required per single packet, that is also described in Chapter 6. Again, the

difficult table lookup mannerin network application is that each table size is quite unique,

and sometables are often overlapped by multiple lookup purposes. On the contrary, the

configuration provided by conventional memories simply partitions the entire memoryinto

the same space size. For example, an IBM-bit device consists of Bank A through D, each
comprises of same4M-bit density.

8.2. 1 Dynamically-configurable flexible partitioning

As shownin Figure 8.1, proposed flexible partitioning applied to the experimental 1 8M-bit
TCAMVLSI consists of sixteen banks, e.g. Bank 0 through 15 where each bank contains

extended data bits (DX) for the purpose of primary search. Each DX comprises of four

ternary CAMbits searched at the first pipelining stage, and the next search applied to

corresponding Bank executed only when the result of primary DX search is passed.

Consequently, this architecture provides fully programmable functional partitioning, which
each lookup size is unique, regardless of the physical partitioning by Bank. Figure 8. 1 also

illustrates the example of functional partitioning including Forwarding, Filtering and other

purposes.
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Figure 8. 1 Proposed flexible partitioning with extended DXbit
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While each bank consists of 16K-entry times 72-bit lookup size, DXper bank comprises just

a single entry times 4-bit. That is because the major purpose ofDX is to eliminate extra bank

in a search, in other words it can restrict the extra active powerTwhich participates in the

search. Single entry per bank is appropriate numberfor DXto function with the advantage of

cost saving.

DX[3:0] search

Pipeline stage 1
It-

Pipeline stage 2

Figure 8.2 Hierarchical Search scheme with DX

8.2.2 Intelligent aging function for CAMentries

Weoften examine the functionality of memoryhardware in comparison with our human

brain. This objective is to evaluate the memoryfromthe aspect of intelligence. Traditionally,

aging is one of the difficult tasks for memoryhardware, while our brain relatively manages it

easily. The humanbrain memorizesvarious data carried out frominformation outside, and
also wecommonlyforget and lose part of this data frommemory.In fact, the task "forget" is

very important to memorymaintenance, because "forget" creates an open space in memory

and that space can be refreshed for incoming data fromoutside again. Since memoryhas a

limited capacity, we cannot stack data forever unless some part is lost. This high-level

control managementin our brain determines which part should be memorizing and which
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part should be lost. Priority management is typically qualified by access count. Higher
priority meansthat the data access is executed more, while lower priority meansless number

of data access. I conducted the integration of this aging operation into experimental I BM-bit

CAMdescribed as follows.

Proposed technology enabling aging operation is not provided by expensive large-scale
hardware, but by cost effective simple modification. For example known architecture to

achieve aging function is to integrate SRAM comprising same number of entry-address

times 1 -bit depth, which is placed in conjunction with corresponding CAMentry. 1-bit depth

SRAMcan identify if hit happens or not per entry of CAM. This is like a table with the
function of hit flag, however, this approach involves several problems. One is the difficult

write operation for SRAM. When multiple CAM entries match as a result of search,

corresponding addresses of depth bits in SRAM have to be written simultaneously, hi fact, it

is difficult to write into multiple addresses simultaneously, therefore it can be executed by

serially separated multiple write cycles. Consequently, it takes longer clock cycle than the
case of single entry match, hi addition, it needs great manyread operations for depth bit in

SRAMto know the hit flag entirely. Additional problem in this SRAM table is the cost of

hardware. SRAMwith 256K-address space is a serious overhead in addition to IBM-bit

CAMVLSI with 256K-entry times 72-bit.

DX

Search line driver <71 :0>

SL
<71>

SL
<70H

SL
<69H

SL
<1>

SL
<0>|

Address 0

Address 1

Address 2

Address 3

�" �" tfj
< 7 1 : 1 > < 0 >

? H>fir
�"�"�" �" ｣J
<71:1> <0> iVI�"�"�" �"V

o o o0 0 0
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o o
o o
o o

Topriori tyencoder

Figure 8.3 Extendedfunction of Empty/Occupied indicator and Aging
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Figure 8.3 shows the concept of aging applied to the experimental IBM-bit TCAM. The

special bit to identify if "hit" happens or not is provided by raw TCAMcell bit <0> instead

of additional SRAM bit. In other words, it does not create any specific memoryhardware,

but provided by one of modified CAMcell. The modification is that bit<0> in this figure can

managethe aging function as well as the standard CAM function. First, bit <0> for all
entries are written with data "1" for the purpose of initial reset. The primary definition, bit

<0>with data "1" meansthat entry is "vacant" state. Second, data "0" is written into bit <0>

whenactual write operation is executed to the corresponding entry. Therefore, bit <0> keeps

"1" if that entry is not accessed yet, while bit <0> turns to "0" if that entry is surely accessed.

Third, user can provide the search operation with that the search request data bit <0> is data
"0". Since the entries involving data "1" at bit <0> never indicate hit, this application can

removesthe unexpected hit occurred by vacant entry.

Ignore empty address Detect aging address

Search request data bus<7 1 :0>

Search enable signal

Figure 8.4 Proposed Aging scheme in 1 8M-bit CAM

Figure 8.4 shows a moredetailed explanation in the modification of address bit <0>. TCAM

cell consists of X-cell and Y-cell, and the special usage of described vacant/occupied

indicator is provided by X-cell only. In this figure, X-cell is written with data "1" for the

purpose of initialization. When write operation to that entry happens, X-cell is written with
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data "0" to state that entry is occupied. The MUXof search-line controls either the usage of

vacant/occupied indicator or just one of GAMX-cell as bit <0>. When it is used as the

vacant/occupied indicator, the search-line for X-cell should keep physical data "0" to

eliminate extra hit to occur fromempty entries. In other words, empty entries never state hit

regardless of data <71 :1>. Equally important, the usage of Y-cell is the proposal of aging,
which the output of match-line amp returns to Y-cell to flip the data for the purpose of

memorizing a hit status. Y-cell should be initialized to data "0" to show hit does not happen

yet. It is only turned to data "1" by the actual event of hit during search.

The special search operation with that search request data bit <71 : 1> are all masked and bit
<0> is data "0" for both X-cell and Y-cell, tells us the entry which is occupied but does not

state hit yet. User and application easily know the entry for aging, and this entry can be

erased as lower priority. MUXfor Y-cell search line also controls either aging function or

typical usage. Hence intelligent aging function is successfully combined to CAM array

without any serious overhead of hardware.

8.2.3 Remaining issue of power-supply noise due to large di/dt

The second half of this chapter describes the AC power dissipation, which is an additional

problem experienced in fabricated I BM-bit TCAMVLSI. In today's VLSI design work, the
concern of internal power supply is commonly evaluated by the pre-silicon verification,

which is named I-R drop. The internal resistance is extracted fromthe layout-drawing data,

and is combined into the simulation as back-annotated data. The power simulations are

repeatedly executed with and without the extracted internal resistance, and this comparison
result represents the I-R drop.

Figure 8.5 illustrates the example of I-R drop in fabricated TCAMVLSI, which is drawn by

computer graphics. In this analysis, power-supply voltage is provided by wire-bonds located
around the CAMarray, therefore the center of the chip seems to indicate the worse I-R drop.

It is however better at the actual center of the chip marked by "+". That is because the

peripheral control circuitries, which do not consumetremendous power are placed there. In

this development, it was examined at pre-silicon evaluation that the peak voltage drop level
wasless than 200mV, that is not significantly worse numberin comparison with other VLSI
design.
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Figure 8.5 Example ofI-R drop simulation

On the contrary, actual measured data at post-silicon evaluation are shown in Figure 8.6

through Figure 8.ll. These figures demonstrate the search performance in addition to the

measured I-R drop. The fact that search performance depends on the active area during

search is made clear in these figures, that is the measured search speed is getting slower with
the increase of active-area due to the voltage drop of power supply.

Si3 ;3®^c^ll;^l^?in9M5:oons Eage ijjá"»05
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Supply voltage
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Figure 8.6 VDD waveform with 4.5Mb CAM array
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Figure 8.7 Schmoo plot with 4.5Mb CAMarray

92



Chapter 8 Fabricated example of CAMbased application specific VLSI circuits

'6ltH h'ii ltlmiiig' CtttefzVa'jtimingM^oohs Edge "1 12 Feb 2005
mm13 :3 JSOOmV GRM14 :4]OFF ]«.«à"«

Active area 9Mb
Supply voltage

4.000HS 6.DOOMS 8.000HS 10.COBS 1J.OONS (KATE)
(VCC)

.300V

.250V

.200V

. 150V

. 100V

.050V

. 000V
950.0HV

900.onr
850.0HV

800. OHV
750.0MV
700.OUT *

200M-sps max.

Figure 8.8 VDD waveformwith 9Mb CAM array

4.000HS 6.000HS 8.000HS 10.OCRS 12.00198 (RATE)

S earch performance

Figure 8.9 Schmoo plot with 9Mb CAMarray

GRP2[ 2 :2 jriming M s!obns Edge
CRP4I4 :4 ]OFF

Active area 1 8Mb
Supply voltage

(VCC )
4.000NS 6.DOOMS 8.000B3 10.DOBS 12.00NS (BUTE)

1.300V
1.250V
1.200V >+

1. 150V
1.100V

1.050V
1.000V
950.OW

900. OMV
850. OUT

800. OHV
750. 010
700. OHV

1 .

fl m i m m n  B U

!.
I.
!.

1 2 5 M - s p s

1 .
I .
1 .
! .

  �"�"�"�"�"�"�"�"�"�"�")
m a x . �" ** * �"* * * !

. 1

. 1

. !

. !

.+

4.000H8 £.00088 8.000KS 10.00BS 12.00BS (RATE)

S earch performance

Figure 8. 10 VDD waveformwith 1 8Mb CAM array Figure 8. 1 1 Schmoo plot with 1 8Mb CAM array

In fact, this problem is not caused by the mismatch between pre-silicon simulation and actual

measurementat post-silicon. Apparently, the root cause is not internal resistance, but the
inductance (L) contained in the package. The inductance accelerates the noise with the factor

of di/dt. In typical VLSI, which comprises large numberof transistors such as today's high
performance CPU, most of the transistors are continuously functioning therefore it appears

as almost constant power consumption. In contrast, CAMconsumestremendous power but

only during the pre-charge of match-line and the assertion of search-line. That is completed

in narrow timing space in entire search timing. As a result, the factor of di/dt indicates
unique characteristic in CAM, which cannot be simply represented by gate-count alone.

Even though both high performance processor and CAMconsumehuge power, large di/dt is

a serious concern for CAM.Also, the technical trend of various scaling factors cannot

compromise the growth of search performance, therefore the managementof narrowing
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timing space will make this situation moredifficult.

The problem of supply voltage reduction, caused by L and C contained in the package, is

generally calculated by following equations.

A r&
Av=L-

dt

A v =1 \idt
rJ

8-1

8-2

Actual L and C in the LSI package are not simply represented by the one-dimensional

equations 8-1 and 8-2, but are performed by a complicated networked structure as shown in

Figure 8. 12. Hence an integral computer analysis 8-3 becomes necessary. [53]

A F(/)=£ Z(/)./(/) 8-3

V(f) = ZZ(f) 'I(f)

Figure 8.12 VLSI and PKG. modeling

0.1

0.01

100M T 1G 10G

CAMnoise point Frequency (Hz)

Figure 8. 1 3 Effect of on-package capacitor

It is not easy to reduce the inductance contained in the package, however the integration of

capacitors into the package can effectively reduce the impedance Z(f). Figure 8.13 is an

example of comparison study in case of without capacitor and with capacitor. [54] As actual

operating frequency in the duration of the pre-charge and SL assertion is less than 300MHz,
a decouple capacitor performed on package can effectively reduce Z(f) in the experimental

I BM-bit TCAM.Nevertheless, the application and the scaling factors do not stay in 300MHz
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but surely moves towards ~GHzor beyond, therefore, described solution with capacitor
integration does not profit in near future. The problem of di/dt remains as an issue to be

discussed.

The die photo and major characteristics of fabricated I BM-bit TCAM VLSI are described in
Figure 8.14 and Table 8. 1, respectively.
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Figure 8. 14 Experimental 18M-bit TCAM VLSI

Table 8.1 Summary offeatures and performance data for 1 8Mb full ternary CAM

Technology

Powersupply

6AL +lPoly
0. 1 Sum Generic technology

1.2V for TCAM core
2.5V for IO

Configuration 256K x 72b / 128K x 144b / 64K x288b / 32K x576b
Dynamically configurable 1 8Mb foil ternary CAM

Performance 125M-sps max.

Extended Features Flexible Partitioning within 1 6-Banks
vacant/occupied indicator for Aging function

Powerconsumption 12W at 125M-sps worst
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8. 3 Signature-matching co-processor VLSI

Established scalability for the cost of power described in chapter 6 and cost of bit-cell

described in chapter 7 are also applied in TCAM-based design of the signature-matching

co-processor VLSI. As the proposed power reduction for encoded SL presents, focusing on

the specific application properties can often provide muchmoreeffective solutions than the
restricted discussion of a general-purpose hardware core. Onthe other hand, such application

properties sometimes limit the value of a supposedly optimum concept, as in the pipelined

search case where the desired effect of reduced power dissipation is less seen in the case of

larger numbers of multiple matches.

Figure 8. 1 5 shows the block diagram of the signature-matching co-processor VLSI, which is

designed in 1 30nm CMOS technology. The maximized performance 125M-sps per byte (per

character) has been targeted to enable real-time filtering of packets in IG-bps Ethernet,

without disturbing the normal operation in the network traffic.A further important point in
addition to the application-driven power-reduction is described as follows.

0* Search Request data bus

Offset 4
j Header register! | Payload register |

1 . .I

^ j *-O«- à"à"« >HIK-CIH-D4^yte-Shifting payload
^

Com bined search request data
* ?

4K x 288b TCAM
Primary Lookuptab le

PrimarySearchresul t bus

= , ! = , < , < = , > , > = 16x 12b
CAM

Di SecondaryLookuptable
with programmableLOP(logic opera t ion)
and 16 x 12b binary CAM

SecondarySearch resul t bus

Figure 8. 1 5 Block diagram of signature-matchingco-processor
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8.3. 1 Search request data for thorough byte-shifted payload

A length of 288-bit is chosen for search request data as well as the reference data stored in

the TCAM.Header and payload length are programmable and a typical configuration is the

division into a 32-bit header and a 256-bit payload. An important concept is the reduction of

bandwidth demanded by I/O pin. This bandwidth would amount to 4.5G-Bps at a search
speed of 125M-spsT if the search request data is supplied in the conventional way via

288-pins of the VLSI chip. In the design reported here, the header is loaded only once via the

input pins and is stored in an internal header register for constant use. Also, the payload part

of the search request data is generated by an integrated byte-shifting register, which provides
a sequential character-by-character shifting after every search cycle. The combined search

request data (header plus byte-shifted payload) is then fully compared with the signature

database in a single clock cycle. The designed storage capacity is for 4K signatures each

with 288 bits. Additionally the shift offset within the packet is recorded by incrementing a

counter after every clock cycle during a packet check. Due to this offset recording, the

signature-matching co-processor knowsand can output the position of a detected signature
within the packet. The header register and the byte-shifting register lead to a reduction of the

external bandwidth demanded. Since only one byte per clock cycle has to be loaded fromthe

input pins, the required bandwidth is reduced by nearly a factor 40 to only 125M-Bps at the

operating speed of 125M-sps.

8.3.2 Secondary lookup table with programmable logic operations

In recent years, useless packet detection is getting increasingly complicated. The header

check, in particular, often requires logic operations for some types of useless packets. A
typical example is the application of magnitude comparisons for a range test instead of

match test. The detection of such complicated useless packets is achieved with the second

key concept of the signature-matching co-processor, which uses a secondary lookup table

operating in combination with programmable logic operations (LOPs) on the header. Several
programmable LOP tests, implemented in a hierarchical structure, can be carried out for the

header as indicated in Figure 8. 1 5. The header-register data is therefore not only transferred

to the primary lookup but also concurrently to the secondary lookup. The throughput of the

secondary lookup is four times slower than that of primary lookup because of the LOP task

and because it is not necessary for the secondary lookup to produce a result every clock
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cycle. While the purpose of the primary lookup is to check every byte in a shifting mannerto
detect signatures hidden in the payload, the secondary lookup is just a single check per

packet to detect certain ranges in the header. Whenthe LOP check is finished, the result is

transferred with four clocks latency to another small binary CAMwhich is also integrated

into the secondary lookup. Actual data size of this binary CAM is 12-bit width, which

corresponds to the address size of the entries in the primary lookup table, i.e. 212 = 4K. For
example, if a packet-detection test consists of a range test 'LESS than 80' for the header and

the signature test 'Apple* for the payload, first that 'LESS than 80' would be

pre-programmed in the LOP table. Then the binary CAM starts a matching operation after

the LOP test with packet header is passed. However,the binary CAMis not capable of direct

signature matching but just to check for an entry address of the primary lookup table. That is
to say, when 'Apple' is written in the primary lookup table with an entry address 4, the

binary CAMwill have this address stored as the 12-bit binary 12'bOOOO 0000 0100 in its

secondary lookup table. The 12-bit search request data of the binary CAMis driven by the

search result bus of the primary lookup, that is 12'bOOOO 0000 0100 if 'Apple' is detected in

the primary lookup with entry address =4. In this way, the secondary lookup identifies both
a particular logical condition in the header and a specific signature in the payload.

The decision of handling LOP in a secondary lookup and not in the primary lookup was

made because the LOP would make the primary look-up too complex and there are less
useless packets which require these additional checks of the header. A further positive result

is the small size of the required binary CAMintegrated in the secondary lookup with only 1 6

entries each having a length of 12 bits.

The die photo Figure 8.16 shows the signature-matching co-processor, as designed and
fabricated in 130nm low-leakage CMOS technology, and Table 8.2 summarizes the main

design and performance features.
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Figure 8. 16 Die photo of fabricated signature-matching co-processor in 1 30nm low-leakage CMOS

Table 8.2 Summaryof features and performance data for the signature-matching co-processor

Technology 6AL + l Poly
0. 1 3um Low-Leak technology

Power supply 1.2V~1.5V for TCAM core
2.5V for IO

Primary lookup 4K-entry x 288b 1. 125Mb full Ternary CAM
Features Ob ~32b Header + 256b max. Payload with byte-shifting
Performance limit 125M-sps max.

Secondary lookup =>K >»>=><»<=>Programmable Logic Operation
Features 16-entry x 12b Binary CAM
Performance limit 3 1 -25M-sps max.

Power dissipation l 4W wimOut Encoded search-line
(worst case at 125M-sps) i jw ^^ Encoded search-Hne

Power dissipation measurementsof this signature-matching co-processor were made for the

best case and worst case search conditions configured with and without SL encoding.

Figure 8.17 shows the plot of the measured results. The best case scenario is measured under
the condition of 100% matches, where the power related to ML is 0% because all MLs stay
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at high-level. In the conventional pipelined search, this benefit unfortunately disappears due

to the overall ML-reset. The worst case measurementis done under the condition of 0%
matches, where the power related to ML is 100% because all MLs are repeatedly charged

and discharged in the non-pipelined search. This power dissipation is reduced in the same

wayby both the conventional and proposed improved pipelined search. The measurements

verify that proposed improved pipelined search maintains both advantages, namely the
benefit of the non-pipelined search in case of 100% matches and the benefit of the pipelined

search in case of 0% matches. The contribution of encoded SLs further reduces the power

dissipation of SL by 50%.

Figure 8.17 also shows two power-supply cases of 1.2V and 1.5V, corresponding to the

performance targets of lOOM-bps and G-bps Ethernet, respectively. Regardless of the

numberof multiple matches, measured maximumpower dissipation with SL encoding is
below 1.1W at the search performance of 125M-sps. The usage or non-usage of SL encoding

is kept programmable to enlarge the application range of the designed signature-matching

co-processor.

Powerdissipation
[W] !.4 r

-Worst case 1.5V

-Worst case 1.2V

-Worst w/Enc. 1.5V-&- Best case 1.5V -*- Bestw/Enc. 1.5V

-Worst w/Enc. 1.2V Best case 1.2V -t- Best w/Enc. 1.2V

Figure 8. 1 7 Measured power dissipation of fabricated signature-matching co-processor

Figure 8.18 shows the analysis of the described power saving proposals for the worst case

search operation. The other power saving factor provided by core voltage reduction is
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eliminated in this figure to make the evaluation clear. Since the search performance of this

paper's signature-matching co-processor is boosted by 2.5 times as fast, power dissipation

should be also 2.5 times higher, which is the starting point in this analysis. Note that the

worst case used in this Figure is not exactly equal to, but close to 0% match. Because SLs
generation at the 2nd pipeline stage is completely deactivated only in case of 0% matches in

the improved pipelined search, I used the condition where single ML's match remained per
sub-array to examine the power of SL generation at the 2nd stage as the worst case in this

analysis. Power saving with factor of 1 5%, 29%, and 1 1% are achieved due to IO bandwidth

savings by the byte-shifter, the ML effects of the improved pipelined search, and encoded SL

generation, respectively. [5 5]

Power Corevoltage reduction

*j- 100%

^ 15% IO bandwidth saving by byte-shifter

29% MLpowersaving by improvedpipeline

0 11% SL powersavingbyencodedSL

Conventional
non-pipelined search

50M-sps

This paper's
Improved pipelined search

1 25M-sps

Search performance

2.5x

Figure 8. 1 8 Analysis of the relative contributions of the different power saving proposals
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Chapter 9

Conclus ion

In this thesis, I have reported newmethods and technologies for functional memories
with a special focus on content addressability, and have closely discussed the relations

between memoryaccess bandwidth and scalability. The main achievements of my research

workcanbe summarizedin three major groups as described in the following.

1. The first objective and result of this research work is an examinationof the true access

bandwidth demanded by applications. The survey and the examination definitely indicate
that the bandwidth desired by applications and that provided by memorydo not match. The

main analyzed examples came from the fields of graphics applications and network

applications. In particular, I have proposed that functional integration onto memorywith the

utilization of an internal bus can be a rather cost effective high bandwidth solution in

comparison to the conventional external I/O bus, and have experimentally verified it with
fabricated VLSI circuits. The proposed circuit technologies are capable of driving further

high-bandwidth specific VLSI developments as well as exploiting the benefit of saved

memory-external bandwidth. Following application-related results are derived fromthe

actual design experiments conducted in this research work.

1) An integrated pixel-processing ALU, which is devoted to Z-compare and A-Blend

functions in 3D graphics application, has successfully converted the conventional

read-modify-write operation into a pure write operation. In other words, functional

integration saves external memory-bandwidth demand and nevertheless doubles the

performance delivered by the designed functional memory.

2) The utilization of an internal data bus is exploited for the data transferring capacity of

the sense-amplifier. The application of a fast erase of the screen can be carried out by the

proposed duplicate page operation with a bandwidth provided by the number of
sense-amplifiers times their operating frequency.

3) Further utilization of the internal data bus is provided at the memorycell level. When
all memorycells function simultaneously, the bandwidth is really maximized. I have

verified the functional advantage of the use of all memory cells in the network
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application, in the form of a content addressability function.

2. The second focus of attention is the content-addressability solution for high effective

bandwidth. In this case every memorycell contributes to the maximized bandwidth capacity

rather than an internal data bus or the sense-amplifiers as described above. I have examined

the performance gain as well as the related cost of content addressability performed on

memoryin detail. During these examinations, I noticed that numerous scaling factors
contribute to a negative effect on content addressability due to the technological trend,

especially in terms of cost of power dissipation and cost per bit. I have therefore put a major

effort towards establishing reliable scaling properties for content addressability, as a

pre-requisite of successful apfplication specific VLSI on the basis of content addressability.

1) I have proposed an improved hierarchical pipelined partial search, which in

comparison to the basic conventional pipelined search, enables sufficient power

reduction even in the case of many multiple matches, which are typical for network

applications. The achieved solution can provide stable scalability in power dissipation,

evenin view of the standard technological trend driven by various scaling factors, which
towards higher memory-cell density and faster operating frequency.

2) I have proposed a unique methodology for the defect analysis with respect to the

physical structures performed on the memory cell, and it revealed that content
addressability on the memory-cell level does severely affect the defect rate.

3) I have proposed an effective repair technology applied to the content addressable

memoryin order to repair defects, which appear moreoften than in other memories.In

this way I could establish the second necessary scalability in terms of cost per bit,
making sure that the negative effect of an increased defect rate with high-density

integration can be overcome.

3. Established scalabilities with respect to power dissipation and cost-per-bit, enabled the
development of content addressable memory(CAM) based application specific VLSI. I have

verified experimentally several application cases.

1) The integration of multiple table lookups performed on a single CAM, which is
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fabricated as an IBM-bit ternary CAM VLSI in O.lSjjm CMOS technology. The

proposed flexible partitioning has led to further power savings by eliminating extra

lookup space, caused by the more complicated lookup mannerin today's typical network

appli cations.

2) As an intelligent function, the fabricated ISM-bit TCAM VLSI integrates an aging

operation to identify either continued storing or possible replacement in the database.
The verified aging technology is a cost effective proposal, since it is not provided by

large scaled hardware, but by a simple modification of the existing CAMcell. I have thus

verified the possibility of adding new values to content addressability, enabling an

intelligent functional memory.

3) A signature-matching co-processor with O.lSjum low-leak CMOS technology for the
application field of network security, which achieves real-time packet filtering without

disturbing the packet flow at the performance of G-bps speed. The integrated byte-shift

for the payload can carry out the difficult misused packet detection, which is also an
evidence of exploiting content addressability for intelligent functional memories.

In addition, it seems appropriate to remark that the factor of di/dt, i.e. the time-change in the

power dissipation, will be a further concern for continued technological scaling. It is
unfortunately beyond the scope of this present work. Although the verified positive effect of

on-package capacitors can be part of the solutions, the discussion of an effective solution is

still open for operating frequencies in the G-Hzclass.

This thesis has disclosed new technologies for the optimization of memorybandwidth
with a main focus on the bandwidth effects of content addressability. Despite several

problems, which I actually experienced, I could prove the efficiencyand validity of content

addressability as an intelligent high bandwidth solution. Achieved results lead to the

conclusion that this research can drive further development opportunities of CAMbased
specific VLSI with respect to numerousexpanded applications. I can say with fair certainty

that continuous researches and experiments will strengthen the validity and the application

range of mypropositions made in this thesis.
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