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A polarizable mixed Hamiltonian model of electronic structure
for micro-solvated excited states. I. Energy and gradients formulation
and application to formaldehyde „
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We describe an efficient implementation of a polarizable mixed Hamiltonian model of electronic
structure that combines Hartree–Fock, Kohn–Sham, or multiconfiguration quantum-chemical wave
functions with a polarizable and flexible molecular mechanics potential of water, and that is
applicable to micro-solvated electronic excited states. We adopt a direct algorithm for the
calculation of the polarization response of the solvent subsystem. The strategy facilitates the
calculation of the energy of the system and of the forces with respect to the solute coordinates and
the solvent coordinates, including for excited states. This capability opens the way to the
determination of optimized, transition structures, force constants, and intrinsic reaction pathways for
the solute–solvent system, and to molecular dynamics calculations to account for finite temperature
effects. As an illustration we characterize the structure and energy of micro-solvated formaldehyde
H2CO in its ground state and in its1(p* ←n) excited state. A novel perpendicular structure is
found to be the lowest energy conformation of the H2CO1(p* ←n):H2O complex. The
all-quantum-chemical results and the mixed Hamiltonian results, with or without solvent
polarizability, are in semiquantitative agreement. We comment on the choice of Lennard-Jones
parameters associated with a solute excited state. Lennard-Jones parameters that yield good ground
state structures and energies with the mixed Hamiltonian model, are found to be too soft for the
micro-solvated excited state H2CO in the adiabatic~equilibrium micro-solvation! regime. © 2002
American Institute of Physics.@DOI: 10.1063/1.1483858#
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I. INTRODUCTION

A. Continuum and molecular solvation models

Much effort is directed towards extending the array
electronic structure methods from the gas phase to the
densed phase.1–4 Modeling of solvation can be broadly ca
egorized along two types of models, the continuum mode1,2

and the discrete models,3,4 with both types continuing to
present challenges.

Early computational implementations of solvation e
fects used the dielectric continuum representation of the
vent, starting with Onsager’s spherical cavity model in t
context of semiempirical andab initio wave functions.5,6

Most recent continuum models involve a description of
solute residing inside a molecule-shaped cavity embedde
a dielectric continuum.1,7–9 The electron density and nucle
of the solute polarize the continuum and induce par
charges on the cavity boundary. See Refs. 1 and 2 and r
ences therein as excellent reviews of various modern c

a!Electronic mail: michel.dupuis@pnl.gov
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tinuum models and as a comprehensive source of infor
tion. A large body of calculated chemical data is alrea
available from the use of these approaches. The continu
models have been found successful and practical for m
types of molecular systems. Generally the cavity is co
structed from interlocked spheres of given radii1,9 or as a
solute iso-density surface.10–12It is fair to say that the results
are sensitive to the choice of the atomic radii or of the is
density contour values, in particular for ionic solutes. Th
issue remains an area of active research13,14 in particular to
try to account for the detailed interaction and structure of
important~first! hydration shells around the solute in cases
strong solute–solvent interaction. To date, most continu
models have been used to describe equilibrium solvat
although methods to deal with nonequilibrium solvation a
the fast electronic response of the solvent have progressi
been developed1,2,15–18and practical formulations are avai
able. Although continuum models have also been app
with satisfactory results to describe the solvation effects
transition state structures involving bond breaking and bo
formation in several cases,2,19–21the selection of atomic radi
2 © 2002 American Institute of Physics
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for transition states is likely to remain an even more ac
issue than for equilibrium structures.21

Discrete solvation models continue to be developed
are used increasingly.3,4,22–40Among these models the mo
natural model is the all-quantum-mechanical~QM! model of
micro-solvation where water molecules are explicitly i
cluded in the quantum chemical description of the syste
Such a model is well adapted to the description of the
tailed structure of the solute–solvent interface near equ
rium and along reaction pathways. However the approac
strongly limited by the computational expense of t
quantum-chemical level of theory and is restricted to sm
numbers of water molecules.41 The most powerful incarna
tion of this approach is actually found in the application
solvation problems42–44 of the Car–Parrinelloab initio mo-
lecular dynamics approach based on plane-wave den
functional theory45 ~DFT!. Alternative approaches, denote
QM/MM, involve the representation of the solvent molecu
by means of classical molecular mechanics~MM ! models for
solvent–solvent interactions and of mixed quantum-class
models for solute–solvent interactions. See Refs. 3, 4,
22–39 for early and recent accounts of mixed Hamilton
methodologies and applications. The solvent–solv
MM/MM and solute–solvent QM/MM interactions are trad
tionally broken down into electrostatic and van der Wa
contributions. The description of the electrostatic interactio
varies in sophistication between different models, but in g
eral there are semiquantitatively accurate parameterizat
of these intereactions in the many published MM/MM pote
tials. In QM/MM models the electrostatic representation
the electron–nuclei interaction with the MM solvent mo
ecules is either done exactly, or accurately through dist
uted multipolar expansions. In some cases the solute–so
interaction is accounted for by means of a mean poten
from the solvent.30–32 The van der Waals interactions d
scribe the repulsion and the attractive dispersion interact
of the solute–solvent fragments as they come in proxim
The quality of the total QM/MM interactions requires a ba
anced description between the electrostatic and van
Waals interactions. Molecular mechanics MM potenti
have been developed and used with success for many y
to predict free energies of solvation and structures of ma
molecules.

In most QM/MM models the interaction between th
solute and the solvent molecules uses a dual descriptio
the solute. The electrostatic interaction is described as
interaction between the electron density and the nuclei of
QM solute with the effective charges~and possibly the in-
duced dipoles when using polarizable MM potentials! of the
classical MM solvent model. The electron density is det
mined by means of a quantum chemical method, most o
the Hartree–Fock or the Kohn–Sham wave function. T
van der Waals interactions between the solute and the so
molecules are calculated through a classical representatio
the solute with a Lennard-Jones~LJ! potential function simi-
lar to the one used for solvent–solvent interaction. This d
representation of the solute, quantum for electrostatics
classical for the van der Waals interactions, is a poss
source of inconsistencies of course. To make up for th
Downloaded 21 Feb 2007 to 133.41.149.126. Redistribution subject to AI
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inconsistencies the LJ parameters of the ‘‘pseudo’’ solute
sometimes adjusted.33 To the best of our knowledge no L
parameters have been proposed for excited-state solute
though it is anticipated that the LJ diameter for excited sta
should be larger than for ground states, owing to the m
diffuse nature of excited states.

In recent years classical force fields have been enhan
with the capability of describing the electronic polarizatio
of the solvent by means of polarizable intermolecular pot
tials. Models with polarizable potentials46–47 have been
shown to give an improved description of liquids and
solute–solvent interactions. The ability to treat solvent po
ization is also critical to describe non-adiabatic processe
solution, such as electronic excitation, electron transfer,
charge transfer processes. For these processes the elec
response of the solvent is much faster than its orientatio
~inertial! response, so that it is important that electronic s
vent polarization be accounted for. With this in mind a fe
hybrid models have been developed that include solv
polarization.36–40 Note that the effective fragment potenti
~EFP! model40 includes an electronic polarization of the so
vent molecules as a result of the form of the molecular E
of the solvent. Relatively few molecular EFP’s exist due to
certain complexity of their development. Among th
QM/MM implementations the polarizable models are mu
less widely used, presumably owing to the current imp
mentations~cumbersome integral expansions in the dire
reaction field implementation,27 and dual MM and QM self-
consistency algorithm36–38!.

B. An enhanced molecular model for micro-solvated
excited states

We report here on a new, efficient implementation o
QM/MM-pol model in which the MM potential may include
a polarization term. The formalism for the energy and gra
ent calculations of this hybrid QM/MM-pol model has bee
presented before by others.27,29,36–38Our contribution is a
much simpler, more efficient, and more practical impleme
tation of the QM/MM-pol model than reported heretofor
Additionally we extend the formalism and implementation
the calculation of excited states using the multiconfigu
tional Hartree–Fock~MCSCF! level of theory for the solute
and to the calculation of the energy gradients, with respec
both the solute and the solvent. Note that gradient exp
sions have been reported for QM/MM and QM/MM-p
models29,36,37 for ground-state solutes. Here we extend t
formalism to the QM/MM-pol model for excited states an
the forces acting on either the QM or the MM subsyste
The ability to calculate the QM and MM forces opens up t
whole array of automatic tasks that make use of anal
gradients, such as determination of minimum energy a
transition states structures, determination of intrinsic reac
coordinate pathways, as well as finite temperature molec
dynamics approaches for solvated systems.

One additional characteristic feature of the model us
in the present work lies in the treatment of the vibration
motion of the solvent MM molecules. In most cases repor
to date, QM/MM calculations assume rigid solvent mo
ecules: The rigidity constraint is not an issue in Monte Ca
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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1244 J. Chem. Phys., Vol. 117, No. 3, 15 July 2002 Dupuis et al.
treatments of the solvent. In molecular-dynamics simu
tions, specifically designed algorithms must be used to m
tain the rigid solvent structure. In contrast, in the pres
work we follow the approach of Lie and Clementi48 and
superimpose an intramolecular vibrational potential to
MM intermolecular potential. Thus the solvent molecul
have the ability to distort. We denote this model QM/MM
pol-vib to reflect that the MM subsystem is represented b
polarizable potential and the solvent water molecules are
constrained to be rigid. From a model point of view th
approach permits one to include the effects of solvent vib
tions. From an algorithmic point of view the approach h
the advantage that the molecular-dynamics equations
simpler and it is easier to deal with the forces acting on
solvent molecules. In a brief preliminary account49 we re-
ported the application of this model to the characterization
the structure of cyclic water clusters up to pentamers us
the Hartree–Fock level of theory for the QM subsystem.
that work we systematically replaced one QM water m
ecule at a time in a cluster with one MM molecule, and t
mixed cluster was re-optimized. We found that the mix
cluster structures and energies reproduced well some o
finer details of the structures and energies of the all-Q
clusters. One of the elements that we carefully watched
whether the distortions observed in the flexible MM mo
ecules in the mixed clusters when using the QM/MM-pol-v
model reflected the structural features of the all-QM cluste
This was indeed the case. In the present work we essent
extend this earlier analysis to the structure of a solvated e
tronically excited solute.

We recently reported50,51 a study of anSN2 type II reac-
tion, the hydrolysis of chloromethane, carried out by me
of ab initio molecular-dynamics using HF/6-31G* energies
and forces. The model system included several ‘‘solve
water molecules treated at the QM level of theory in addit
to the ‘‘active’’ water molecule that participated in the h
drolysis. It was found that in the transition state region of
reaction the solvent molecules adopt a networklike arran
ment in solvating the active system. Furthermore it was
served that these solvent molecules are involved in proce
of proton relays with nearly concerted proton transf
among the solvent molecules. These solvent molecules
an active role in the reaction and need to be treated at
quantum level of theory. Numerous other examples of
reactive role of solvent molecules in micro-solvated syste
are being reported.41–44However, beyond the quantum trea
ment needed for these few solvent molecules, the boun
between the QM subsystem and the MM subsystem nee
be accurately represented. The present paper addresses
this very issue, but specifically with regards to excited sta

Our early experience with optimizing QM/MM cluster
and carrying out molecular-dynamics simulations of the
clusters indicated that the classical MM water molecules
belonging to the inner solvation shells show a tendency
drift away. Thompson and Schenter36 reported a similar ex-
perience and suggested superimposing a soft quadratic
tential to prevent drifting. In the present work we describ
scheme whereby the solute–solvent cluster is enclosed
spherical cavity whose wall interact with either the solute
Downloaded 21 Feb 2007 to 133.41.149.126. Redistribution subject to AI
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the solvent molecules by means of a repulsive LJ poten
The global model is, therefore, labeled QM/MM-pol-vib
CAV. In the present implementation the outside of the sph
cal cavity is vacuum. In future reports we will describe
simple extension of the present model in which a dielec
continuum lies outside the cavity.

C. A case study: Solvation of excited formaldehyde
H2CO †

1
„p*]n …‡

As an illustration of the present development, we ini
ated a QM/MM-pol-vib/CAV study of the relaxation dynam
ics of ‘‘aqueous’’ formaldehyde following a1(p* ←n) exci-
tation as a prototype of carbonyl excitation dynamics.52 This
project brings up three stringent aspects of the solu
solvent description:~1! An accurate representation of th
solute–water structures and energetics for
H2CO(1A2):H2O system;~2! a satisfactory representation o
the solute in an ‘‘aqueous’’ environment~i.e., a larger set of
H2O molecules!; and~3! a statistical treatment of the solven
molecular environment~i.e., configuration sampling via a
Monte Carlo or molecular-dynamics treatment, still in t
context of high-level QM mixed with MM!. In this and sub-
sequent papers we systematically investigate these issue
the present paper we investigate the ability of the new mi
Hamiltonian model to describe accurately the interaction
an electronically excited solute with a water molecule. In
companion paper53 we report an investigation of the excita
tion blue shift in micro-solvated and aqueous formaldehy
A computationally efficient statistical treatment of the solv
tion effects will be presented in a forthcoming publication54

The present paper focuses solely on the structure
energetics of the complex H2CO(1A2):H2O between elec-
tronically excited formaldehyde and one water molecule. T
QM level of theory is of a multiconfiguration type used
conjunction with a medium-size and an extended basis
We find that the mixed models QM/MM with a nonpolariz
able potential and a polarizable potential of water are both
semiquantitative agreement with the results of all quantu
mechanical calculations. No significant differences are
served when using a polarizable MM potential or a nonp
larizable MM potential for the solvent water. This finding
in accord with the results from Baderet al.55 obtained with
all-MM models. We include also in this paper a prelimina
quantitative assessment of the generally anticipated ina
racies associated with using, for excited-state calculatio
LJ parameters defined for ground-state systems.55 We find
that ‘‘ground state’’ LJ parameters lead to an und
estimation of the van der Waals repulsion in the excited s
in the adiabatic equilibrium regime. Preliminary results ind
cate that slightly larger values~by ;5%! of the LJ diameter
s would yield improved agreement with all-QM interactio
potentials.

The paper is organized as follows: In Sec. II we gi
on overview of the QM/MM-pol-vib/CAV implementation
with the detailed equations given in Appendices A and B.
Sec. III we present and discuss the results concerning
prototypical system, electronically excited formaldehy
H2CO(1A2):H2O micro-solvated by one water molecule. W
summarize the present research in Sec. IV.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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1245J. Chem. Phys., Vol. 117, No. 3, 15 July 2002 Electronic structure of micro-solvated excited states. I
II. ENERGY AND GRADIENTS
IN THE QMÕMM-pol-vib ÕCAV MODEL
OF ELECTRONIC STRUCTURE: OVERVIEW

The molecular interactions that are included in the Q
MM-pol-vib/CAV model are depicted in Fig. 1. The many
electron state of the quantum subsystem~QM! is character-
ized by a Hamiltonian operator which includes t
electrostatic potential due to the effective point charges
signed to the atomic centers of the MM subsystem, and
the effective induces dipoles also assigned to the MM ato
centers when atomic~isotropic! polarizability tensors are a
part of the MM interaction potentials. In turn the induce
point dipoles are determined from the electric field at
position of the polarizability tensors. There are several c
tributions to the electric field at any MM atomic positio
one from the QM nuclei and the QM electron density, o
from the effective charges from the other MM fragmen
and one from the induced point dipoles at the other M
fragment positions. There is also a contribution arising fr
the self-interaction energy term~see below!. A breakdown of
the energy contributions is shown in Fig. 2 for various lev
of approximation of the QM/MM solvation models. Detaile
formulas and equations for the various operators and t
integrals over Gaussian basis functions are given in App
dices A and B.

In keeping closely with the above description, Thom
son and Schenter36,37 and Gao38 adopted a strategy based o
a dual self-consistency of the QM wave function and
MM polarizable response. Their strategy is depicted in F
3. An initial guess to the set of MM induced dipoles is d
rived and the resulting electrostatic potential is included i
the one-electron Hamiltonian of the QM subsystem. The Q
wave function is then solved to self-consistency, at wh
point new MM induced dipoles are generated from the c
verged QM wave function, and the QM wave function

FIG. 1. Schematic representation of the QM and MM interactions inclu
in the QM/MM-pol-vib formalism.
Downloaded 21 Feb 2007 to 133.41.149.126. Redistribution subject to AI
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calculated to self-consistency anew. The process is repe
till both the QM electron distribution and the MM respon
are together self-consistent. Both of these research gro
report that convergence is attained within three or four ite
tions of the (QM1MM) dual self-consistency.

Our improved implementation is depicted in Fig. 4. W
calculate the MM induced dipoles every few iterations~one
or two or three! of the QM self-consistency solution usin
the current QM electronic wave function. We include t
electrostatic potential from the effective charges and fr
the updated dipoles into the one-electron QM Hamiltoni
We use the modified Hamiltonian in the determination of t
improved electron density that yields a new set of MM i
duced dipoles. In effect we remove the explicit MM se
consistency and converge the QM and the MM ‘‘wave fun
tions’’ simultaneously. In practice we find that updating t
induced dipoles during the QM self-consistent field~SCF!
process does not slow down the QM convergence, comp
to what the convergence would be with fixed induced dipo
or in the gas phase for that matter.

An extension of the QM/MM-pol model, of which we
have given a preliminary account,49 is denoted QM/MM-pol-
vib in which an intramolecular vibrational potential48 is
added to the MM/MM and QM/MM interaction potential. I
addition to providing a more realistic model of the solve
water molecules, for example, the nonrigid treatment of
solvent molecules leads to computational simplifications

d

FIG. 2. Breakdown of the energy contributions in the QM/MM-pol-vi
CAV formalism.

FIG. 3. Schematic representation of the dual QM and MM self-consiste
algorithm of Thompson and Schenter~Ref. 36!.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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1246 J. Chem. Phys., Vol. 117, No. 3, 15 July 2002 Dupuis et al.
molecular dynamics calculations for example. Aidaet al.49

showed that such a treatment gives an accurate accou
the solvation structure, as exemplified by the red shift in
frequency of the OH bond involved in hydrogen bonding

An extension of the QM/MM-pol-vib model is a new
model denoted QM/MM-pol-vib/CAV in which the total sys
tem is surrounded by a sphere which interacts with the t
QM1MM system through a repulsive potential. As report
by Thompson37 and observed by us as well, the MM wat
molecules have the tendency to drift away from the QM/M
system unless confined through a repulsive potential. N
that in the present model the sphere is not embedded

FIG. 4. Schematic representation of the direct (QM1MM) self-consistency
algorithm for HF, KS, and MCSCF wave functions for ground and exci
states. The configuration drivers are depicted: OPT5geometry optimization;
FCM5force constant matrix calculation; SAD5transition state determina
tion; DYN5molecular dynamics; MC5Monte Carlo sampling.

TABLE I. Lennard-Jones~LJ! Parameters for H2CO And tip3p and pol1
Parameters for H2O.a

Molecule H2CO H2O

Atom O C H O H
sb 3.600 3.800 2.600
«b 0.150 0.080 0.008
q~tip3p!c 20.834 0.417
s~tip3p! 3.151 0.000
«~tip3p! 0.152 0.000
q~pol1!d 20.730 0.365
s~pol1! 3.169 0.000
«~pol1! 0.155 0.000
a~pol1! 0.465 0.135

a~s’s are in Å,«’s are in kcal/mol,q’s are in a.u., anda’s are in Å3!.
bParameters are taken from Freindorf and Gao, Ref. 33.
ctip3p parameters from Jorgensen, Ref. 61.
dpol1 parameters from Dang, Ref. 46.
Downloaded 21 Feb 2007 to 133.41.149.126. Redistribution subject to AI
of
e

al

te
a

dielectric continuum as could be done to mimic long-ran
solvent effects. We would label such a model QM/MM-po
vib/CONT. Development of such a model is in progress a
will be reported in future accounts.

Another feature of our implementation lies in that w
take advantage of a property of the MM polarization r
sponse. The MM induced dipoles minimize the energy of
total system with respect to changes in the induced dipo
~see Appendix A!. This property leads to a significant sim
plication in the calculation of the energy gradients with r
spects to the Cartesian coordinates of both the QM and M
subsystems.56 We carried out the above implementation f
closed-shell and open-shell HF and KS wave functions
well as MCSCF wave functions. In the latter case the form
ism applies to ground or excited states MC wave functio
as derived and illustrated below, with the sole difference
tween them coming from the calculation of the one-parti
and two-particle density matrices of the QM wave functi
corresponding to either the ground state or to the exc
state. The availability of analytic gradients permits the e
cient determination of equilibrium and transition structur
in equilibrium solvation as well as the ability to carry o
classical molecular-dynamics calculations. The method
been implemented in theHONDO-2001 code.57 Figure 4 de-
picts the structure of the program, how it is linked to t
traditional drivers for geometry optimization, force consta
calculation, saddle point determination, and also anab initio
molecular-dynamics driver58 and a Monte Carlo solvent con
figuration generator.54

III. APPLICATION TO THE H 2CO„

1A 2…:H2O COMPLEX

To illustrate the method and its implementation we
port structures, energies, and vibrational frequencies o
hydrogen-bonded complex between the formaldehyde m
ecule in its singlet1(p* ←n) excited state and a water mo
ecule. These calculations are a part of a larger project aim
at characterizing the relaxation dynamics of formaldehyde
aqueous phase after vertical absorption, using an accu
QM level of theory mixed with a MM representation of th
aqueous medium. The complex is denoted H2CO(1A2):1w to
indicate that the formaldehyde moiety is in an excited st
that has parentage in the H2CO(1A2) state of formaldehyde
in the gas phase. The short-hand notation H2CO:1w is ap-
plied at times. We used two basis sets, the 6-31G* basis set59

and the cc-pVTZ~denotedvtz! basis set of Dunning.60 For
MM water potentials we used the nonpolarizablet ip3p po-
tential of Jorgensen61 and the polarizablepol1 potential of
Dang.46 The water vibrational potential was the one fro
Bartlett et al.62 The QM wave function was a multiconfigu
ration wave function of the complete active space~CAS!
type63 that includes all the electronic configurations obtain
by distributing all 12 valence electrons of H2CO among 10
valence orbitals of H2CO consistent with spin and spac
symmetry. The excited-state wave functions was obtained
optimizing the orbitals for the second root of the CAS co
figuration interaction expansion inC1 symmetry or the first
root in Cs symmetry. The QM/MM wave functions are la
beled CAS(1A2)/6-31G* :t ip3p, CAS(1A2)/6-31G* :pol1,
CAS(1A2)/vtz:t ip3p, and CAS(1A2)/vtz:pol1. In the
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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QM/MM calculations we used the LJ parameters sugges
by Freindorf and Gao33 for formaldehyde, even though th
suggested parameters were determined on the basi
ground state calculations for a variety of ‘‘solute:1w’’ sys-
tems. We comment below on the validity of these ‘‘groun
state’’ LJ parameters for excited-state calculations. For co
pleteness the LJ parameters are gathered in Table I.
comparison purposes we calculated also all-QM wave fu
tions denoted CAS(1A2)/6-31G* :6-31G* and
CAS(1A2)/vtz:vtz with the water molecule treated quantu
mechanically and its 10 electrons occupying five molecu
orbitals that are essentially localized on water. A picture
the complex is shown in Fig. 5 and the calculated structu
energetic, and vibrational data are given in Tables II and

The most notable feature of the H2CO(1A2):H2O com-
plex is that it has a perpendicular conformation, with t
water molecule residing in the plane bisecting the formal
hyde molecule and containing the C–O bond. The wa
molecule acts as a hydrogen-bond donor. The three leve
theory yield structures of the H2CO(1A2) moiety that are
very similar, a C–O bond length of;1.361 Å and an out-
of-plane angled(OC– H2);38.4 degrees, which are ver
close to the isolated molecule values~1.359 Å and 38.7
deg.!. The OH bond of water that is involved in th
hydrogen-bond is slightly elongated in all three models,
elongations in the QM/MM~-pol! calculations being very
similar to the elongation in the all-QM calculation. This fin
ing is consistent with our earlier report on mixed QM/M
water clusters.

The harmonic frequencies of the complexes are given
Table III. The modes can be assigned a type depending
whether they involve mostly the water moiety, the formald
hyde moiety, or whether they are intermolecular modes.
modes assigned to the H2CO moiety have frequencies clos
to those of an isolated H2CO(1A2). The modes assigned t
the water moiety are different for the CAS:tip and CAS:pol
models compared to the all-QM model. This is a reflection
the different vibrational force field of the water molecules
the complex, the Hartree–Fock force field in the all-QM c
culation vs the highly accurate configuration interaction~CI!-
derived force field in the QM/MM~-pol! calculations. The

FIG. 5. The lowest energy structure of the H2CO(1A2):H2O molecular
system.
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inter-molecular modes are those most relevant to the des
tion of the complex. There is overall very good agreem
between all the models. The largest frequency mode am
those at;390 cm21 corresponds to the hydrogen bon
stretching mode with the CAS/tip description being slightly
stiffer than the CAS/pol and the all-QM descriptions, this in
spite of the hydrogen bond lengths showing a large dispa

The hydrogen bond energies (EHB) obtained with the 3
levels of theory are in semiquantitative agreement, 2.1,
and 2.4 kcal/mol for the CAS(1A2)/6-31G* :6-31G* ,
CAS(1A2)/6-31G* :t ip3p, and CAS(1A2)/6-31G*/6-31G*:
pol1 respectively, and nearly the same with thevtz basis set.
The all-QM values ofEHB listed in the table were correcte
for basis set superposition error.64

The hydrogen-bond length R(H̄O), the hydrogen-
bond angles a(H¯O–C) and a(O-H¯O), and the
hydrogen-bond torsion anglet(O– H̄ O–C) are the most
relevant geometrical parameters in assessing the accura
the models. The accord between the all-QM and mix
QM/MM models is semi-quantitative. The most interesti
parameter is the hydrogen-bond length R(H¯O) for which
there are significant structural differences between all th
models, albeit the binding energies are very similar. T
distance is a reflection of the proper balance, or lack of su
between the electrostatic contribution to the bond energy
the long-range repulsion–attraction of the LJ term that en
the QM/MM-pol-vib model. The model uses anad hocLJ
~6-12! potential between the QM subsystem and the M
subsystem. For the MM subsystem we used thetip3p and
pol1 LJ parameters while for the QM subsystem we use
modified LJ parameters suggested by Friendorf and Ga33

These later parameters were determined on the basis
number of solute–water structures in their ground states.
generally recognized that the LJ parameters for an exc
state solute–water system should be different, albeit we
not aware of published values for excited states. Ba
et al.55 argued that larger values of the LJ parameters for
solute would be appropriate, considering the larger size
the orbitals and polarizability of the formaldehyde excit
state compared to its ground state.~However, these author
followed Levy et al.52 in using the same LJ parameters f
the excited state as for the ground state.! In the present work
we also used the same ‘‘ground-state’’ parameters.
all-QM calculation of the same type for ground-sta
formaldehyde CAS(1A1)/6-31G* :6-31G* yielded a
R(H¯O) ;2.112 Å, and CAS(1A1)/6-31G* :t ip3p and
CAS(1A1)/6-31G* :pol1 values of;2.097 and;2.098 Å,
respectively~see companion paper53!. For the ground state
the discrepancy between the all-QM and the QM/MM mo
els amounts to;0.02 Å. The discrepancy of 0.10 and 0.0
Å for the QM:tip3p and QM:pol1 models with the Ō H
bond shorter than for the all-QM structure, is much larger
the excited state than for the ground state. The same con
sions hold for the calculations using thevtzbasis set. Thus it
appears indeed that the LJ parameters for electronically
cited formaldehyde need to be larger than for ground-s
formaldehyde, presumably to increase the repulsion inte
tion between solute and water. That this may be the cas
further supported by thepol1 results. It can be seen from
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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TABLE II. Structure of the H2CO(1A2):H2O complex for various all-QM and QM/MM~-pol! models.a

CAS/6-31G* :
6-31G*

CAS/6-31G* :
tip3p

CAS/6-31G* :
pol1

CAS/vtz:
vtz

CAS/vtz:
tip3p

CAS/vtz:
pol1

R~C–H! 1.106;1.106 1.106;1.106 1.106;1.106 1.104;1.104 1.104;1.104 1.104;1.1
a~HCO! 114.0;114.0 114.0;114.0 114.0;114.0 114.5;114.5 114.4;114.4 114.4;11
R~C–O! 1.363 1.362 1.362 1.357 1.358 1.357
R(H¯O) 2.246 2.150 2.178 2.293 2.175 2.197
a(H¯O–C) 112.8 113.7 113.3 113.9 113.7 113.4
a(O–H̄ O) 179.4 173.9 173.2 179.0 171.9 171.7
t(O–H̄ O–C) 0.0 180.0 180.0 0.0 180.0 180.0
R~O–H!b 0.949;0.947 0.964;0.958 0.963;0.958 0.942;0.941 0.963;0.958 0.963;0.9
a~H–O–H! 105.4 103.6 103.7 105.8 103.6 103.7
t(H–O–H̄ O) 180.0 0.0 0.0 180.0 0.0 0.0
d(OC–H2) 38.6 38.6 38.6 37.1 37.2 37.2
Energy~a.u.! 2189.872 074 2113.861 314 2113.860 707 2189.957 493 2113.902 108 2113.901 520
EHB~kcal/mol!c 2.1 2.7 2.4 1.8 2.6 2.3

aBond lengths in Å, angles in degrees, energies in a.u., hydrogen-bond energiesEHB are in kcal/mol.
bThe first value is for the H atom involved in the hydrogen bond.
cThe binding energyEHB was calculated using the energy of the complex at infinite distance treated as a supermolecule and is corrected for
superposition error~BSSE! for the all-QM calculations. The CAS/6-31G* energy of isolated H2CO(1A2) is 2113.856 927 a.u. The CAS/vtz energy o
isolated H2CO(1A2) is 2113.897 894 a.u.
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Table I that the LJ parameters are essentially the same
pol1 as fortip3p while the partial charges are smaller inpol1
than in tip3p. The fact that the H̄ O distance in the
CAS(1A1)/6-31G* :pol1 complex is longer than in the
CAS(1A1)/6-31G* :t ip3p complex while the LJ energy con
tribution is nearly the same, suggests that the electros
contribution to the binding energy is less withpol1 than with
tip3p, in accord with the reduced partial charges, ev
though the atomic polarizabilities contribute also to the el
trostatic interaction binding energy. The fact remains that
solute–water attraction is too strong and that a stronger
pulsion is needed to obtain better agreement between
QM/MM models and the all-QM data.

In support for this finding we obtained the optimize
structures for the H2CO(1A2):H2O complex with modified
Downloaded 21 Feb 2007 to 133.41.149.126. Redistribution subject to AI
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LJ parameters for the oxygen atom of formaldehyde. In t
preliminary investigation we selected to modify the LJ p
rameters for the carbonyl oxygen only because change
the oxygen parameters are likely to have the largest eff
on the QM/MM~-pol! structure of the complex, in particula
on the hydrogen-bond length. There are differences in an
as well between the all-QM and the QM/MM~-pol! struc-
tures. Adjusting all the parameters would be needed to ob
close agreement, along the lines of the work of Freindorf a
Gao.33 A full investigation is beyond the scope of this wor
albeit it is in progress. More specifically we increased t
value ofs(O) by 5% and 10%, while holding«(O) constant
as well as the LJ parameters for C. The parameters for H2O
were not changed. The results are displayed in Table IV
can be seen that the 5% increase yields a O¯H bond length
hyde
TABLE III. Harmonic frequencies of the H2CO(1A2):H2O complex for various all-QM and QM/MM~-pol!
models.a

Freq.
(cm21) Syma Typeb

CAS/6-31G* :
6-31G*

CAS/6-31G* :
tip3p

CAS/6-31G* :
pol1

CAS/vtz:
vtz

CAS/vtz:
tip3p

CAS/vtz:
pol1

v1 a8 w- f 48 51 47 47 51 47
v2 a9 w- f 73 61 63 55 66 55
v3 a9 w- f 104 115 108 97 113 106
v4 a8 w- f 116 136 132 105 132 129
v5 a8 w- f 223 233 216 197 223 205
v6 a9 w- f 389 411 381 366 401 372
v7 a8 f 805 806 807 768 768 770
v8 a9 f 1001 999 999 990 989 989
v9 a8 f 1141 1143 1144 1126 1125 1127
v10 a8 f 1386 1385 1385 1368 1367 1367
v11 a8 w 1842 1704 1701 1778 1702 1700
v12 a8 f 2964 2963 2962 2921 2919 2919
v13 a9 f 3060 3057 3056 3016 3014 3013
v14 a8 w 4069 3782 3793 4122 3788 3797
v15 a8 w 4182 3923 3925 4215 3924 3927

aSymmetry group isCs , the plane of symmetry contains the water molecule and bisects the formalde
molecule. See Fig. 5.

bNotation is: w for modes involving mostly the water molecule;f for modes involving the formaldehyde
molecule;w- f for intermolecular modes.
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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TABLE IV. Structure of the H2CO(1A2):H2O complex for various values of the LJ diameter for the carbo
oxygen.a

CAS/6-31G* :
6-31G*

CAS/6-31G* :
tip3p

CAS/6-31G* :
tip3p

CAS/6-31G* :
tip3p

LJ for O: N/A Gaob Gao15% Gao110%
s~O!;«~O! 3.60; 0.15 3.78; 0.15 3.96; 0.15
R~C–H! 1.106;1.106 1.106;1.106 1.106;1.106 1.106;1.106
a~HCO! 114.0;114.0 114.0;114.0 114.0;114.0 114.0;114.0
R~C–O! 1.363 1.362 1.362 1.362

R(H¯O) 2.246 2.150 2.247 2.353
a(H¯O–C) 112.8 113.7 112.3 111.2
a(O–H̄ O) 179.4 173.9 172.9 172.4

t(O–H̄ O–C) 0.0 180.0 180.0 180.0
R~O–H!b 0.949;0.947 0.964;0.958 0.963;0.958 0.962;0.958

a~H–O–H! 105.4 103.6 103.7 103.7
t(H–O–H̄ O) 180.0 0.0 0.0 0.0

d(OC–H2) 38.6 38.6 38.6 38.6
Energy~a.u.! 2189.872 074 2113.861 314 2113.860 831 2113.860 436

EHB~kcal/mol! 2.14 2.75 2.45 2.20

aBond lengths in Å, angles in degrees, energies in a.u., hydrogen-bond energiesEHB are in kcal/mol.
bParameterss and« taken from Freindorf and Gao~Ref. 33!.
cThe first value is for the H atom involved in the hydrogen bond.
of
ty
ts
e
te

he
r
th
d

in
x-
pa
o
d

n

he

e
th
ar
els
th
o
o
a

ies
ar
al
th
i

s

to
re-

m-
ased
nd
n
as
ion

.

s-

-

L
e-
est
e-
0.

/

b-
the
es.
e-

ter-

-

in very good accord with the all-QM structure.
A proper description of the low-energy structure

H2CO(1A2):H2O is an encouraging reflection of the abili
of the model to describe well equilibrium solvation effec
including fluorescence. A second critically important crit
rion for the choice of proper LJ parameters for excited sta
lies in the ability to quantitatively describe the slope of t
excited potential energy surface in the Franck–Condon
gion from the ground state. This attribute corresponds to
nonequilibrium regime of solvation. The present results in
cate that the polarizable character of thepol1 potential makes
only a small contribution to the hydrogen bond description
so far as equilibrium ‘‘solvation’’ is concerned. A more e
tended investigation of the determination of proper LJ
rameters for nonequilibrium solvation, and of the effect
polarizability in nonequilibrium solvation will be presente
in a future report.65

IV. SUMMARY

In this paper we have presented a detailed descriptio
an efficient implementation of a QM/MM-pol-vib/CAV
model of micro-solvation with which we can calculate t
energy and the forces of a QM subsystem embedded in
MM subsystem. The model includes a polarizable repres
tation of the MM subsystem, and is equally applicable to
ground state or excited state of the QM subsystem. We c
out the implementation for the HF, DFT, and MCSCF lev
of QM theory. The availability of analytic gradients for bo
the QM susbsystem and the MM subsystem makes it p
sible to apply efficient methods for the determination
equilibrium and transition structures, force constants, re
tion pathways, and finite temperature dynamics trajector

We illustrated the capabilities of the method with a ch
acterization of the structure and energy for the electronic
excited formaldehyde–water system. We found that
all-QM and QM/MM structures and energies are in sem
quantitative agreement. We found that the LJ parameter
b 2007 to 133.41.149.126. Redistribution subject to AI
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the QM/MM models used for the ground state give rise
too short hydrogen-bond lengths for the excited state. A p
liminary study of LJ parameters for the excited state of for
aldehyde suggests that the LJ diameter ought to be incre
by ;5% for improved agreement between all-QM a
QM/MM structures. An initial investigation of the solvatio
effects on the vertical absorption energy of formaldehyde
a prototypical carbonyl system is presented in a compan
paper.53 A full QM/MM-pol characterization of the dynamics
of relaxation of excited formaldehyde will be forth coming
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APPENDIX A: QM ÕMM-pol-vib ÕCAV ENERGY

The total energy of a system in the QM/MM-pol-vib
CAV model has the form

EQM/MM5Eqm1Eqm/mm1Emm/mm1Epol1Evib

1E(qm1mm)/cav. ~A1!

Eqm includes to the traditional QM energy of the QM su
system including the electrostatic interaction energy of
QM subsystem with the MM effective charges and dipol
Eqm–mm refers to the LJ repulsion–dispersion interaction b
tween the QM subsystem and the MM subsystem.Emm/mm

refers to the electrostatic and LJ repulsion–dispersion in
action amongst the MM fragments.Epol is the polarization
energy limited to the MM induced dipoles among them
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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selves.Evib is the vibrational energy of the water solve
molecules arising from the nonrigid representation of
MM molecules. FinallyE~qm1mm!/cav includes the LJ repul-
sive interaction between the QM and MM subsystems
the cavity wall. The various terms are defined and written
below.

1. The Eqm term

Eqm is the electrostatic interaction energy of the Q
subsystem in the presence of the effective charges and o
induced dipoles of the MM subsystem. As suchEqm includes
the electron–electron and the electron–nuclei energy te
within the QM subsystem, along with the interaction b
tween the nuclei and the electron density with the MM
fective charges and the interaction between the nuclei
the electron density with the MM effective dipoles. The p
tential acting on the electron density due to both the M
effective charges and the MM induced dipoles is included
the one-electron Hamiltonian operator for the QM su
system. In what follows we give the equations for the m
general case of a multiconfiguration self-consistent-fi
~MCSCF! wave function. Simplifying expressions fo
Hartree–Fock~HF! and Kohn–Sham~KS! wave functions
are provided at the end of this section.

The QM wave functionCS has the form of a linear
combination of configuration state functions or equivalen
in terms of Slater determinants$F I%, with superscript ‘‘S’’
denoting the ‘‘state,’’ i.e., the ground state or an excited s

CS5(
I

CI
SF I , ~A2!

with F I constructed from molecular orbitalsf i expanded in
terms of basis functionsxm

f i5(
m

cm ixm . ~A3!

TheC8s are a solution of the configuration interaction sec
lar equation, either for the ground state or an excited sta

HCS5ECS, ~A4!

with

HIJ5(
i j

g IJ
i j ~ i uhu j !1

1

2(i jkl
G IJ

i jkl ~ i j ukl !, ~A5!

and

E5(
IJ

CI
SHIJCJ

S . ~A6!

E takes the form

E5(
i j

g i j ~ i uhu j !1
1

2(i jkl
G i jkl ~ i j ukl !. ~A7!

g i j and G i jkl are the one- and two-particle density matr
elements for stateS, with

g i j 5(
IJ

CI
Sg IJ

i j CJ
S , ~A8!
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G i jkl 5(
IJ

CI
SG IJ

i jkl CJ
S . ~A9!

The ground state corresponds to the lowest eigenstate o
CI matrix @Eq. ~A4!#. Higher energy eigenstates are the e
cited states. If ‘‘a’’ and ‘‘ b’’ denote any doubly occupied
orbital, ‘‘ i ’’ any variably occupied orbital, ‘‘x’’ any unoccu-
pied orbital, and ‘‘p, ’’ ‘‘ q, ’’ ‘‘ r , ’’ and ‘‘ s’’ any type of or-
bital, we have

H gab52da,a

gai5gax5g ix50

Gpqrs5gpqg rs2 1
4~gprgqs1gpsgqr!1G8pqrs.

~A10!

G8pqrs is nonzero only when all four orbitals are of the va
ably occupied orbital type~also called valence orbitals!. In
deriving the self-consistency equations for the MCSCF
ergy, we define the Fock operators and Lagrangian opera
as follows:

Fi j 5hg i j 1(
kl

ukl)G i jkl , ~A11!

« ri 5(
j

~r uFi j u j !. ~A12!

We have

« ri 52~Fri
core1Fri

val! ~Lagrangian, i core!, ~A13!

« ri 5(
j

val

g i j Fr j
core1(

jkl

val

G i jkl ~r j ukl !

~Lagrangian, i valence!,
~A14!

with Fcore andFval given by

Fmn
core5~muhun!1(

ls
Pls

core@~mnuls!2 1
2 ~mluns!#,

~A15!

Fmn
val5(

ls
Pls

val@~mnuls!2 1
2~mluns!#, ~A16!

with

Pls
core5(

k

core

2clkcsk , ~A17!

Pls
val5(

kl

val

gklclkcs l . ~A18!

We transform the particle density matrix elements to
AO basis following:

gmn5(
i j

cm ig
i j cn j , ~A19!

Gmnls5(
i jkl

cm icn j clkcs lG IJ
i jkl . ~A20!

This leads to the energy expression
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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E5(
mn

gmn~muhun!1 1
2 (

mnls
Gmnls~mnuls!. ~A21!

The Fock operators of Eqs.~A11!, ~A15!, and~A16! play
an important role in the various MCSCF convergen
algorithms.63

2. HF and KS cases

In the case of an HF wave function, Eq.~A15! takes the
forms

Fmn5~muhun!1(
ls

Pls@~mnuls!2 1
2~mluns!#.

~A22!

Pmn is the total density matrix element. The HF SCF equ
tions for the molecular orbital coefficientsc have the form:

Fc5Sc«, ~A23!

whereS is the overlap matrix,Smn5(mun), and« represents
the orbital eigenvalues. It follows that

E5 1
2 (

mn
Pmn@~muhun!1Fmn#. ~A24!

In the case of aKS wave function, we have

Fmn[KSmn5~muhun!1(
ls

Pmn@~mnuls!#1Fmn
XC ,

~A25!

with

Fmn
XC5E S ]FXC

]r
xmxn1

1

u¹ru
]FXC

]u¹ru
¹r"¹~xmxn! Dd3r .

~A26!

In Eq. ~A26! FXC is the matrix of the Exchange-Correlatio
functional.66 It follows in the HF case that:

E5 1
2 (

mn
Pmn@~muhun!1Fmn#. ~A27!

Solvation of the QM subsystem by the MM subsystem
reflected in the definition of the one-electron Hamiltoni
h(1) that appears throughout Eqs.~A1!–~A27!. In the simple
form of the QM/MM model a one-electron potential opera
due to the MM effective charges~efc!, labeledQs where the
subscripts represents the MM atoms, is added to the us
kinetic energy and nuclear attraction operators. In the Q
MM-pol model,~isotropic! polarizabilitiesãs are assigned to
selected MM centers~often the MM atoms!, and the electric
field due to the QM subsystem as well as the other M
fragments induces point dipoles denotedDs ~efd!. The ki-
netic energy and potential operators have the form

T~1!52 1
2 ¹2~1!, ~A28!

Vatm~1!52(
A

Nuc
1

r 1A
ZA , ~A29!

Vefc~1!52(
S

Nsol
1

r 1S
QS , ~A30!
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Vefd~1!52(
S

Nsol

“SS 1

r 1S
D "DS52(

S

Nsol
~r12RS!

r 1S
3 "DS ,

~A31!

‘‘ Nuc’’ and ‘‘Nsol’’ throughout represent the number of a
oms in the QM subsystem and in the MM subsystem, resp
tively. The minus sign in Eqs.~A29!–~A31! arises from the
charge of the electron. Thus we have

h0~1!5T~1!1Vatm~1!, ~A32!

h~1!5h0~1!1Vefc~1!1Vefd~1!, ~A33!

and

hmn5E xm~1!h~1!xn~1!dt1 . ~A34!

It is convenient to define several energy terms involving
interaction of the electron density

Vmn
atm5E xm~1!Vatm~1!xn~1!dt1 , ~A35!

Vmn
efc5E xm~1!Vefc~1!xn~1!dt1 , ~A36!

Vmn
efd5E xm~1!Vefd~1!xn~1!dt1 , ~A37!

Eelec/atm5(
mn

PmnVmn
atm, ~A38!

Eelec/efc5(
mn

PmnVmn
efc , ~A39!

Eelec/efd5(
mn

PmnVmn
efd . ~A40!

These energy terms are in fact included in the electro
energy expression of Eq.~A21!. We use Gaussian basis fun
tions as thex8s and evaluate the one-electron integrals in E
~A34! by means of the generalized Rys numerical quadra
method67 that was devised for the calculation of electrosta
potential, field, and field gradients, as well as their deriv
tives with respect to the QM atomic centers and the M
atomic centers for the calculation of the forces acting on
QM and MM subsystems. The generalization of the quad
ture relies on a general Gaussian transform for the 1/r opera-
tor and its derivatives, shown in Appendix C. The genera
zation is systematic and its implementation in a compu
code follows very much the simpler subroutine for the c
culation of the nuclear attraction integrals of Eq.~A35!.
Compared to the approach adopted by others27,36,37 in their
earlier implementation of the QM/MM-pol method, the ge
eralized Rys quadrature avoids the numerical inaccura
otherwise associated with integral expansions and repre
tations of point dipoles by finite dipoles, and more impo
tantly, it also provides accurate energy derivatives.

The contributions to the interaction energy of the Q
nuclei among themselves and of the QM nuclei with the M
charges and dipoles are
P license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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Eatm–atm5
1

2 (
AÞB

Nuc

ZA

1

RAB
ZB , ~A41!

Eatm–efc5(
A

Nuc

(
S

Nsol

ZA

1

RAS
QS , ~A42!

Eatm–efd5(
A

Nuc

(
S

Nsol

ZA“SS 1

RAS
D "DS

5(
A

Nuc

(
S

Nsol

ZA

~RA2RS!

RAS
3 "DS . ~A43!

Finally we have

Eqm5E1Eatm/atm1Eatm/efc1Eatm/efd. ~A44!

3. The Eqm Õmm term

Eqm/mm refers only to the van der Waals repulsion te
between the ‘‘pseudo’’ QM subsystem and the MM su
system ~the electrostatic interaction terms are included
Eqm above!. In its present form this term is only anad hoc
expression of the exchange repulsion and dispersion betw
the QM and MM subsystems. It is given by

Eqm/mm[Eqm/mm
vdW 5 (

A51

Nuc

(
S51

Nsol

4«ASF S sAS

RAS
D 12

2S sAS

RAS
D 6G ,
~A45!

with

«AS5~«A«S!1/2, ~A46!

sAS5~sAsS!1/2. ~A47!

In Eqs.~A45!–~A47!, the «s’s @not to be confused with the
orbital energies of Eq.~A22!# and ss’s are the usual LJ
parameters that comprise the classical potential for the M
subsystem, the«A’s and sA’s are the LJ parameters of th
classical potential for the ‘‘pseudo’’ QM subsystem. T
summations run over the quantum atomsA and all the sol-
vent atomsS. The LJ parameters for the QM subsystem c
be taken directly from tabulated classical potentials. Fre
forf and Gao33 suggested slight adjustments to such para
eters to match better the structure and energy results fo
lected systems obtained at theab initio HF/6-31G* level of
theory.

4. The Emm Õmm term

The energy of the MM subsystemEmm/mm contains the
usual electrostatic interaction between the effective cha
of the MM atoms and also a van der Waals repulsion ter

Emm/mm5Eefc/efc1Emm/mm
vdW , ~A48!

with

Eefc/efc5
1

2 (
SÞT

Nsol

QS

1

RST
QT , ~A49!

Emm/mm
vdW 5 (

SÞT

Nsol

4«STF S sST

RST
D 12

2S sST

RST
D 6G , ~A50!
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«ST5~«S«T!1/2, ~A51!

sST5~sSsT!1/2. ~A52!

The summations in Eqs.~A49!–~A50! are indexed with the
conditionSÞT to indicate that they run over all the solve
atomsS and T with the restriction thatS and T belong to
different residues, i.e., water molecules.

5. The Epol term

The polarization energyEpol here refers to energy term
involving the MM subsystem only. Terms involving the MM
polarization interactions with the QM subsystem are alrea
included inEqm. The induced dipoles are determined by t
response equations of the system to minimize the total
ergy of the QM/MM system. The electric field at the positio
of the polarizability tensors is separated into a static field a
a dynamic field. The static field is due to the electron dens
and nuclei of the QM subsystem and to the effective char
of the MM subsystem. The dynamic field acting on a giv
induced dipole is due to the other induced dipoles. Thus
induced dipoles depend on the induced dipoles themsel
The response equations are thus iterative in nature. The
larization energy includes also a self-interaction energy te
the energy required to assemble the set of dipoles

Eefc/efd5 (
TÞS

Nsol

QT“SS 1

RTS
D "DS5 (

TÞS

Nsol

QT

~RT2RS!

RTS
3 "DS ,

~A53!

Eefd/efd5
1

2 (
TÞS

Nsol

DT"“T3“SS 1

RTS
D "DS

5
1

2 (
TÞS

Nsol

DT"H 1
1

RTS
3 2

3~RT2RS!3~RT2RS!

RTS
5 J "DS ,

~A54!

Eefd/self5
1

2 (
T

Nsol

DT

1

aT
DT . ~A55!

whereaT is the magnitude of the isotropic polarizability ten
sor assigned to centerT. In the end we have

Epol5Eefc/efd1Eefd/efd1Eefd/self. ~A56!

6. The polarization response equations

The polarization response equations yield the indu
dipoles at the polarization centersS of the MM subsystem.
These centers are assigned a polarizability tensor, isotrop
the present case, and denotedaS , already seen in Eq.~A55!.
Assuming linear response, the induced dipoleDS at centerS
is related to the polarizabilityaS and to the electric fieldFS

at centerS

DS5aSFS . ~A57!

We write the fieldFS as

FS
stat5FS

atm1FS
elec1FS

efc, ~A58!

FS
dyn5FS

efd, ~A59!
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FS5FS
stat1FS

dyn. ~A60!

Fatm is the field from the QM nuclei,Felec is the field from
the QM electron density,Fefc is the field from the MM effec-
tive charges, andFefd is the field from the MM ‘‘other’’ in-
duced dipoles. Expressions for the various terms are

FS
atm5(

A

Nuc

2“SS 1

RAS
DZA5(

A

Nuc

2
~RA2RS!

RAS
3 ZA , ~A61!

Felec~1!52¹1S 21

r 1S
D51

~r12RS!

r1S
3 , ~A62!

Fmn
elec5E xm~1! Felec~1! xn~1!dt1 , ~A63!

FS
elec5(

mn
PmnFmn

elec, ~A64!

FS
efc5(

T

Nsol

2“SS 1

RTS
DQT5(

T

Nsol

2
~RT2RS!

RTS
3 QT , ~A65!

FS
efd5 (

TÞS

Nsol

2“S3“TS 1

RTS
D "DT

5 (
SÞT

Nsol

2H 1
1

RTS
3 2

3~RS2RT!3~RS2RT!

RTS
5 J "DT .

~A66!

Atomic integrals of the field operator in Eq.~A63! and the
total field in Eq. ~A64! can be conveniently evaluated fo
Gaussian basis functions of any angular momentum
means of a Gaussian transform of the field operator¹(1/r )
as written in Eq.~A62!. See Appendix C.

The equations, given in Eq.~A57!, for all the S solvent
centers are solved iteratively to self consistency. Initial v
ues ofDS are obtained by usingFS5FS

stat. The current val-
ues ofDS are then substituted into Eq.~A66!, yieldingFefd of
Eq. ~A59! andFS of Eq. ~A60!, with the new values of the
field going into Eq.~A57! to give an updated set of induce
dipolesDS .

At this point it is convenient to gather all the energ
terms that involve the MM induced dipoles. We deno
Eind dip a quantity made up of these terms. Note that all
them are already accounted for inEqm and inEpol:

Eind dip5Eatm/efd1Eelec/efd1Eefc/efd1Eefd/efd1Eself/efd.
~A67!

We substitute in Eq.~A67! the expressions for all five
terms, as written in Eqs.~A31!, ~A37!, ~A40!, ~A43!, ~A53!,
~A54!, and~A55!. We write the conditions forEind dip to be a
minimum with respect to variations in the induced dipo
DS . We obtain a set of equations

H ]Eind dip

]DS
50J . ~A68!

They have the form

H 2FS
atm2FS

elec2FS
efc2FS

efd1
DS

aS
50J ,
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for all S51,...,Nsol. ~A69!

These equations are identical to the linear response e
tions in the form of Eq.~A57!. In other words the respons
equations yield induced dipoles that correspond to a m
mum of the total QM/MM energy. This is an important pro
erty of theDS that greatly simplifies the calculation of th
gradients of the total QM/MM energy with respect to th
QM Cartesian coordinates and the MM Cartesi
Coordinates.56

7. The Evib term

Finally we include a vibrational energy term for all MM
water molecules. The MM water molecules are not co
strained to maintain the experimental water geometry. T
are allowed to adopt distorted geometries. The vibratio
energy of each molecule is calculated from the quartic fo
field potential of Bartlettet al.,62 denotedEvib(w)

Evib5 (
w

Nwat

Evib~w!. ~A70!

In Eq. ~A70! w denotes the water solvent molecules,Nwat is
the number of these water molecules. The separation
Emm/mm and Evib implies an approximation. The partia
charges and the LJ parameters that form thetip3p, pol1, and
pol2 potentials,46,47,61for example, were derived on the bas
of rigid water molecules. We take the same parameters w
distorted water molecules. As long as the distortions s
small compared to the intermolecular distances the appr
mation should be satisfactory. That this is the case is bo
out by the optimized structures of hybrid water cluster49

where bond lengths and bond angle distortions are in qu
tative accord with the quantum dimers for example. Earl
Lie and Clementi48 used this approach successfully.

8. The E
„qm¿mm …Õcav term

This term is anad hocrepulsive potential whose purpos
is to prevent the QM and MM molecules from drifting awa
during a molecular dynamics simulation. We accomplish t
by surrounding the QM/MM system by a ‘‘soft’’ sphere o
radiusRsph, centered at a given point taken as the origin
the frame. In the spirit of the LJ 6-12 potentials common
used to represent the repulsive interaction between the
and MM subsystems as in Eqs.~A45!–~A47! or between the
MM molecules as in Eqs.~A50!–~A52! we assign ascav

parameter and a«cav parameter to the sphere. In the prese
work we used the LJ parameters for the oxygen atom in
t ip3p potential of water. Using the properties of the LJ e
pression, the thickness of the spherical wall is given by

Rwall5scav321/6. ~A71!

The radius of the cavity is

Rcav5Rsph1Rwall . ~A72!

We denoteI any atomA of the QM subsystem orS of the
MM subsystem,RI its distance to the center of the spheric
cavity, andRIcav its distance to the wall of the cavity. W
have
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RIcav5Rcav2RI . ~A73!

We define some LJ quantities, including the distance to
cavity wall that corresponds to the minimum in the LJ inte
action

« Icav5~« I«cav!
1/2, ~A74!

s Icav5~s Iscav!
1/2, ~A75!

RIcav* 5s Icav321/6. ~A76!

The interaction energyE(qm1mm)/cav is defined as

E(qm1mm)/cav5 (
I

Nuc1Nsol

EIcav
vdW, ~A77!

EIcav
vdW54« IcavF S s Icav

RIcav
D 12

2S s Icav

RIcav
D 6G1« Icav,

if RIcav<RIcav* , ~A78!

EIcav
vdW50 , if RIcav>RIcav* . ~A79!

In other words for any atom inside the sphere, if its distan
to the hard wall of the cavity is larger than some LJ mi
mum energy distance, then its interaction with the spher
set to zero. If this distance is larger than the LJ minimu
energy distance, then this atom feels the repulsive part of
LJ potential.

APPENDIX B: QM ÕMM-pol-vib ÕCAV GRADIENTS

The starting point for the gradient expressions
EQM/MM of Eq. ~A1! and Eqs.~A44!, ~A45!, ~A48!, and
~A56!. EQM/MM is a function of the Cartesian coordinates
the QM subsystem and those of the MM subsystem, as
as a function of the MM induced dipoles,EQM/MM

[EQM/MM(xQM ,xMM ,DMM). Let q denote any of the QM or
MM atomic coordinates. We have

dEQM/MM

dq
5

]EQM/MM

]q
1

]EQM/MM

]DMM
3

]DMM

]q
. ~A80!

We indicated above that]EQM/MM/]DMM [0, since the lin-
ear response of the induced dipoles minimizes the total
ergyEQM/MM. Thus it suffices to be concerned only with th
explicit dependence of the energy expression with respec
the coordinateq, and we can ignore how the MM induce
dipoles depend onq.

Following the well-established procedure for derivin
the gradient expression for an HF SCF, or KS SCF, or M
SCF energy as in Eq.~A21! by taking advantage of the sel
consistency property of the wave function, we have

]E

]q
5(

mn
gmn

]

]q
~muhun!1

1

2 (
mnls

Gmnls

]

]q
~mnuls!

2(
mn

Wmn

]

]q
~mun!, ~A81!

whereWmn is a Lagrangian-weighted density matrix eleme

Wmn5(
i , j

occ

2« i j cm icn j . ~A82!
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Where Eq.~A81! differs from a traditional ‘‘gas-phase’’ gra
dient expression is in the first term on the right-hand side t
involves derivatives of the one-electron integrals

]

]q
~muhun!5S ]m

]q
uhun D1S mu

]h

]q
un D1S muhu

]n

]qD .

~A83!

Whenq is an MM coordinate the first term and the last ter
in Eq. ~A83! are identically zero. The four operators given
Eqs. ~A27!–~A30! contribute to]/]q (muhun). Vatm of Eqs.
~A28!, ~A34! andVefc of Eqs. ~A29! and ~A35! involve the
same type of integrals. Note thatVatm contributes to the gra-
dient for the QM susbsystem only, whileVefc contributes to
the MM gradient as well as to the QM gradient through t
derivatives of the basis functionsm andn. Vefd of Eqs.~A30!
and ~A36! involve somewhat more complex integrals a
derivatives, all of which can be handled in a systematic fa
ion through the use of the generalized Rys quadrature
proach outlined in Appendix C and presented in detail in R
~A43!. Vefd contributes also to the QM gradient and to t
MM gradient.

The derivatives ofEatm/atm, Eatm/efc, and Eatm/efd that
come into play as a result of Eq.~A44!, are straightforwardly
evaluated. Similarly forEqm/mm[Eqm/mm

vdW and for the various
terms that formEmm/mm according to Eqs.~48! and~56!. The
derivatives of the vibrational energy termEvib of Eq. ~70!
and ofE(qm1mm)/cav are also straightforward to handle.

It is good to remember here again that a great simp
cation has come into the gradient derivation owing to the f
that the MM induced dipolesDS minimize the energy of the
total QM/MM system.56 As a result there was not need to b
concerned with the explicit differentiation of the energy wi
respect to the induced dipoles.

APPENDIX C: GENERALIZED Rys QUADRATURE
FOR FIELD AND FIELD GRADIENT INTEGRALS
AND THEIR DERIVATIVES

Transforms for field and field gradient integrals can
obtained from the general expression

E
0

`

u2ne2ru2
du5

1•3¯~2n21!

2n11 S p

r 2n11D 1/2

. ~A84!

Alternately it suffices to differentiate to the order needed,
Gaussian transform expression for 1/r 1C with respect to the
probe center. It follows that

1

r 1S
5

2

Ap
E

0

`

e2r 1S
2 u2

du, ~A85!

x1S

r 1S
3 5

2

Ap
E

0

`

2x1Su2e2r 1S
2 u2

du, ~A86!

2
1

r 1S
3 13

x1Sx1S

r 1S
5 5

2

Ap
E

0

`

~22u214x1S
2 u4!e2r 1S

2 u2
du,

~A87!

3
x1Sy1S

r 1S
5 5

2

Ap
E

0

`

4x1Sy1Su4e2r 1S
2 u2

du. ~A88!
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Subroutines for the calculations of these and other opera
could be found in programs such asHONDO57 andGAMESS68

for some time. Systematic extensions for the calculation
their derivatives with respect to centerS are given by
Dupuis.67
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