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On Connectedness in Nested Row-Column Designs
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Some theorems related to row-treatment and column-treatment connectedness of
a commutative nested row-column design are provided with one example.
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1. Introduction

Preece (1967) introduced nested balanced incomplete block designs in which within each
block of an incomplete block design another set of incomplete blocks is nested. Califiski and
Kageyama (1996, 2000) studied combinatorial and statistical properties of block designs. Singh
and Dey (1979) considered block designs with nested rows and columns such that within each
block the row x column classification is orthogonal, and presented their analysis. These designs
are useful when it is desired to eliminate heterogeneity in two directions within each block or
set and are viewed as a generalization of lattice square designs. The above-mentioned authors
have also discussed efficiency-balanced and variance-balanced nested row-column designs and
have constructed some designs of this kind.

In this paper, the concept of commutative nested row-column designs is introduced. This
concept is an extension of the concepts developed by Pal and Katyal (1988) and Katyal and
Pal (1991). Two theorems on connectedness for such designs are proved.

2. Nested row-column designs

Consider a design with v treatments and s blocks, each block contains pq(< v) treatments
and is classified into p rows and ¢ columns. Such designs are called block designs with nested
rows and columns [or nested row-column (NRC) designs].

Hereinafter, we follow the notations used in Singh and Dey (1979). For ready reference,
some notations are presented below. With respect to an NRC design let N be the v x s
incidence matrix of the block vs. treatment classification, N 1; be the v x p incidence matrix
of treatments vs. rows in the jth block and N,; be the v X ¢ incidence matrix of treatments
vs. columns in the jth block (j = 1,...,5). Then N(v x ps) and N(v x qs) are defined as

NIZ(Nlll"'ile), N2:(N21I"'IN28).

Also, let » = (ry,...,r,)" be the v x 1 vector of replications of treatments and let 76 —
diag{ry,...,7,} and then =% = diag{1/r4, ..., 1/ry}. Finally, let T = (T3, ..., T,)" of size v x 1,
S = (51,...,5s) of size s x 1, R= (R}, ..., R,) of size ps x 1, C = (C},...,C") of size gs x 1,
R; = (Rj1,..,Rjp) of sizepx 1, C; = (Cj1,...,Cjq) of size g x 1, where
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T; = the total yield for the ith treatment, 1 = 1,...,v,

S; = the total yield for the jth block, j =1,...; s,

Rjm = the total yield for the mth row in the jth block, m =1,...,p,
Cj¢ = the total yield for the ¢th column in the jth block, £=1,...,q.

In what follows, we consider only those NRC designs in which treatment vs. block
classifications in the two-way design (ignoring other classifications) are orthogonal.
For such NRC designs, we have

N =r1/s.

Then NN’ = rr'/s. Putting these values in the well-known matrix M (see, for example,
Calinski and Kageyama, 1996, for the definition), we get,

Mo =7"%{g "N N, +p *NyN} — (pg) "NN' — (spq)~'rr'},

or
MO = T'_é{q_-lNlNll -+ pilNzNz - Q(Spq)_lT’l‘/}.

Finally, M can be written as,
My = Moy + Moz,

where
My, = r7%{q" ' NN — (spg) 'rr'}

and
Mgy, = r~%{p" NoNj — (spq) "'rr'}.

Next, we introduce some definitions related to NRC designs and thereafter present some
theorems (with proofs).

Definition 2.1. An NRC design is said to be commutative if My Moy = Moo Mo;.

It can be seen that a balanced incomplete block design with nested rows and columns
(Singh and Dey, 1979) is a commutative NRC design.

Definition 2.2. An NRC design is said to be row-treatment connected when in the two-
way design considering rows as blocks (over all the sets) all the independent treatment effect
contrasts are estimable in the two-way design, that is, rank(Mg;) = v — 1.

Definition 2.3. An NRC design is said to be column-treatment connected when in the two-
way design considering columns as blocks (over all the sets) all the independent treatment
effect contrasts are estimable in the two-way design, that is, rank(Mp) = v — 1.

Definition 2.4. An NRC design is said to be treatment-connected when all the independent
treatment effect contrasts are estimable in the four-way design, that is, rank(Mg) = v — 1.

Theorem 2.1. Row-treatment and column-treatment connectedness of a commutative NRC
design together do not imply the treatment-connectedness of the design.

Proof. For an NRC design, we have M = M, + M. Furthermore, as the design is commu-
tative we have Moy Mgy = Mgy M. Let pq and po be the losses of information for a partic-
ular treatment effect contrast, s, related to the matrices Mo and My, respectively. Then,
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since My; and Moy commute and the design is both row-treatment and column-treatment
connected, we have

Moy1s =18, 0 < py <1; Moas = pas, 0< pp < 1.

That is,
(Mo1 4 Mgz)s = (p1 + p2)s.

Now, in a row-treatment and column-treatment connected design p1+po = p with the condition
0 < p <1, hence the above iy and py must satisfy the following conditions,

0<p1 <1,0< up <1, pg +p2 <1
Furthermore, using Mo = My; + Mg,
MOS:MSa 05”51

But, if ¢ < 1 for all independent treatment effect contrasts, then the design is treatment-
connected, while if 4 = 1 for any treatment effect contrast, then the design is not treatment-
connected. Hence the nested design satisfying the conditions of the theorem may or may not
be treatment-connected. O

Example. Consider the following NRC design with v =4, s =5, p=2 and ¢ = 2:

4 1

1 2 2 3 3 4 4 4
1 2 2 3

3 4 4 4 4 1

It can be checked that this unequal-replicated commutative NRC design is row-treatment
connected, column-treatment connected and also treatment-connected.

Theorem 2.2. In an NRC design satisfying the conditions, N = r1’/s and N r °N, =
11'/s, the estimators of p and x follow the relationship Cov(p,x) = 0, the symbols having
the usual significance (see proof).

Proof. For an NRC design, 1'p; = 0 and 1"x; = 0 for all j = 1,...,s. Recalling the notations
(Singh and Dey, 1979), the usual normal equations for estimation of different effects reduce to,

S = pqul + N'T + pqp, 2.1

R = qul + NiT + gA + qp,
C = pul + N,y + pB + px,

)
)
)
T = ur+ 77+ N+ Nip+ Nyx, )

(
(2.
(2.
(2.
where 7 is a v x 1 vector of treatment effects, 9 is an s x 1 vector of block effects, p is a
ps x 1 vector of row effects in blocks, i.e., p = (P11, s P1ps P21, -, P2ps oo s Psly oy Psp) =
(P1s PY, -y py) With pjn, being an effect of the mth row in jth block, x is a ¢s x 1 vector of

COhlmn eﬂeCts in blOCkS, i'e'7 X = (Xll> “eey X1q7 X215 -3 XQQ7 R €I R qu)/ - (X,17X/2) eees X{s)l
with x;¢ being an effect of the /th column in jth block, the matrices A and B being defined

as
¢11p wllq
/’1 = : ’B = 5

wslp ¢1 1q
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Pre-multiplying both sides of the equation (2.4) by N7~ and using the conditions mentioned

in the theorem, we get
N'r=°T = qul + NiT 4+ N7 °Np. (2.5)

Subtracting (2.5) from (2.2), it follows that
R— N7 °T=gA+ (¢- Ni7°Ny)p. (2.6)

Similarly, we have
C - N,r°T =pB + (p— Ny)r °Ny)x. (2.7)

Taking covariance between the elements on the left hand sides of the equations (2.6) and
(2.7), we get Cov(R— Nir=°T, C— Nyr=%T) = Cov(R, C)—Cov(N|r—°T, C)— Cov(R,

57 8T)+ Cov(N|r~ 8T, Nyr=9T) = 0, since Njr~® N, = 11’/s. Therefore, Cov(p, %) = O.
|

It may be noted that the condition Njr 4Ny = 11'/s can alternatively be written as
N Nir = N,;Nj, =rr'/s.

Corollary 2.1. An NRC design satisfying the conditions of Theorem 2.2 is always commuta-
tive.

Proof. 1t is easy to verify that under the conditions mentioned above, My Mgy = My M,
holds. Hence the NRC design satisfying the conditions of Theorem 2.2 is also commutative.
a

Theorem 2.3. In an NRC design satisfying the conditions of Theorem 2.2, the design is
treatment-connected if and only if it is both row-treatment and column-treatment connected.

Proof. In the NRC design satisfying the conditions of Theorem 2.2, the following relations
hold:
Mo = Mo + Moz and Mo Moz = MoxMo;.

[Sufficiency Part|

Case (I): Let a particular treatment effect contrast, s;, be estimated from the matrix
My, with £;(0 < p3 < 1) loss of information. Then My;s; = w18, which implies that
r~8{IN1N' /q — r7'/(spq)}s1 = p151. Let the same treatment effect contrast be estimated

1/4 Pq
from the matrix Moy with pg loss of information. Then Mss; = pos; which implies that
o {NyNy/p—r1'/(spg)}s1 = pasy.
After some algebraic manipulation,

0= mr {NoNy/p—rr'/(spg)}s1,
which implies that gy =0for 0 < p; <1 and p=p; +0=p1(#20,<1).

Similarly, it can be proved that if another treatment effect contrast is estimated from the
matrix Moy with pe(0 < pe < 1) loss of information, then the same treatment effect contrast
is estimated from the matrix Moy with u; = 0 loss of information. Thus p = pu; + py =
0+ po = pua(#0,< 1).

Case (II): If for a particular treatment effect contrast p; = pp = 0, then obviously,
p=p1+ p2 =0.

Hence all the treatment effect contrasts are estimable.
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[Necessity Part]

For a treatment-connected NRC design, 0 < p < 1. Also when the design satisfies the
conditions of Theorem 2.2, the design must be commutative and hence = p1+ pe. Therefore,
0 < w1 + po < 1, which implies that 0 < p; < 1 and 0 < p2 < 1. Hence, the design is both
row-treatment and column-treatment connected. O

3. Additional remark

To set up the definition of adjusted orthogonality in the context of a row-column design,
take two-factor designs, the first one being treatment vs. row design and the second one
being treatment vs. column design. Now if the estimates of row effects from the first design
are orthogonal to the estimates of column effects from the second design, the row-column
design is said to be adjusted orthogonal (see, for example, Eccleston and Russell, 1975). More
specifically, here, row effects adjusted for treatments are orthogonal to the column effects
adjusted for treatments.

In the context of an NRC design, if the estimates of row effects (from row vs. treatment
design) are orthogonal to the estimates of column effects (from column vs. treatment) design,
then the NRC design is said to be adjusted orthogonal.

The condition N{77°N, = 11’/s (mentioned in Theorem 2.2) holds for NRC designs
which are adjusted orthogonal. An NRC design is adjusted orthogonal if Cov(p,x) =0. It is
seen that commutativity allows u to be decomposed into iy and po such that p = py + po.
Adjusted orthogonal NRC designs are commutative and further, if 4y # 0, py must be zero,
or if i # 0, p11 must be zero. In general, the condition p1p2 = 0 always holds for an adjusted
orthogonal NRC design.
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