Design of Smart Adaptive Control Systems

by

Takuya KINOSHITA

Graduate School of Engineering
Hiroshima University
March, 2017
Acknowledgements

First, I would like to express my sincere gratitude to Professor Toru Yamamoto of Hiroshima University for his continuous support of my research, for his patience, motivation, and valuable suggestions. His guidance helped me through research and writing of this thesis. I would also like to acknowledge Professors Ichiro Nishizaki and Toshio Tsuji of Hiroshima University and Manabu Kano of Kyoto University, the members of my dissertation committee. Their stimulating suggestions have helped me in writing this thesis.

I express my gratitude to Professor Sirish L. Shah of University of Alberta who provided useful advice on the Smart-GMVIndex scheme. I also thank Associate Professor Yoshihiro Ohnishi of Ehime University for his useful advice on the PD-MVIndex scheme.

I appreciate the support of Associate Professor Shuichi Ohno and Assistant Professor Masayoshi Nakamoto of Hiroshima University. In addition, I express my sincere gratitude to all the past and present members of the control systems engineering laboratory. I would especially like to thank Mr. Guan Zhe, Mr. Liao Yuntao, and Mr. Rizwan Tariq, who are members of the Ph.D. course.

Finally, I am grateful to all the people who have supported me during my work on this thesis. Special thanks go to my family; their continuous support and encouragement made my studies possible.
Contents

Chapter

1 Introduction 1
   1.1 Background 1
   1.2 Smart Adaptive Control Systems 3
       1.2.1 Direct controller design 6
       1.2.2 Integration of control assessment and control system design 7
       1.2.3 1-parameter tuning and controller redesign 7
   1.3 Dissertation Outline 8

2 Design of Smart Adaptive Control System based on Generalized Minimum Variance Control law 10
   2.1 Introduction 10
   2.2 Design of a smart adaptive control system based on GMVC 12
       2.2.1 System description 12
       2.2.2 Direct controller design based on GMVC 12
       2.2.3 Algorithm of smart adaptive control design 18
   2.3 Numerical example 20
   2.4 Conclusion 24
Design of Smart Adaptive Control system based on FRIT

3.1 Introduction

3.2 Design of PD-MVIndex

3.2.1 System description

3.2.2 Control assessment index based on Minimum Variance control law: MV-Index

3.2.3 Adjustment of PID parameters based on MV-Index using FRIT

3.3 Design of smart-GMVIndex

3.3.1 Overview of the Smart-GMVIndex control system

3.3.2 Control assessment index based on Generalized Minimum Variance control law: GMV-Index

3.3.3 Controller performance index based on GMVC

3.3.4 Adjustment of PID parameters based on GMV-Index using FRIT

3.3.5 Fictitious reference iterative control scheme

3.3.6 1-parameter tuning based on GMV-Index

3.4 Numerical example

3.4.1 Application of PD-MVIndex controller

3.4.2 Application of Smart-GMVIndex controller

3.5 Conclusion

Appendix 3.A Deriving Eq. (3.11)

Appendix 3.B Deriving Eq. (3.20)

4 Application to a Temperature Control System

4.1 Introduction
<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.2</td>
<td>Application and consideration of smart adaptive controllers</td>
<td>66</td>
</tr>
<tr>
<td>4.2.1</td>
<td>Application of Smart-GMV controller</td>
<td>66</td>
</tr>
<tr>
<td>4.2.2</td>
<td>Application of PD-MVIndex controller</td>
<td>70</td>
</tr>
<tr>
<td>4.2.3</td>
<td>Comparing the proposed schemes</td>
<td>72</td>
</tr>
<tr>
<td>4.3</td>
<td>Conclusion</td>
<td>76</td>
</tr>
</tbody>
</table>

5 Conclusions 78

Bibliography 82

Publication Lists 88

International Conference Papers 90
Chapter 1

Introduction

1.1 Background

Recently, it has become necessary to improve product quality and save energy in process industries, and control systems should be designed to achieve them strictly. In particular, system characteristics are changed significantly when the operating and/or environmental conditions are varied. A scheme is required to adjust the controller parameters online to achieve the user-specified control performance even when system characteristics are changed. To adapt with the system changes, an adaptive control system has been proposed. There are mainly two types of the adaptive control systems: model-reference adaptive control (MRAC) [1, 2, 3, 4, 5] and self-tuning control (STC) [6, 7, 8, 9, 10, 11]. In MRAC, the reference model is introduced and controller parameters are adjusted to minimize control output and reference model output. Hence, MRAC is often utilized in a deterministic framework without noise. In contrast, STC is usually used to minimize a cost function considering noise, and is designed in the probabilistic framework. In this thesis, STC is discussed because the controlled object is considered as a process systems
Kalman proposed STC [6] in 1953, and K.J.Åström organized it [7]. Figure 1.1 shows the block diagram of a self-tuning control system. In a “system identification” module, system parameters are identified from the input/output (I/O) data of the system, and controller parameters are calculated using the system parameters from the “parameter converter” module. Therefore, control parameters are tuned adaptively even though system characteristics are changed. However, adjusting controller parameters recursively is not practical when the user-specified control performance is satisfied. Thus, it is important to adjust control parameters only when the control performance is deteriorated. In other words, an approach is required to integrate “control performance assessment” and “control system design”.

Under above background, performance-driven control systems have been actively researched [12, 13, 14, 15, 16, 17, 18, 19]. In particular, Figure 1.2 shows a performance-driven control system [12] in which “control performance assessment” and “control system design” are combined. In this scheme, the control performance assessment is based on the error between control output
Figure 1.2: Block diagram of a performance-driven control system.

$y$ and prediction output $\hat{y}$ of the “prediction model”. If the error is larger than a threshold set in advance, the control performance is judged as deteriorating in the “model-quality evaluation” module, and “prediction model” is re-calculated using the “system identification” module. At that time, the controller parameters are adjusted by the “parameter converter” module based on the system parameters. From the above mentioned algorithm shows that the performance-driven control is a more practical scheme than STC because of adjusting the controller parameters only when the prediction quality becomes undesirable.

1.2 Smart Adaptive Control Systems

In the previous section, it was stated that the performance-driven control is a more practical control scheme than the STC. However, it comprises
two limitations. The first is the control performance assessment. In process industries, the improvement of product quality and energy saving are influenced by control input and output strongly in the steady state. Therefore, control performance should be assessed using I/O data directly, and not by using system parameters. In the control performance assessment based on system parameters, the controller parameters are not adjusted if model quality is considered good even though control performance deteriorates. The second problem is the method of calculating controller parameters. In the conventional performance-driven controller, the calculation of controller parameters is the same as in STC, and it is based on system parameters. Hence, the controller quality is related to the accuracy of system identification. Generally, to improve the system identification accuracy, the control input should satisfy a persistently exciting (PE) [20, 21] condition. However, it is difficult to input such a high frequency signal to the actual controlled object. Thus, in this thesis, a method is proposed to calculate the controller parameters without system identification to solve these two problems.

The proposed scheme is based on the performance-driven controller, and the controller parameters are retuned only when control performances deteriorates. Figure 1.3 shows the block diagram of the proposed scheme. In the controller performance assessment of the proposed scheme, the variance of control input and output is considered for the process system, which is in steady state. Furthermore, to maintain the user-specified control performance, adjustable parameters included in the controller are adjusted (1-parameter tuning) when the deterioration of control performance is small. However, when the de-
When deterioration of control performance is significant, all controller parameters are recalculated (controller redesign) using closed-loop data directly. Thus, the features of the proposed scheme are summarized as follows:

1. The controller parameters are directly calculated using closed-loop data.

2. “Control performance assessment” and “control system design” are integrated.

3. “1-parameter tuning” and “controller redesign” are switched appropriately, depending on the deterioration of control performance.

Therefore, the proposed scheme is called as the “smart adaptive control” in this thesis. The three aforementioned features are described in detail in the following subsections.
1.2.1 Direct controller design

In the model-based control scheme, high accuracy of system identification is required to obtain good control performance. Thus, a random signal such as a M-sequence signal should be input from the viewpoint of PE condition. However, the generation of the product is stopped because of the M-sequence input signal for system identification, which is time and cost consuming. Hence, the data-oriented control scheme were recently proposed in which controller parameters are determined without system identification. In the iterative feedback tuning (IFT) [22, 23, 24, 25, 26], suitable controller parameters are calculated recursively so that a criterion is minimized. However, conducting several experiments for calculation of controller parameters in IFT will take considerable amounts of time. On the other hand, in the virtual reference feedback tuning (VRFT) [27, 28, 29, 30, 31], controller parameters are obtained using the virtual reference signal based on a set of experimental data. However, in VRFT, a desired initial experimental data should be open-loop data, and it is difficult to obtain the data in real process systems. Therefore, the fictitious reference iterative tuning (FRIT) [32, 33, 34] was proposed in which the controller parameters are calculated using closed-loop data. Moreover, a direct controller design based on the generalized minimum variance control law (GMVC) has been proposed [35]. These direct controller design schemes have attracted attention and have been considerably researched [36, 37, 38, 39, 40, 41, 42].
1.2.2 Integration of control assessment and control system design

Presently, a better control performance is required to produce high quality production. Thus, it is necessary to assess the control performance, for which some schemes have been proposed. In particular, the minimum variance control index (MV-Index) [43, 44, 45] and GMVC Index (GMV-Index) are based on the variance control input and output in the steady state; this is easily understandable as their indexes are normalized. For example, the best and worst control performances are evaluated as 1 and 0, respectively. However, these assessments did not specify how to adjust the controller parameters for system changes due to off-line evaluation. Therefore, Shah et al. [13] proposed the performance-driven control scheme in which “control performance assessment” and “controller redesign” are integrated. In the performance-driven control scheme, an adjustable parameter included in the controller is determined using the trade-off curve which represents the relationship between the variance of input and control error in the steady state. In the next subsection, “1-parameter tuning” and “controller redesign” are introduced using the trade-off curve.

1.2.3 1-parameter tuning and controller redesign

In this thesis, “1-parameter tuning” and “controller redesign” are applied to the control systems appropriately, depending on the deterioration of control performance. The conventional scheme was proposed by Yamamoto [12], in which an adjustable parameter is included in GMVC. Generally, it is
difficult for operators to judge which controller parameters should be tuned if there are many controller parameters, or only skilled operators can adjust them. Hence, it is easy to tune an adjustable controller parameter in GMVC because it has a physical meaning. Furthermore, in the steady state, the I/O data does not include much of the time-delay and time constant information. Thus, the reliability of the controller is low if all controller parameters are calculated using the I/O data of steady state. Therefore, 1-parameter tuning is an effective tuning method in the steady state because it does not recalculate all controller parameters.

1.3 Dissertation Outline

The current thesis is composed of the following five chapters.

In Chapter 2, a smart adaptive control scheme based on the GMVC law is proposed. First, a scheme is explained in which controller parameters are calculated directly without system identification. Next, “1-parameter tuning” and “controller redesign” are switched by according to the trade-off curve, which shows the relationship between variance of control error and input. Hence, the derivation of the trade-off curve and the algorithm to achieve the desired control performance by using a smart adaptive control law based on GMVC are described. The effectiveness of this scheme is verified by satisfying the desired control performance for a time-variant system in a numerical example.

Chapter 3 describes a smart adaptive control scheme based on FRIT. An archival desired control performance (variance of control error and input)
is different in each controlled objects, and it is difficult to set the threshold for switching “1-parameter tuning” and “all controller parameters design”. Therefore, in Chapter 3, the control performance assessment (MV-Index and GMV-Index) is focused upon and the controller parameters are calculated such that the control performance assessment is improved using FRIT. The effectiveness of this scheme is confirmed using a numerical example.

Chapter 4 discusses the application of each smart adaptive control scheme in Chapters 2 and 3 to the temperature control system. In the temperature control system, control output and input are the water temperature and open/close ratio of hot water valve, respectively. Moreover, a system characteristic is changed by increasing/decreasing the flow rate of cold water. Finally, the control results of each smart adaptive control scheme are compared.

Chapter 5 concludes this thesis, and mentions some of the outstanding issues.
Chapter 2

Design of Smart Adaptive Control System based on Generalized Minimum Variance Control law

2.1 Introduction

The proportional-integral-derivative (PID) controller [46, 47, 48, 49] has been utilized widely in process industries as the physical meaning of PID parameters is clear and the control structure is simple. For example, proportional, integral, and derivative feedback are based on the present, past, and future, respectively. Thus, more than 80% of all controllers in process industries are PID controllers [50]. However, it is difficult to maintain the desired control performance by using fixed PID parameters for time-variant systems. Therefore, control parameters must be adjusted online such as the self-tuning control [6, 7, 8, 9, 10, 11]. In those scheme, control parameters are adjusted in every step even though the control performance is good. Thus, it is better to adjust control parameters only when control performance becomes unsatisfactory. Consequently, the idea of “Tuning on Demand” is contemplated, according to which control parameters are adjusted only when control per-
formance is insufficient. In other words, performance-adaptive control [12], which integrates “control performance assessment” and “control system design”, becomes more necessary.

There are two methods for calculating control parameters. One is based on a system model, and the other is based on closed-loop data without system identification [23, 27, 51, 52].

In this chapter, two aspects are considered: control performance assessment using closed-loop data and the method of adjusting control parameters. In particular, control performance is improved through 1-parameter tuning based on the GMVC without system identification [52]. 1-parameter tuning is a simple technique of maintaining control performance. The features of the proposed method are as follows:

(1) “Evaluate control performance” and “Design control system” are based only on closed-loop data.

(2) Adjust control parameters effectively by 1-parameter tuning.

This proposed control system is called a smart adaptive control system based on GMVC (Smart-GMV) because control performance assessment and adjustment of control parameters work automatically.
Design of a smart adaptive control system based on GMVC

2.2.1 System description

The controlled object is described by the following equation:

\[
\begin{align*}
A(z^{-1})y(t) &= z^{-1}B(z^{-1})u(t) + \xi(t)/\Delta \\
A(z^{-1}) &= 1 + a_1 z^{-1} + a_2 z^{-2} \\
B(z^{-1}) &= b_0 + b_1 z^{-1} + \cdots + b_m z^{-m}
\end{align*}
\] (2.1)

In Eq. (2.1), \(u(t)\) is the control input, \(y(t)\) is the system output, \(\xi(t)\) shows Gaussian white noise, with zero mean and covariance \(\sigma^2\). In addition, \(z^{-1}\) is the back shift operator, which implies \(z^{-1}y(t) = y(t-1)\). \(\Delta\) denotes a difference operator and \(\Delta := 1 - z^{-1}\) is defined. Additionally, \(m\) expresses the order of \(B(z^{-1})\). Note that the order of \(A(z^{-1})\) is two in this section because PID controller is designed next subsection.

2.2.2 Direct controller design based on GMVC

In the system of Eq. (2.1), the GMVC law is derived based on the minimization of the following criterion:

\[
J = \mathcal{E}[\phi^2(t + 1)],
\] (2.3)

where \(\mathcal{E}[\cdot]\) denotes the expectation. \(\phi(t + 1)\) is a generalized output given by the following equation:

\[
\phi(t + 1) := P(z^{-1})y(t + 1) + \lambda \Delta u(t) - P(1)r(t),
\] (2.4)

where \(r(t)\) denotes the reference signal of the step. In addition, \(\lambda\) is the weighting factor for input variation and it is user-specified parameter. Eq.
(2.4) can be rewritten by using the reference signal $y_m(t)$ as follows:

$$
\phi(t + 1) = P(z^{-1}) \left\{ y(t + 1) + \frac{\lambda}{P(z^{-1})} \Delta u(t) - \frac{P(1)}{P(z^{-1})} r(t) \right\} = P(z^{-1}) \left\{ y(t + 1) + \frac{\lambda}{P(z^{-1})} \Delta u(t) - y_m(t) \right\} \quad (2.5)
$$

$$
y_m(t) := \frac{P(1)}{P(z^{-1})} r(t). \quad (2.6)
$$

In addition, $P(z^{-1})$ is a polynomial and is designed based on the reference design [11] as follows:

$$
P(z^{-1}) = 1 + p_1 z^{-1} + p_2 z^{-2} \quad (2.7)
$$

$$
p_1 = -2e^{-\frac{p}{\sigma}} \cos \left( \frac{\sqrt{4\mu - 1}}{2\mu} \rho \right)
\quad p_2 = e^{-\frac{p}{\sigma}}
\quad \rho := T_s/\sigma
\quad \mu := 0.25(1 - \delta) + 0.51\delta \quad (2.8)
$$

where $\sigma$ is a parameter related to the rise-time and $\delta$ is a parameter related to the damping oscillation. The operators set them arbitrarily. $\sigma$ denotes the time when output reaches approximately 60% of the step reference value. Furthermore, $\delta$ is desirably set between $0 \leq \delta \leq 2.0$. In particular, $\delta = 0$ indicates the response of Butterworth model and $\delta = 1.0$ indicates the response of Binominal model.

The Diophantine Eq. (2.9) is introduced by the formula:

$$
P(z^{-1}) = \Delta A(z^{-1}) + z^{-1} F(z^{-1}), \quad (2.9)
$$

where

$$
F(z^{-1}) = f_0 + f_1 z^{-1} + f_2 z^{-2}. \quad (2.10)
$$
From Eqs. (2.1), (2.4), and (2.9), the one-step ahead prediction of the generalized output at time $t$ is expressed by the following equation:

$$
\phi(t + 1|t) = F(z^{-1})y(t) + \{B(z^{-1}) + \lambda\} \Delta u(t) - P(1)r(t) + \xi(t + 1).
$$

(2.11)

Here, the optimal one-step ahead prediction value at time $t$ is defined as follows:

$$
\hat{\phi}(t + 1|t) := F(z^{-1})y(t) + \{B(z^{-1}) + \lambda\} \Delta u(t) - P(1)r(t).
$$

(2.12)

In addition, the following equation is obtained from Eqs. (2.11) and (2.12).

$$
\phi(t + 1|t) = \hat{\phi}(t + 1|t) + \xi(t + 1).
$$

(2.13)

From Eqs. (2.3) and (2.13), the GMVC law (2.14) is derived as a criterion $J$, which is minimized by the $\hat{\phi}(t + 1|t) = 0$.

$$
\Delta u(t) = \frac{P(1)}{B(z^{-1}) + \lambda} w(t) - \frac{F(z^{-1})}{B(z^{-1}) + \lambda} y(t).
$$

(2.14)

In this chapter, the control parameters are calculated directly based on an implicit method of GMVC without the system identification. First, prediction error between the generalized output and the optimal predicted value is defined as follows:

$$
\varepsilon(t + 1) := \phi(t + 1) - \hat{\phi}(t + 1|t).
$$

(2.15)

The parameters $F(z^{-1})$ and $B(z^{-1})$ are calculated directly from the closed-loop data by applying the least square method to the minimum of $\frac{1}{2}\varepsilon(t + 1)^2$.
[9]. It is possible to design the GMVC system directly based on closed-loop data by applying $F(z^{-1})$ and $B(z^{-1})$ to Eq. (2.14).

Next, the PID parameters are replaced by the implicit GMVC [11, 12, 52]. First, consider the following velocity type PID control law:

$$\Delta u(t) = \frac{k_c T_s}{T_I} e(t) - k_c \left( \Delta + \frac{T_D}{T_s} \Delta^2 \right),$$  \hspace{1cm} (2.16)

where

$$e(t) : = r(t) - y(t).$$  \hspace{1cm} (2.17)

Variables $k_c$, $T_I$, and $T_D$ respectively denote the proportional gain, integral time, and derivative time. Next, the following equation, obtained by replacing the steady-state term $B(1)$ with the polynomial $B(z^{-1})$ in Eq. (2.14).

$$\Delta u(t) = \frac{P(1)}{B(1) + \lambda} w(t) - \frac{F(z^{-1})}{B(1) + \lambda} y(t).$$  \hspace{1cm} (2.18)

By comparing the coefficients of Eqs. (2.16) and (2.18), the PID parameters can approximately be replaced by GMVC parameters as follows:

$$k_c = - \frac{f_1 + 2f_2}{B(1) + \lambda} \left\{ \begin{array}{l} \frac{f_1 + 2f_2}{f_0 + f_1 + f_2} T_s \\ \frac{f_2}{f_1 + 2f_2} T_s \end{array} \right\}.$$  \hspace{1cm} (2.19)

In this chapter, $\lambda$ is adjusted based on “variance of the control error” and “variance of the control input”. The trade-off curve shown in Figure 2.1 is obtained by changing $\lambda$. In this figure, the vertical axis shows the variance of control error in the steady-state $\mathcal{E}[e^2(t)]$ and the horizontal axis shows the variance of the control input variation $\mathcal{E}[(\Delta u(t))^2]$. Figure 2.1 shows that it
is simple to adjust control performance by $\lambda$. The “A”, “B” and “C” regions are described later.

In Figure 2.1, $\mathcal{E}[e^2(t)]$ and $\mathcal{E}[(\Delta u(t))^2]$ are adjusted based on $\lambda$, which can be determined by the trade-off curve. First, the user specifies the desired variance of control error: $\sigma_e^2$. Then, $\lambda$ is determined from $\sigma_e^2$. In Figure 2.1, the point “•” is a desired control performance ($\sigma_e^2 = 0.1$). Consequently, if current control performance can be plotted within region A, the desired control performance is satisfied.

However, it can be considered that the desired control performance
is not satisfied due to the time-variant system. This implies that current control performance is moved to region B or C from region A in Figure 2.1. Therefore, this chapter presents the method that maintains the desired control performance when current control performance is plotted in (i) region B and (ii) region C.

(i) If current control performance is in region B, control parameters are adjusted through the 1-parameter tuning, which adjusts $\lambda$.

(ii) If current control performance is in region C, it is difficult to achieve the desired control performance through the 1-parameter tuning. Therefore, control parameters are recalculated directly from closed-loop data in Eq. (2.19).

In addition, $\lambda_d$ is the width between trade-off curve and the boundary line of regions B and C, as shown in Figure 2.1.

To obtain the trade-off curve, the variance of control error $e(t)$ and the variance of input variation $\Delta u(t)$ can be calculated by the following equation using $H_2$ norm $|| \cdot ||_2$ [12]:

\[
\mathcal{E}[e^2(t)] = \left\| \frac{1}{T(z^{-1})} \right\|_2^2 \sigma_\xi^2, \tag{2.20} \\
\mathcal{E}[(\Delta u(t))^2] = \left\| \frac{C(z^{-1})}{T(z^{-1})} \right\|_2^2 \sigma_\xi^2, \tag{2.21}
\]

where

\[
T(z^{-1}) := \Delta A(z^{-1}) + z^{-1} B(z^{-1}) C(z^{-1}) \tag{2.22} \\
C(z^{-1}) := \frac{F(z^{-1})}{B(1) + \lambda}. \tag{2.23}
\]
In Eq. (2.22), system parameter \( A(z^{-1}) \) is required for calculating \( T(z^{-1}) \). Therefore, the Eq. (2.22) can be rewritten as follows:

\[
T(z^{-1}) = P(z^{-1}) + z^{-1} \left\{ B(z^{-1})C(z^{-1}) - F(z^{-1}) \right\},
\]

where \( F(z^{-1}) \) and \( B(z^{-1}) \) are calculated by the minimization of \( \frac{1}{2} \varepsilon(t + 1)^2 \) in Eq. (2.15). Thus, the trade-off curve is obtained without system parameter \( A(z^{-1}) \) from Eqs. (2.23) and (2.24). In addition, \( \sigma_{\xi} \) denotes the covariance of Gaussian white noise. However, the value of \( \sigma_{\xi} \) is unknown. Therefore, \( \sigma_\varepsilon \), which is the standard deviation of \( \varepsilon \) in Eq. (2.15), is utilized instead of \( \sigma_{\xi} \).

\[\text{2.2.3 Algorithm of smart adaptive control design}\]

The algorithm is represented using Figure 2.1. In the proposed algorithm, \( N \) is the number of data. Moreover, each variance is calculated as the time average assuming that ergodicity holds.

1\( ^{\text{o}} \) Obtain the closed-loop data by initial controller.

2\( ^{\text{o}} \) Calculate \( F(z^{-1}) \) and \( B(z^{-1}) \) from the closed-loop data based on GMVC.

3\( ^{\text{o}} \) Calculate \( \sigma_\varepsilon \), which is the standard deviation in Eq. (2.15).

4\( ^{\text{o}} \) Calculate Eqs. (2.20) and (2.21) to obtain the trade-off curve, as shown in Figure 2.1.

5\( ^{\text{o}} \) Calculate the point \( (\mathcal{E}[(\Delta u(t))^2]_{\min}, \mathcal{E}[\varepsilon^2(t)]_{\min}) \), that is, “●” in Figure 2.1, from the desired control error variance \( \sigma_\varepsilon^2 \) set in advance. Adopt
\( \lambda \) calculated from the trade-off curve for the PID parameters in Eq. (2.19).

6° The following criterion \( J_r \) is obtained using \( \mathcal{E}[(\Delta u(t))^2]_{\text{min}} \) and \( \mathcal{E}[e^2(t)]_{\text{min}} \) as the slope of the straight line passing through the origin and \( \bullet \) in Figure 2.1.

\[
J_r = \frac{\mathcal{E}[e^2(t)]_{\text{min}}}{\mathcal{E}[(\Delta u(t))^2]_{\text{min}}} \quad (2.25)
\]

7° During \( N \) steps, control by using the PID controller employed in 5°.

8° Calculate the current variance of control error \( \mathcal{E}[e^2(t)] \) and variance of control input variation \( \mathcal{E}[(\Delta u(t))^2] \) by using \( N \) data from time: \( t \) before the \( N \) steps.

Next, calculate the following current criterion \( J(t) \) by using \( \mathcal{E}[(\Delta u(t))^2] \) and \( \mathcal{E}[e^2(t)] \), the same as in 6°.

\[
J(t) = \frac{\mathcal{E}[e^2(t)]}{\mathcal{E}[(\Delta u(t))^2]} \quad (2.26)
\]

9° If the current variance \( \mathcal{E}[(\Delta u(t))^2] \) and \( \mathcal{E}[e^2(t)] \) of 8° are located in region A, B or C, go to 11°, 10°, or 2°, respectively (Use \( N \) data when going to 2°).

10° Adjust \( \lambda \), and calculate PID gains corresponding to \( \lambda \). Here, \( \lambda \) is increased/decreased by \( \Delta \lambda \) to close current performance to \( \bullet \). In particular, if the following equation is satisfied, \( \lambda = \lambda + \Delta \lambda \). Otherwise, \( \lambda = \lambda - \Delta \lambda \).

\[
J(t) < J_r \quad (2.27)
\]
2.3 Numerical example

In this section, the proposed Smart-GMV control scheme is applied to initial setting of PID parameters. In addition, \( r(t) = 10 \), \( m = 3 \), \( N = 500 \), \( \lambda_d = 0.03 \), and \( \Delta \lambda = 0.02 \) are set. First, consider the following system:

\[
G(s) = \frac{K}{1 + Ts} e^{-Ls},
\]

where \( T = 100 \, [s] \), \( K = 0.9 \), and \( L = 15 \, [s] \). Discretize Eq. (2.28) by sampling time \( T_s = 5.0 \, [s] \) and \( \xi(t) \) in Eq. (2.1) is the Gaussian white noise with mean \( 0 \) and covariance \( 0.001 \). Furthermore, the system gain and time constant are changed between \( 2001 \, [\text{step}] \) to \( 5000 \, [\text{step}] \) as follows:

\[
T = \begin{cases} 
100 & (0 < t \leq 2000) \\
100 - \frac{50(t - 2000)}{3000} & (2001 < t \leq 5000) \\
50 & (5000 < t \leq 8000)
\end{cases}
\]

\[
K = \begin{cases} 
0.9 & (0 < t \leq 2000) \\
0.9 + \frac{5.1(t - 2000)}{3000} & (2001 < t \leq 5000) \\
6 & (5000 < t \leq 8000)
\end{cases}
\]

The proposed Smart-GMV control scheme is applied for the controlled object. The control results are shown in Figure 2.2. In addition, \( \sigma_e^2 = 0.4 \) is set as the desired variance of control error. In the first 1000 steps, the initial PID parameters were set as following equation to obtain closed-loop data:

\[
k_c = 8.89, T_I = 30.0, T_D = 7.50.
\]
Figure 2.2: Control result by the proposed Smart-GMV control scheme when $\sigma^2_e = 0.4$.

which is calculated by the Ziegler-Nichols (ZN) method [46].

Next, the proposed control is performed at $t = 1000[\text{step}]$. In addition,
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Figure 2.3: Trade-off curve indicated by changing $\lambda$.

$P(z^{-1})$ is designed as follows:

$$P(z^{-1}) = 1 - 1.64z^{-1} + 0.67z^{-2}. \quad (2.32)$$

In this case, the trade-off curve shown in Figure 2.3 is obtained from the closed-loop data. "•" denotes the desired control performance. After 1000[step], the variance of control error is 0.22, and the desired control performance ($\sigma_e^2 = 0.4$) is achieved. Figures 2.4 and 2.5 show the trajectories of PID parameters and $\lambda$, respectively. Figure 2.6 shows the trajectories of variance of control error and input.

In Figure 2.4, $T_I$ and $T_D$ were adjusted at 4683[step]; however, $k_c$ was adjusted several times before 4683[step]. This is because $\lambda$ is adjusted in 10° and only $k_c$ depends on $\lambda$ in Eq. (2.19). In contrast, the variance of control
input variation $\mathcal{E}[(\Delta u(t))^2]$ exceeds the desired $\mathcal{E}[(\Delta u(t))^2]_{\text{min}}$ at approximately 3000[step], while $\mathcal{E}[e(t)^2]$ does not exceed the desired $\mathcal{E}[e(t)^2]_{\text{min}}$ in Figure 2.6. “1-parameter tuning” was worked first at approximately 3000[step] because the current control performance located in region B in 9°. Moreover, at 4683[step], both $\mathcal{E}[e(t)^2]$ and $\mathcal{E}[(\Delta u(t))^2]$ exceed the desired $\mathcal{E}[e(t)^2]_{\text{min}}$ and
Figure 2.6: Trajectories of variance of $e(t)$ and $\Delta u(t)$ corresponding to Figure 2.2.

$\mathcal{E}[\Delta u(t)^2]_{\text{min}}$, respectively. The “control parameters redesign” functioned at 4683[step] because the current control performance located in region C in 9°. As a result, PID parameters could be adjusted efficiently for the time-variant system.

Finally, Figure 2.7 shows the control result obtained using only the ZN method [46] for the purpose of comparison. It is impossible to control the time-variant system by using the fixed PID parameters. The aforementioned results verify the effectiveness of the proposed method.

2.4 Conclusion

This chapter proposed a Smart-GMV control system for a time-variant system. In the numerical example, user-specified variance of control error
Figure 2.7: Control result obtained using the fixed PID parameters tuned by the ZN method.

is achieved as the desired control performance, while system parameters are changed. The features of the proposed Smart-GMV control scheme are as follows:
(1) “Evaluate control performance” and “design control system” are based on only closed-loop data.

(2) A user-specified parameter $\lambda$ is automatically adjusted without system identification.

In the proposed Smart-GMV control scheme, it is difficult to set $\Delta \lambda$, which is an adjusted value of $\lambda$. Therefore, in the future, a method for adjusting $\lambda$ without $\Delta \lambda$ will be considered.
Chapter 3

Design of Smart Adaptive Control system based on FRIT

3.1 Introduction

In the process industry, it is important to track the system output to the reference signal and maintain the desired control performance in steady state because this results in the production of a high-quality product and energy saving. In reality, the variance of system output is increased because of the noise, disturbance, order of controller, and the value of controller parameters. The designing an appropriate control system that reduces the variance is important for achieving the desired control performance [53]. Some studies [43, 54, 55, 56] have proposed control performance assessment by using the variance. Moreover, a practical application based on the above mentioned control performance assessment has been discussed [57]. In particular, the control performance assessment based on the minimum variance control law (MV-Index) [43] is characterized by its assessment simplicity and lack of the need of a system model for calculating an assessment index.

Meanwhile, the controlled system characteristic is not always time-
invariant. Furthermore, the control performance is deteriorated depending on the various of operation conditions and surrounding circumstances. This deterioration is coped with by using an online method for adjusting a control parameter (i.e., self-tuning control[7, 8, 9, 10, 58, 59], adaptive control[3, 5, 60, 61, 62], and performance-driven control[12, 63]). The performance-driven control is particularly characterized by the adjustment of the control parameters only when control performance is deteriorated. However, in the proposed Smart-GMV control scheme, described in chapter 2, it is difficult to set the threshold of variance $\lambda_d$ in advance because the variance is not a normalized control assessment. In addition, it is easier to set the threshold in the MV-Index comparing $\lambda_d$ because of normalized assessment, which defines that the best and worst control performances are evaluated as 1 and 0, respectively. Nevertheless, the MV-Index based on performance criterion only evaluates the control error variance and does not consider the manipulating variable variance.

In the conventional performance-driven control system [12], controller parameters are calculated using closed-loop data to improve the generalized minimum variance index (GMV-Index), which considers controller error variance as well as manipulating variable variance. The scheme is based on the gradient method to avoid system identification. However, the calculation of control parameters for improving control performance takes considerable amount of time because of the gradient method.

This chapter proposes the following two new performance-driven control schemes in which the control parameters can be calculated without the use of
the gradient method.

(1) Performance-driven control system based on MV-index (PD-MVIndex) in section 3.2.

(2) Smart adaptive control system based on GMV-index (Smart-GMVIndex) in section 3.3.

In this chapter, a fictitious reference iterative tuning (FRIT) scheme [64] is utilized for calculating the controller parameters so that the control performance index (MV-Index and GMV-Index) is improved. FRIT is a practical data-driven tuning method and it can tune control parameters within only a single sampling interval. In PD-MVIndex control scheme, the application of 1-parameter tuning method is impossible because an adjustable parameter is not included in the controller parameters. In contrast, an adjustable parameter \( \lambda \) (a weighting factor penalty of manipulating variable) is included in the Smart-GMVIndex control scheme.

3.2 Design of PD-MVIndex

3.2.1 System description

The controlled object can be expressed as follows:

\[
A(z^{-1})y(t) = z^{-(k+1)}B(z^{-1})u(t) + \xi(t)/\Delta \\
A(z^{-1}) = 1 + a_1 z^{-1} + a_2 z^{-2} \\
B(z^{-1}) = b_0 + b_1 z^{-1} + \cdots + b_m z^{-m}
\]

where \( y(t) \) is the system output, \( u(t) \) is the control input, \( k \) is the time-delay, \( \xi(t) \) represents the Gaussian white noise with zero mean and covariance \( \sigma^2 \),
$z^{-1}$ is the back shift operator implying $z^{-1}y(t) = y(t-1)$, $\Delta$ is the difference operator ($\Delta := 1 - z^{-1}$), and $m$ is the order of $B(z^{-1})$. Note that the systems in Eq. (3.1) and Eq. (2.1) are different because the time-delay $k$ should be known to calculate MV-Index.

In this chapter, the PID controller is introduced as $C(z^{-1})/\Delta$ as follows:

$$u(t) = \frac{C(z^{-1})}{\Delta} \{r(t) - y(t)\} = \frac{C(z^{-1})}{\Delta} e(t) \quad (3.3)$$

$$C(z^{-1}) = k_c \Delta + \frac{k_c \cdot T_s}{T_I} + \frac{k_c \cdot T_D}{T_s} \Delta^2 \quad (3.4)$$

where $r(t)$ is the reference signal, $e(t)$ is the control error, $k_c$ is the proportional gain, $T_I$ is the reset time, $T_D$ is the derivative time, and $T_s$ is the sampling interval.

### 3.2.2 Control assessment index based on Minimum Variance control law: MV-Index

By referring to [63], the minimum variance control law based on the minimization of the following cost function is derived with respect to the system of Eq. (3.1).

$$J = \mathcal{E} \left[ \phi^2(t + k + 1) \right], \quad (3.5)$$

where $\mathcal{E}[\cdot]$ denotes the expectation. Accordingly, $\phi(t + k + 1)$ represents an error between a system output and a reference model output. This error is provided as follows:

$$\phi(t + k + 1) := P(z^{-1})y(t + k + 1) - P(1)r(t) \quad (3.6)$$
A Diophantine equation given by Eq. (3.7) is then introduced.

\[ P(z^{-1}) = \Delta A(z^{-1}) E(z^{-1}) + z^{-(k+1)} F(z^{-1}) \]  
\[ E(z^{-1}) = 1 + e_1 z^{-1} + \cdots + e_k z^{-k} \]  
\[ F(z^{-1}) = f_0 + f_1 z^{-1} + f_2 z^{-2} \]  

Subsequently, \( P(z^{-1}) \) is determined as a user-specified polynomial designed according to [11] and expressed as Eq. (2.8) provided in the previous chapter.

Eq. (3.6) can now be rewritten as follows (See Appendix 3.A):

\[ \phi(t + k + 1) = \frac{P(z^{-1})}{T(z^{-1})} \xi(t + k + 1) \]  
\[ = E(z^{-1}) \xi(t + k + 1) + S(z^{-1}) \xi(t) \]  
\[ T(z^{-1}) = \Delta A(z^{-1}) + z^{-(k+1)} B(z^{-1}) C(z^{-1}) \]  
\[ S(z^{-1}) = \frac{F(z^{-1}) - B(z^{-1}) C(z^{-1}) E(z^{-1})}{T(z^{-1})} \]  

The cost function \( J \) of Eq. (3.5) is then obtained using Eq. (3.11):

\[ J = \mathcal{E} \left[ \phi^2(t + k + 1) \right] \]  
\[ = \mathcal{E} \left[ \left\{ E(z^{-1}) \xi(t + k + 1) + S(z^{-1}) \xi(t) \right\}^2 \right]. \]  

Eq. (3.14) can be separated as follows:

\[ J = \mathcal{E} \left[ \left\{ E(z^{-1}) \xi(t + k + 1) \right\}^2 \right] \]  
\[ + \mathcal{E} \left[ \left\{ S(z^{-1}) \xi(t) \right\}^2 \right] \]  
\[ = J_{\text{min}} + J_0 \]  

where

\[ J_{\text{min}} = \mathcal{E} \left[ \left\{ E(z^{-1}) \xi(t + k + 1) \right\}^2 \right] \]  
\[ J_0 = \mathcal{E} \left[ \left\{ S(z^{-1}) \xi(t) \right\}^2 \right] \]
where $J_0 = 0$ when the optimal controller $C_{opt}(z^{-1})/\Delta$ is applied. In other words, the minimum variance is achieved when the cost function is $J = J_{\text{min}}$.

The control performance assessment index (MV-Index) based on the minimum variance control law is defined as follows:

$$
\kappa := \frac{J_{\text{min}}}{J} = \frac{J_{\text{min}}}{J_{\text{min}} + J_0} = 1 - \frac{J_0}{J_{\text{min}} + J_0}
$$

The minimum variance is achieved when $J_0 = 0$. Furthermore, the MV-Index is assessed as a “good control” when $\kappa \to 1$ and as a “poor control” when $\kappa \to 0$.

The parameters of the polynomial $E(z^{-1})$ must be obtained to calculate $J_{\text{min}}$ of Eq. (3.19). Hence, the method considered in [54] is introduced, according to which the control performance assessment index can be directly calculated from the closed-loop data.

The following equations are now discussed (See Appendix 3.B):

$$
\phi(t) = \epsilon(t) + \sum_{i=0}^{M} \alpha_i \phi(t - k - i)
$$

$$
\epsilon(t) := E(z^{-1})\xi(t),
$$

where $\alpha_i$ is an auto-regressive parameter, and $M$ is its order. The parameter $\alpha_i$ is identified using the least squares method. The following is obtained if
$N$ data are used for identification:

$$p(t) = X(t)\alpha(t) + e(t) \quad (3.22)$$

$$p(t) := [\phi(t), \phi(t - 1), \ldots, \phi(t - N + 1)]^T \quad (3.23)$$

$$\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_M]^T \quad (3.24)$$

$$e(t) = [\epsilon(t), \epsilon(t - 1), \ldots, \epsilon(t - N + 1)]^T \quad (3.25)$$

$$X(t) = \begin{bmatrix}
\phi(t - k - 1) & \cdots & \phi(t - k - M) \\
\phi(t - k - 2) & \cdots & \phi(t - k - M - 1) \\
\vdots & \ddots & \vdots \\
\phi(t - k - N) & \cdots & \phi(t - k - M - N + 1)
\end{bmatrix} \quad (3.26)$$

Accordingly, parameter $\alpha(t)$ is calculated as follows:

$$\alpha(t) = \{X(t)^TX(t)\}^{-1}X(t)^Tp(t) \quad (3.27)$$

Eq. (3.19) can now be provided as follows with sufficiently considerable amounts $N$ of data as the condition:

$$\kappa = \frac{(p(t) - X(t)\alpha(t))^T \{p(t) - X(t)\alpha(t)\}}{p(t)^Tp(t)} \quad (3.28)$$

### 3.2.3 Adjustment of PID parameters based on MV-Index using FRIT

FRIT [64] is a method used to directly calculate the control parameters of the controller by using the input and output data (i.e., $u_0(t)$ and $y_0(t)$) obtained from a single experiment and a fictitious reference signal (i.e., $\tilde{r}(t)$) generated from these data. The FRIT proposed so far calculates a control parameter by using the data of a transient state. Meanwhile, the PD-MVIndex
control scheme using the FRIT method focuses on a steady state and considers the control performance assessment index $\kappa$, discussed in the previous section, in the FRIT calculation.

Figure 3.1 presents a block diagram of the FRIT in this PD-MVIndex control scheme. Based on Eq. (2.8), a desired reference model is considered in advance. The relational expression between the obtained input and output data (i.e., $u_0(t)$, and $y_0(t)$) and $C(z^{-1})$ is presented as follows:

$$
u_0(t) = \frac{C(z^{-1})}{\Delta} \{\tilde{r}(t) - y_0(t)\}. \quad (3.29)$$

The fictitious reference signal $\tilde{r}(t)$ is calculated by using Eq. (3.29) as follows from the controller and the experiment data:

$$\tilde{r}(t) = C(z^{-1})^{-1}\Delta u_0(t) + y_0(t). \quad (3.30)$$

Accordingly, the error $\phi_0(t)$ between output data and reference model output is calculated using the output data $y_0(t)$ by Eq. (3.6). The control performance assessment index $\kappa_0$ for a single experiment data is obtained using $\phi_0(t)$ by Eq. (3.28).
Similarly, let the output of a reference model with respect to the fictitious reference signal \( \tilde{r}(t) \) be \( \tilde{y}_m(t) \). A fictitious reference control error \( \tilde{\phi}_m(t) \) calculated from \( \tilde{y}_m(t) \) and \( \tilde{r}(t) \) is calculated using Eq. (3.6). Thus, the fictitious reference control performance assessment index \( \tilde{\kappa}_m \) is obtained through Eq. (3.28) using \( \tilde{\phi}_m(t) \).

The control parameters are determined through FRIT using the “fminsearch.m” of the Optimization Toolbox, MATLAB/Simulink Ver. 8.3.0.532 (R2014a), such that the absolute error between \( \kappa_0 \) and \( \tilde{\kappa}_m \) is minimized.

3.3 Design of smart-GMVIndex

3.3.1 Overview of the Smart-GMVIndex control system

In this section, the Smart-GMVIndex is proposed. Figure 3.2 shows the proposed Smart-GMVIndex control system, which consists of “control performance assessment” and “control design” modules.

In the “control performance assessment”, the GMV-Index \( \kappa_{GMV} \) is calculated using closed-loop data without system model. The feature of GMV-Index is that it ranges between \( 0 \leq \kappa_{GMV} \leq 1 \), and \( \kappa_{GMV} = 0 \) and \( \kappa_{GMV} = 1 \) indicating poor and excellent control performances, respectively.

The control design part consists of “1-parameter tuning” and “controller redesign”. Control parameters do not require to be tuned when the control performance is excellent. Therefore, “1-parameter tuning” works only when the control performance becomes good, and not excellent. In contrast, “controller redesign” works when the control performance becomes poor. The threshold \( \alpha \) and \( \beta \) are set in advance to define control performance as good
3.3.2 Control assessment index based on Generalized Minimum Variance control law: GMV-Index

The generalized minimum variance control law for the system in Eq. (3.1) can be derived by minimizing the following cost function [63]:

$$J = \mathcal{E} [\phi_{\text{GMV}}^2(t + k + 1)]$$  \hspace{1cm} (3.31)

$$\phi_{\text{GMV}}(t + k + 1) := P(z^{-1})y(t + k + 1) + \lambda \Delta u(t) - P(1)r(t), \hspace{1cm} (3.32)$$

where $\mathcal{E}[:]$ denotes the expectation. In Eq. (3.32), $\lambda$ is a weighting factor penalty of control input.

Next, Eq. (3.32) can be re-expressed as follows by using Eqs. (3.1),
(3.3), and (3.7).

\[ \phi_{\text{GMV}}(t+k+1) = \frac{P(z^{-1})}{T(z^{-1})}\xi(t+k+1) - \frac{\lambda C(z^{-1})}{T(z^{-1})}\xi(t) \quad (3.33) \]

\[ = E(z^{-1})\xi(t+k+1) + S_{\text{GMV}}(z^{-1})\xi(t) \quad (3.34) \]

\[ S_{\text{GMV}}(z^{-1}) := \frac{F(z^{-1})-B(z^{-1})C(z^{-1})E(z^{-1})-\lambda C(z^{-1})}{T(z^{-1})} \quad (3.35) \]

In addition, Eq. (3.8) indicates that \( E(z^{-1}) \) is of the \( k \) order. \( E(z^{-1})\xi(t+k+1) \) of Eq. (3.34) is a signal generated after time \( t \). Hence, \( E(z^{-1})\xi(t+k+1) \) cannot be obtained at time \( t \). Accordingly, \( C(z^{-1}) \) of Eq. (3.35) is designed so that \( S(z^{-1}) \) of Eq. (3.34) becomes zero. The \( C_{\text{opt}}(z^{-1}) \) included in the optimal controller \( C_{\text{opt}}(z^{-1})/\Delta \) is calculated as follows:

\[ C_{\text{opt}}(z^{-1}) = \frac{F(z^{-1})}{G(z^{-1}) + \lambda} \quad (3.36) \]

\[ G(z^{-1}) := E(z^{-1})B(z^{-1}). \quad (3.37) \]

The following equation is obtained by replacing the steady-state term \( G(1) \) with the polynomial \( G(z^{-1}) \) in Eq. (3.36) to design PID controller.

\[ C(z^{-1}) = \frac{f_0 + f_1 z^{-1} + f_2 z^{-2}}{G(1) + \lambda} \quad (3.38) \]

The PID parameters can approximately be replaced by \( F(z^{-1}) \) and \( G(1) \) as follows by comparing the coefficients of Eq. (3.4) and (3.38):

\[
\begin{align*}
  k_c &= -\frac{f_1 + 2f_2}{G(1) + \lambda} \\
  T_I &= -\frac{f_1 + 2f_2}{f_0 + f_1 + f_2}T_s \\
  T_D &= -\frac{f_2}{f_1 + 2f_2}T_s
\end{align*}
\]  

(3.39)
3.3.3 Controller performance index based on GMVC

\( \kappa_{GMV} \) can be calculated by Eq. (3.28), and note that \( \phi_{GMV}(t) \) is utilized instead of \( \phi(t) \) when \( \kappa_{GMV} \) is obtained.

3.3.4 Adjustment of PID parameters based on GMV-Index using FRIT

In this section, the “Control redesign” module in Figure 3.2 is described. First, the user-specified thresholds \( \alpha \) and \( \beta (\alpha > \beta) \) are set in advance to judge the control performance as “excellent” or “good” or “poor”. Specifically, the “Controller redesign” works when \( \kappa < \beta \) (control performance becomes poor), and “1-parameter tuning” works when \( \kappa < \alpha \) (control performance becomes good, and not excellent). In section 3.3.5, the tuning of all the control parameters by using FRIT in the “Controller redesign” module is explained. Moreover, section 3.3.6, describes the “1-parameter tuning” by adjusting \( \lambda \) based on the trade-off curve.

3.3.5 Fictitious reference iterative control scheme

A performance-driven control scheme based on GMV-Index [63] has been proposed; however, it takes a considerable amounts of time to tune control parameters when control performance becomes poor due to the use of a gradient method. Thus, the FRIT scheme [64] is introduced in this section.

Figure 3.3 shows a block diagram of the proposed FRIT. Firstly, the user-specified reference model is given in Eq. (2.8) in advance. In Figure 3.3, control parameters of \( C(z^{-1}) \) can be calculated without a system model by
using closed loop data (input $u_0(t)$ and output $y_0(t)$) so that the following cost function is minimized.

$$J_{\text{FRIT}} = \sum_{i=1}^{q} \left( \kappa_{m}^{\lambda_{i}} - \tilde{\kappa}_{m}^{\lambda_{i}} \right)^2,$$

(3.40)

where $q$ is the nonnegative integer ($q \geq 0$), $\lambda_{i}$ is the variable of $\lambda$ ($\lambda_{i} \geq 0$), $\kappa_{m}^{\lambda_{i}}$ is the GMV-Index for each $\lambda_{i}$ obtained by using $u_0(t)$ and $y_0(t)$ in Eqs. (3.32) and (3.28) respectively, and $\tilde{\kappa}_{m}^{\lambda_{i}}$ is the fictitious GMV-Index for each $\lambda_{i}$. The feature of the proposed FRIT is that some GMV-Indexes can be calculated for each $\lambda_{i}$ by using the same set of closed-loop data.

Here, the fictitious GMV-Index $\tilde{\kappa}_{m}^{\lambda_{i}}$ is calculated using a fictitious reference input $\tilde{r}(t)$ and fictitious reference output $\tilde{y}(t)$ in chapter 3.2.3.

The desired control performance can be obtained by optimizing controller $C(z^{-1})$ so that Eq. (3.40) is minimized. For instance, the optimal $C(z^{-1})$ is obtained using the genetic algorithm or the optimal tool box in Matlab. Specifically, the four parameters $f_1+2f_2$, $G(1)$, $T_I$, and $T_D$ of $C(z^{-1})$ in Eq. (3.39) are optimized.
The proposed FRIT tuning algorithm is summarized as follows.

1. Obtain a closed-loop data $u_0(t)$ and $y_0(t)$.

2. Design $P(z^{-1})$ and $\lambda_i$.

3. Calculate $\kappa_0^{\lambda_i}$ for each $\lambda_i$ by using $u_0(t)$ and $y_0(t)$.

4. Calculate $\tilde{u}_m(t)$ and $\tilde{y}_m(t)$ by using $u_0(t)$ and $y_0(t)$, respectively.

5. Calculate $\kappa_0^{\lambda_i}$ for each $\lambda_i$ by using $\tilde{u}_m(t)$ and $\tilde{y}_m(t)$.

6. Optimize $f_1 + 2f_2$, $G(1)$, $T_I$, and $T_D$ of $C(z^{-1})$ to minimize Eq. (3.40).

### 3.3.6 1-parameter tuning based on GMV-Index

In [12], the trade-off curve in Figure 3.4 has been discussed. The trade-off curve indicates the relationship between $\lambda$ and variance of $e(t)$ and $\Delta u(t)$. Therefore, it is utilized in the 1-parameter tuning. The variance of $e(t)$ and $\Delta u(t)$ can be expressed by using $H2$-norm $|||\cdot|||_2$ as follows [12]:

\[
\mathcal{E}[e^2(t)] = \left\| -\frac{1}{T(z^{-1})} \right\|_2^2 \sigma_\xi^2
\]

\[
\mathcal{E}[\{\Delta u(t)\}^2] = \left\| -\frac{C(z^{-1})}{T(z^{-1})} \right\|_2^2 \sigma_\xi^2,
\]

where

\[
T(z^{-1}) := \Delta \tilde{A}(z^{-1}) + z^{-(k+1)} \tilde{B}(z^{-1})C(z^{-1}).
\]

In Eqs. (3.41) and (3.42), $\sigma_\xi^2$ shows the covariance of Gaussian white noise. In addition, $\tilde{A}(z^{-1})$ and $\tilde{B}(z^{-1})$ are the polynomials of a discrete-time model.
corresponding to Eq. (3.1) and are described as follows:

\[
\begin{align*}
\tilde{A}(z^{-1})y(t) &= z^{-(k+1)}\tilde{B}(z^{-1})u(t) + \xi(t)/\Delta \\
\tilde{A}(z^{-1}) &= 1 + \tilde{a}_1 z^{-1} + \tilde{a}_2 z^{-2} \\
\tilde{B}(z^{-1}) &= \tilde{b}_0 + \tilde{b}_1 z^{-1} + \cdots + \tilde{b}_m z^{-\tilde{m}}
\end{align*}
\] (3.44)

where \(\tilde{m}\) is the order of \(\tilde{B}(z^{-1})\). The system identification is required in order to obtain the trade-off curve.

After obtaining the trade-off curve by using Eqs. (3.41) and (3.42), the desired control performance (point “•” in Figure 3.4) is set. Then, \(\lambda\) can be chosen by the trade-off curve, indicating that \(k_c\) is calculated from \(\lambda, f_1 + f_2,\) and \(G(1)\) in Eq. (3.39). Collectively, the calculation of \(T_I\) and \(T_D\) is shown
in section 3.3.5, and that of $k_c$ is shown in section 3.3.6.

Next, the 1-parameter tuning by the adjusting of $\lambda$ is described. First, the following criterion $J_r$ is defined:

$$J_r = \frac{\mathcal{E}[e_r^2]}{\mathcal{E}[\Delta u_r^2]}.$$  

(3.46)

Second, the current criterion $J(t)$ is calculated as

$$J(t) = \frac{\mathcal{E}[e^2(t)]}{\mathcal{E}[\Delta u^2(t)]}.$$  

(3.47)

Then, (i) $\lambda$ is increased when $J_r > J(t)$ or (ii) $\lambda$ is decreased when $J_r < J(t)$.

For example, if the current control performance is at the point “◦” in Figure 3.4, the current criterion $J(t)$ is calculated as $J(t) = \mathcal{E}[e_a^2]/\mathcal{E}[\Delta u_a^2]$. Furthermore, $\lambda$ is decreased because $J_r < J(t)$ to go to the point “●” from “◦”. However, if the current control performance is the point “□”, $J(t) = \mathcal{E}[e_b^2]/\mathcal{E}[\Delta u_b^2]$ and it is smaller than $J_r$. Therefore, $\lambda$ is increased.

Note that $\lambda$ of GMV-Index is constant even though $k_c$ is adjusted through 1-parameter tuning. However, $\lambda$ of GMV-Index is reset when all control parameters are recalculated.

3.4 Numerical example

3.4.1 Application of PD-MVIndex controller

[Time-invariant system]

The effectiveness of PD-MVIndex control scheme is verified using a numerical example. Table 3.1 presents the user-specified parameters in PD-MVIndex control scheme using the FRIT method. Table 3.2 lists the specifications of the computer used for this simulation.
Table 3.1: User-specified parameters in the numerical simulation of PD-MVIndex control scheme.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$: target value</td>
<td>5</td>
</tr>
<tr>
<td>$\sigma$: coefficient regarding the rise characteristic</td>
<td>40</td>
</tr>
<tr>
<td>$\delta$: coefficient regarding the decay characteristic</td>
<td>0</td>
</tr>
<tr>
<td>$N$: number of data</td>
<td>1000</td>
</tr>
<tr>
<td>$M$: auto-regressive parameter order</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 3.2: Performance of the computer used for the numerical simulation.

<table>
<thead>
<tr>
<th>Processor</th>
<th>Intel(R) Core(TM) i7-4770 CPU 3.4GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>System type</td>
<td>64-bit operating system</td>
</tr>
<tr>
<td>Memory</td>
<td>16.0GB</td>
</tr>
<tr>
<td>OS</td>
<td>Windows 8.1</td>
</tr>
</tbody>
</table>

A controlled object is given as the following “first order lag + time-delay” system:

$$G(s) = \frac{10}{1 + 100s}e^{-8s}.$$  \hfill (3.48)

The system parameter included in Eq. (3.1) is obtained as follows by discretizing Eq. (3.48) with the sampling time $T_s = 10 \text{ [s]}$:

$$A(z^{-1})y(t) = z^{-1}B(z^{-1})u(t) + \xi(t)/\Delta$$ \hfill (3.49)

$$A(z^{-1}) = 1 - 0.905z^{-1}$$ \hfill (3.50)

$$B(z^{-1}) = 0.198 + 0.754z^{-1}$$ \hfill (3.50)

The white Gaussian noise $\xi(t)$ is set at a zero mean and the variance is $0.01^2$.

The following PID gains are applied as initial parameters:

$$K_P = 0.75, \quad K_I = 0.02, \quad K_D = 0.75$$ \hfill (3.51)

Figure 3.5 shows the control result obtained using the fixed PID parameters to demonstrate the effectiveness of the PD-MVIndex scheme. Figure 3.6
Figure 3.5: Control result obtained using the fixed PID control \( (K_P = 0.75, K_I = 0.02, \text{ and } K_D = 0.75) \).

shows the trajectory of the control performance assessment index, \( \kappa \) corresponding to Figure 3.5. The figure shows that \( \kappa \) is calculated after 2000 [step] because the control performance in the steady state is assessed. The relation-
ship expressed in Eq. (3.19) shows that the value of $\kappa$ is close to 0 in Figure 3.6. Therefore, the PID gains of Eq. (3.51) need to be re-tuned.

Figure 3.7 shows a control result obtained using the proposed PD-MVIndex control scheme and the FRIT method. Figure 3.8 shows the trajectory of the control performance assessment index $\kappa$. Figure 3.9 demonstrates trajectories of PID gains, where the initial PID gains are the same as in Eq. (3.51). The calculation of the control performance assessment index and the PID gains adjustment at 3000 [step] are performed at the same step. More specifically, the control performance assessment index $\kappa$ was calculated using the input and output data for 1000 [step] from 2000 [step] to 2999 [step]. In addition, the PID gains of the following equation are calculated using the
PD-MVIndex control scheme. Note that the “assessment” and the “design” in this method are integrated.

\[ K_P = 0.43, \quad K_I = 0.11, \quad K_D = 0.01 \quad (3.52) \]

The difference between \( \kappa_0 \) and \( \bar{\kappa}_m \) calculated using “fminsearch.m” in the PID gains calculation of the above mentioned equation is \( 1.62 \times 10^{-6} \). The offline calculation time in the computer at this time is 0.75 [s] (Table 3.2). Although MATLAB is used, the calculation is completed within a specific time in the case of a relatively long sampling time (e.g., process systems).

Figure 3.7 indicates that the input and output variance is suppressed after adjusting the PID gains. In addition, Figure 3.8 shows that the control performance significantly improved. These results verify the effectiveness of the PID gains calculation based on the MV-Index from the closed-loop data.

Figure 3.8 shows the improvement of the control performance for 1000 [step] from 3000 [step] to 4000 [step] caused by the amount of data for \( \kappa \) calculation (Table 3.1) \( N = 1000 \). Hence, the smaller the number of data, the faster the rise of \( \kappa \) in Figure 3.8 and the greater the variance of \( \kappa \).

The control results of the conventional scheme (i.e., the scheme using the gradient method) by proposed in [63], which is an online adjustment method, are presented in Figures 3.10-3.12. The control parameters in the gradient method of the conventional scheme were adjusted using the following equation, such that the control performance assessment index \( \kappa \) was improved:

\[ K(t) = K(t - k) - \eta \frac{\partial \kappa(t)}{\partial K(t - k)} \quad (3.53) \]

\[ K(t) = [K_P(t), K_I(t), K_D(t)]^T \quad (3.54) \]
Figure 3.7: Control result by the proposed PD-MVIndex control using the FRIT method.

where, \( \eta \) represents the learning coefficient of each PID gains, which is set to 0.02.

Figures 3.7 and 3.10 show that after 3000 [steps] from the initiation of
Figure 3.8: Trajectory of $\kappa$ corresponding to Figure 3.7.

Figure 3.9: Trajectories of the PID gains corresponding to Figure 3.7.
the PID gains adjustment, the input and output variance in the conventional scheme gradually reduces because of the use of the gradient method. Furthermore, the improvement of the control performance takes time. This result is
Figure 3.11: Trajectory of $\kappa$ corresponding to Figure 3.10.

Figure 3.12: Trajectories of the PID gains corresponding to Figure 3.10.
also confirmed with the trajectory of \( \kappa \) in Figure 3.11, where \( \kappa \) gradually improves after 3000 [step]. Figure 3.12 shows a transition of the PID gain of the online adjustment method using the gradient method. A single adjustment of PID gains alone sufficiently improves the control performance in the proposed PD-MVIndex control scheme shown in Figure 3.9. However, in Figure 3.12, the adjustment width of the PID gains in the conventional scheme reduces because of the use of the gradient method.

[Time-variant system]

Next, the effectiveness of the proposed PD-MVIndex control scheme is verified by a time-variant system. The following first-order system with time-delay is introduced.

\[
G(s) = \frac{K}{1 + Ts} e^{-8s}, \quad (3.55)
\]

where \( T \) and \( K \) are the system gain and time constant, respectively. In this numerical example, Eq. (3.55) is a time-variant system in which \( T \) and \( K \) are changed as follows:

\[
T = \begin{cases} 
100 & (0 \leq t \leq 5000) \\
100 - \frac{30(t - 5000)}{2500} & (5000 < t \leq 7500) \\
70 & (7500 < t \leq 10000)
\end{cases} \quad (3.56)
\]

\[
K = \begin{cases} 
10 & (0 \leq t \leq 5000) \\
10 + \frac{12(t - 5000)}{2500} & (5000 < t \leq 7500) \\
22 & (7500 < t \leq 10000)
\end{cases} \quad (3.57)
\]

The following sets of PID parameters are obtained by using the ZN...
Figure 3.13: Control result obtained using the conventional scheme (online learning [63] by using the gradient method).

method [46] from the initial closed-loop data of Eq. (3.55).

\[ k_c = 0.75, \quad T_I = 375, \quad T_D = 9.33 \]  \hspace{1cm} (3.58)
Figure 3.14: Trajectory of $\kappa$ corresponding to Figure 3.13.

Figure 3.15: Trajectories of the PID parameters corresponding to Figure 3.13.
Figure 3.16: Control result by the proposed PD-MVIndex control using the FRIT method.

The numerical simulation was performed for the discrete time model Eq. (3.1) obtained by the discretization of Eq. (3.55).

First, Figure 3.13 shows a control result obtained using conventional
Figure 3.17: Trajectory of $\kappa$ corresponding to Figure 3.16.

Figure 3.18: Trajectories of the PID gains corresponding to Figure 3.16.
scheme in which PID parameters are tuned using gradient method. Moreover, Figures 3.14 and 3.15 respectively show the trajectory of $\kappa$ and PID parameters corresponding to Figure 3.13. PID parameters are tuned using the gradient method to improve the control performance index $\kappa$. Each of $\eta$ in Eq. (3.53) is set to 0.005. The gradient method is conducted when $\kappa$ deteriorates to below 0.4. PID parameters are adjusted after 7000[step], however; the improvement speed of $\kappa$ is slow because the conventional scheme is based on the gradient method.

Next, Figure 3.16 shows the control result of the proposed scheme. Furthermore, Figures 3.17 and 3.18 respectively show the trajectory of $\kappa$ and PID parameters corresponding to Figure 3.16. Figure 3.18 shows that the PID parameters are tuned because $\kappa$ is smaller than 0.4 around 7000[step] in Figure 3.17. The speed of improving $\kappa$ in Figure 3.17 is faster than in the conventional scheme one shown in Figure 3.14. Thus, the effectiveness of the proposed scheme is verified in the time-variant system.

### 3.4.2 Application of Smart-GMVIndex controller

The effectiveness of the proposed Smart-GMVIndex control scheme is verified using a numerical example. The user-specified parameters in Smart-GMVIndex control scheme are set as $r = 5, \sigma = 75, \delta = 0, N = 1000, M = 20, \alpha = 0.3,$ and $\beta = 0.1$. A controlled object is represented by the first order system with a time delay as described in Eq. (3.55). $T, K,$ and $L$ of Eq. (3.55) are set as $T = 100, K = 10,$ and $L = 50$.

The system parameter included in Eq. (3.1) is obtained as follows by
discretizing the above mentioned controlled object with the sampling time 
$T_s = 10$ [s]:

\[
A(z^{-1})y(t) = z^{-6}B(z^{-1})u(t) + \xi(t)/\Delta \\
A(z^{-1}) = 1 - 0.905z^{-1} \\
B(z^{-1}) = 0.9516
\]  

(3.59)  

Now, let the white Gaussian noise $\xi(t)$ be a zero mean and the variance be $0.01^2$. In the proposed Smart-GMVIndex control scheme, closed-loop data is needed to calculate PID gains in advance. Therefore, the following PID gains are applied as initial parameters to obtain the initial closed-loop data:

\[
k_c = 0.24, \quad T_i = 200.0, \quad T_d = 30.0.
\]  

(3.60)  

The GMV-Index $\kappa_{GMV}$ of the initial closed-loop data is calculated using Eq. (3.61) as 0.17. Next, PID parameters of the proposed scheme are calculated using the initial closed-loop data. $\lambda$ is chosen as 0.5 from the trade-off curve when a desired variance of $e(t)$ is set as 0.03. The PID parameters are calculated using the proposed scheme as follows:

\[
k_c = 0.19, \quad T_i = 190.7, \quad T_d = 32.8.
\]  

(3.62)  

The GMV-Index $\kappa_{GMV}$ of the proposed scheme using Eq. (3.62) is calculated as 0.45, and is improved from the initial closed-loop data ($\kappa_{GMV} = 0.17$). Furthermore, a variance of $e(t)$ is 0.025 and the desired variance of $e(t)$ (0.03) is satisfied.

To verify the effectiveness of the proposed scheme, system parameters
are changed as follows:

\[
T = \begin{cases}
100 & (0 \leq t \leq 3000) \\
100 - \frac{50(t - 300)}{3000} & (3000 < t \leq 7000) \\
50 & (7000 < t \leq 10000)
\end{cases}
\]  
\tag{3.63}

\[
K = \begin{cases}
10 & (0 \leq t \leq 3000) \\
10 + \frac{10(t - 300)}{3000} & (3000 < t \leq 7000) \\
20 & (7000 < t \leq 10000)
\end{cases}
\]  
\tag{3.64}

Figure 3.19 shows a control result obtained using the fixed PID parameters to demonstrate the effectiveness of the proposed scheme. Figure 3.20 shows the trajectory of the control performance assessment index, $\kappa_{GMV}$. The figure shows that $\kappa_{GMV}$ is calculated after the 2000 [step] because the control performance in the steady state is assessed. The control performance is poor because $\kappa_{GMV}$ is close to 0. Therefore, the PID gains of Eq. (3.62) must be retuned.

Figure 3.21 shows a control result obtained using the proposed scheme, and it is better than that in Figure 3.19. Moreover, Figure 3.22 shows the trajectory of the GMV-Index $\kappa_{GMV}$, which is improved after 3900 [step] by using 1-parameter tuning when $\kappa_{GMV}$ is less than $\alpha = 0.3$. However, the system parameters are changed as shown in Eqs. (3.63) and (3.64), and $\kappa_{GMV}$ is smaller than $\beta = 0.1$ at approximately the 6500 [step]. Therefore, all the PID parameters are retuned through controller redesign at approximately the 6500 [step]. Figure 3.23 shows the trajectories of PID gains. Only $k_c$ is tuned through 1-parameter tuning between 3900 [step] to 6500 [step] in Figure
Figure 3.19: Control result by using the fixed PID parameters ($k_c = 0.24, \ T_I = 200.0, \ T_D = 30.0$).

Figure 3.20: Trajectory of $\kappa_{GMV}$ corresponding to fig. 3.19.
Figure 3.21: Control result obtained using the proposed smart-GMVIndex control scheme.

Figure 3.22: Trajectory of $\kappa_{GMV}$ corresponding to Figure 3.21.
Figure 3.23: Trajectories of PID parameters and $\lambda$ corresponding to Figure 3.21.

3.23. However, all the PID gains are tuned at approximately the 6500[step] in Figure 3.23. Finally, a variance of $e(t)$ is obtained as 0.023, as shown in Figure 3.21, and a desired variance of $e(t)$ (0.03) is satisfied.

3.5 Conclusion

In this chapter, the design of a PD-MVIndex controller and a Smart-GMVIndex controller have been proposed. PID parameters are calculated so that control performance is adaptively improved using a FRIT method. The main feature of the proposed Smart-GMVIndex control scheme was to improve the control performance by adjusting $\lambda$ (1-parameter tuning) when
the control performance is poor. The effectiveness of the proposed scheme was is illustrated by an application to a numerical example.

Appendix 3.A Deriving Eq. (3.11)

The following equation is obtained from Eqs. (3.1) and (3.3).

$$\Delta A(z^{-1})y(t) = z^{-(k+1)}B(z^{-1})\Delta u(t) + \xi(t)$$
$$= z^{-(k+1)}B(z^{-1})C(z^{-1})(r(t) - y(t)) + \xi(t) \tag{3.65}$$

Now, using $T$ of Eq. (3.12) provides:

$$y(t) = \frac{z^{-(k+1)}B(z^{-1})C(z^{-1})}{T(z^{-1})}r(t) + \frac{1}{T(z^{-1})}\xi(t) \tag{3.66}$$

Substituting Eq. (3.66) into Eq. (3.6) and expanding it provides:

$$\phi(t + k + 1) = \frac{B(z^{-1})C(z^{-1})P(z^{-1})}{T(z^{-1})}r(t)$$
$$+ \frac{P(z^{-1})}{T(z^{-1})}\xi(t + k + 1) - P(1)r(t)$$
$$= \frac{B(z^{-1})C(z^{-1})(P(z^{-1}) - z^{-(k+1)}P(1) + \Delta A(z^{-1}))}{T(z^{-1})}r(t)$$
$$+ \frac{P(z^{-1})}{T(z^{-1})}\xi(t + k + 1). \tag{3.67}$$

Let the reference signal be constant $(r(t) = r(t-1) = \cdots = r(t-k-1))$ during the dead time. The first term on the right side of Eq. (3.67) becomes zero, thereby giving the following equation (Eq. (3.10)).

$$\phi(t + k + 1) = \frac{P(z^{-1})}{T(z^{-1})}\xi(t + k + 1). \tag{3.68}$$
In addition, Eqs. (3.7) and (3.12) make:
\[
E(z^{-1})T(z^{-1}) = \Delta A(z^{-1})E(z^{-1}) + z^{-(k+1)}B(z^{-1})C(z^{-1})E(z^{-1}) \\
= (P(z^{-1}) - z^{-(k+1)}F(z^{-1})) \\
+z^{-(k+1)}B(z^{-1})C(z^{-1})E(z^{-1}).
\] (3.69)

Multiplying both sides of Eq. (3.10) using the \(E(z^{-1})T(z^{-1})\) provides:
\[
E(z^{-1})T(z^{-1})\phi(t + k + 1) = E(z^{-1})P(z^{-1})\xi(t + k + 1).
\] (3.70)

In the end, substituting Eq. (3.69) into Eq. (3.70) and using Eqs. (3.10) and (3.13) provide the following equations:
\[
\phi(t + k + 1) = E(z^{-1})\xi(t + k + 1) \\
+ \frac{F(z^{-1}) - B(z^{-1})C(z^{-1})E(z^{-1})}{T(z^{-1})}\xi(t) \\
= E(z^{-1})\xi(t + k + 1) + S(z^{-1})\xi(t).
\] (3.71) (3.72)

**Appendix 3.B Deriving Eq. (3.20)**

The following equation is obtained from Eqs. (3.68) and (3.72).
\[
\phi(t + k + 1) = E(z^{-1})\xi(t + k + 1) + T(z^{-1})S(z^{-1})P(z^{-1})^{-1}\phi(t)
\] (3.73)

Multiplying both sides of Eq. (3.73) using the \(z^{-(k+1)}\) provides:
\[
\phi(t) = \epsilon(t) + \frac{T(z^{-1})S(z^{-1})}{P(z^{-1})^{-1}}\phi(t - k - 1) \\
\epsilon(t) := E(z^{-1})\xi(t).
\] (3.74) (3.75)

Using a similar approach, \(\phi(t)\) is first expressed by the auto-regressive model as follows:
\[
\phi(t) = \epsilon(t) + \sum_{i=0}^{M} \alpha_i \phi(t - k - i).
\] (3.76)
Chapter 4

Application to a Temperature Control System

4.1 Introduction

In this chapter, the effectiveness of the proposed schemes (Smart-GMV and PD-MVIndex) is demonstrated through experiments. The equipment consists of a temperature control system in Hiroshima University as shown in Figure 4.1. Figure 4.2 shows the temperature process outline. The system output and control input are the water temperature and the valve aperture of hot water, respectively. The system characteristic can be changed by increasing/decreasing the flow of cold water.

Figure 4.2 shows the measurement of the water temperature \( y(t) \) [°C] by using thermometer PT. Its water temperature signal is then sent to a computer. The computer receives the signal by performing A/D conversion. Subsequently, the computer sends the D/A-converted electrical signal to a valve after algorithm processing. The computer then adjusts the valve aperture \( u_1(t) \) [%] of the hot water; this is an operational amount, such that the amount of hot water flowing into the tank is adjusted. The operational
The amount of this experiment has an input limit of $0 \leq u_1(t) \leq 100$.

The aperture $u_2(t)$ of the electrical valve of the cold water is utilized for system change. The hot water in this unit is at a constant temperature, but is stored in another tank without a mixer. This set up may cause the continuous use of warm water to drop or raise the temperature.
4.2 Application and consideration of smart adaptive controllers

4.2.1 Application of Smart-GMV controller

In this section, the effectiveness of the proposed Smart-GMV control scheme is demonstrated using a temperature process control system. The sampling time is set as $T_s = 5.0\,[s]$. In addition, the cold water valve aperture
Figure 4.3: Control result obtained using the proposed smart-GMV control scheme in which $\sigma_e^2 = 0.5$.

is changed as follows:

$$u_2(t) = \begin{cases} 
50 & (0 < t \leq 300) \\
50 - \frac{30(t - 300)}{700} & (300 < t \leq 1000) \\
20 & (1000 < t \leq 1300)
\end{cases}. \tag{4.1}$$

Here, $r(t) = 10$, $m = 3$, $N = 500$, $\lambda_d = 0.03$, and $\Delta \lambda = 0.02$ in chapter 2.2 were set, and $P(z^{-1})$ was designed as follows:

$$P(z^{-1}) = 1 - 1.0268z^{-1} + 0.2636z^{-2}. \tag{4.2}$$

Furthermore, $\sigma_e^2 = 0.5$ was set as the desired variance of control error.

Figures 4.3 and 4.4 show the control result and the trajectories of PID parameters, respectively. In Figures 4.3 and 4.4, the initial PID parameters
Figure 4.4: Trajectories of PID parameters corresponding to Figure 4.3.

in the first 100[step] are set as follows to obtain closed-loop data:

\[ k_c = 9.21, T_I = 19.75, T_D = 4.94, \]  

(4.3)

which is calculated by the ZN method. The proposed Smart-GMV control scheme (only “1-parameter tuning”) is performed at \( t = 100[\text{step}] \). After 100[step], the variance of control error is 0.41 and the desired control performance \( (\sigma_e^2 = 0.5) \) is satisfied.

Next, Figures 4.5 and 4.6 show the trajectories of \( \lambda \) and variances, respectively. Only \( \lambda \) is adjusted in this experiment indicating that only \( k_c \) is adjusted because of Eq. (2.19). In Figure 4.5, \( \lambda \) is adjusted around the 300, 650, and 950[step] because \( \mathcal{E} [\Delta e(t)^2] \) and \( \mathcal{E} [\Delta u(t)^2] \) increase considerably than \( \mathcal{E} [\Delta e(t)^2]_{\text{min}} \) and \( \mathcal{E} [\Delta u(t)^2]_{\text{min}} \) respectively in Figure 4.6. In Figure 4.3,
temperature at around 650 and 950[step].

Finally, Figure 4.7 shows the control result obtained using only ZN method for comparison. The variance of control error was 1.30, which did not achieve the desired control performance ($\sigma_e^2 = 0.5$). These results verify the effectiveness of 1-parameter tuning.
4.2.2 Application of PD-MVIndex controller

Table 4.1 shows the user-specified parameters used in the experiment. The sampling time in this experiment was $T_s = 5.0$ [s].

The following PID gains calculated using the ZN method [46] were applied to obtain the closed-loop data:

$$K_P = 10.2, \quad K_I = 1.38, \quad K_D = 9.13$$ (4.4)

A control of up to 300 [step] was performed using the above mentioned PID parameters. The proposed scheme was then applied to the time of 301 [step] by using the input and output data from 150 [step] to 300 [step]. Figure 4.8 shows the control result. Figure 4.9 illustrates the trajectory of the control
Table 4.1: User-specified parameters in an experiment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>35</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>20</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0</td>
</tr>
<tr>
<td>( N )</td>
<td>150</td>
</tr>
<tr>
<td>( M )</td>
<td>20</td>
</tr>
</tbody>
</table>

The proposed scheme provided the PID gains of Eq. (4.5), where the difference between \( \kappa_0 \) and \( \tilde{\kappa}_m \) calculated using “fminsearch.m” was \( 8.63 \times 10^{-7} \).

\[
K_P = 5.72, \quad K_I = 0.19, \quad K_D = 0.05
\] (4.5)

Figure 4.10 shows the trajectories of the PID gains corresponding to Figure 4.8. The result of Figure 4.8 indicates that the variance of the input and the output is suppressed after the PID gain adjustment, thereby verifying the effectiveness of the proposed scheme. Figure 4.9 indicates that the control performance \( \kappa \) is improved from approximately 0.3 to 0.7. This result verifies the effectiveness of the proposed scheme in the experiment.

Figure 4.11 shows the control result in which \( u_2(t) \) is changed from 40[\%] to 30[\%] during \( 150 \leq t \leq 450 \) as system change. The threshold according to which the control performance deterioration is evaluated is set as 0.4 in advance. The control performance index \( \kappa \) is improved when \( \kappa \) is below 0.4 after 300[step] in Figure 4.12. Moreover, Figure 4.13 shows the trajectories of PID parameters in which controller parameters are tuned when \( \kappa \) is deteriorated effectively.
Figure 4.8: Control result obtained using the proposed PD-MVIndex control scheme.

4.2.3 Comparing the proposed schemes

Sections 4.2.1 and 4.2.2 describe the control results of the Smart-GMV and PD-MV control schemes. If the controlled object’s characteristics, such
Figure 4.9: Trajectory of $\kappa$ corresponding to Figure 4.8.

Figure 4.10: Trajectories of the PID parameters corresponding to Figure 4.8.
as achievable variance, are well known, the Smart-GMV control scheme outperforms the PD-MV control scheme because the least squared method is utilized for calculating controller parameters and its calculation cost is low.
Figure 4.12: Trajectory of $\kappa$ corresponding to Figure 4.11.

Figure 4.13: Trajectories of the PID parameters corresponding to Figure 4.11.
However, it is difficult to set the threshold $\lambda_d$ in the Smart-GMV because $\lambda_d$ is set based on the achievable control error variance which is changed by the system change. In contrast, in the PD-MVIndex control scheme, it is easy to set the threshold $\alpha$ used to evaluate the control performance deterioration because MV-Index is the normalized performance assessment. However, it is impossible to achieve the desired control performance such as the variance of control error. Therefore, a Smart-GMVIndex control scheme is needed in which the desired control performance can be satisfied, and the setting of the threshold is easy. In this study, the application of the Smart-GMVIndex control to the experiment is not discussed. Therefore, in the near future, it will be applied to the currently used equipment and compared with other proposed schemes.

4.3 Conclusion

In this chapter, the effectivenesses of the proposed schemes (Smart-GMV and PD-MVIndex) have been verified using an experimental temperature control system. The system output and control input are water temperature and valve open ratio of hot water, respectively. The equipment can change the system characteristic by increasing/decreasing the flow of cold water. In a Smart-GMV control scheme, it is difficult to set the user-specified parameters, such as threshold, which judges the control performance deterioration. In contrast, in the PD-MVIndex control scheme, it is easy to set the threshold because MV-Index is a normalized performance assessment. In the near future, the proposed Smart-GMVIndex control scheme will be applied to
the currently used equipment and compared with other proposed schemes.
Chapter 5

Conclusions

This thesis has presented the smart adaptive control systems in which the controlled object is a process systems. In the proposed scheme, the desired control performance is maintained even if the system characteristic is changed. The control performance in steady state is more important than in the transient state because of the high quality production and/or energy saving. Therefore, the control performance in the steady state has been focused upon, and the controller design methods based on MVC and GMVC have been proposed in this thesis. Moreover, PID gains are tuned through “1-parameter tuning” when the deterioration of control performance is small; however, when the deterioration is large, all controller parameters are adjusted through “controller redesign”. In other words, the controller parameters are adjusted by switching the “1-parameter tuning” and “controller redesign” in a smart manner based on control performance. The features of the proposed scheme are as follows:

i) Controller parameters are calculated using a closed-loop data directly.
ii) “Control performance assessment” and “control system design” are integrated.

iii) “1-parameter tuning” and “controller redesign” are switched appropriately, depending on the deterioration of control performance.

Chapter 2 discussed the proposed Smart-GMV control scheme. First, a scheme is explained according to which the controller parameters are calculated directly without system identification. Next, “1-parameter tuning” and “controller redesign” are switched using the trade-off curve. The trade-off curve shows the relationship between variance of control error and input. Hence, the derivation of the trade-off curve is described along with the algorithm of achieving the desired control performance by using a smart adaptive control law based on GMVC. The effectiveness of this scheme is verified by satisfying the desired control performance for a time-variant system in a numerical example.

In Chapter 3, a smart adaptive control scheme based on FRIT was discussed. An archival desired control performance (variance of control error and input) is different in each controlled objects, and the threshold is difficult to set for switching “1-parameter tuning” and “all controller parameters design”. Therefore, in Chapter 3, the control performance assessment (MV-Index and GMV-Index) is focused upon and the controller parameters are calculated such that the control performance assessment is improved using FRIT. The effectiveness of this scheme is confirmed through a numerical example.

In Chapter 4, each smart adaptive control scheme given in Chapters
2 and 3 is applied to the temperature control system. In the temperature control system, the control output and input are the water temperature and the open/close ratio of hot water valve, respectively. Moreover, the system characteristic is changed by increasing/decreasing the flow rate of cold water. Furthermore, the control results of each smart adaptive control scheme are compared.

Finally, the future of smart adaptive control scheme is discussed. Its features include the calculation of controller parameters without system identification to improve the control performance index. Thus, the proposed scheme is effective in not only process industries but also other fields. In particular, it is difficult to obtain a human model in the systems including in the field of cars, constructions, and welfare devices. In these fields, the important aspect is the Kansei because the device evaluations are based on the riding comfort, usability, etc. Although the gross domestic product (GDP) in Japan is high, the Japanese happiness level is low, which is reported in a Cabinet Office report [65]. Hence, there is a large gap between “products wealth” of GDP and “mind wealth” of happiness level; this continuously increases every year [66]. Therefore, high quality products such as cars, excavators, and walking support equipment should be designed and controlled to improve the happiness level considering Kansei. For instance, controller parameters of walking support equipment are adaptively adjusted using comfortable information of Kansei. The visualization method of Kansei was proposed recently [67]. Therefore, a smart adaptive Kansei feedback control scheme is required in which Kansei information is fed back into the controller. Here, the Kansei performance index
is defined and controller parameters are tuned to improve the index without system identification. However, the proposed scheme in this thesis did not consider a nonlinear system. For example, a human being is considered as nonlinear and time-variant system. Thus, a data-driven control scheme for nonlinear system should be combined with a smart adaptive controller. In the data-driven control scheme, the database is utilized for stacking data and learning controller parameters. Furthermore, in recent years, the information society has been developing strongly and the information of many devices is sensed. In addition, Internet of Things (IoT) has attracted attention in recent years because of the use of big data is utilized. However, the fusion of IoT and controller is still under development. Therefore, future research must focus on the fusion of IoT and controller, and a smart adaptive control system considering Kansei.
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