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Chapter 1
Introduction

1.1 Background

For real processes, such as those that take place in oil and chemical plants, proportional-integral-derivative (PID) control systems \(^{(1,2)}\) are effective control methods. These systems have been implemented in more than 80% of control loops \(^{(3)}\) for industrial processes for several reasons: (1) the control structure is clear; (2) the elements of the controller constructed proportional, integral and derivative motions, and these parameters have clear physical meanings; and (3) operators can use their experience to adjust PID gains. However, determining PID gains is important because they have a large influence on the control performance. Many adjustment methods for PID gains have been proposed \(^{(4-9)}\). For example, Ziegler and Nichols proposed an ultimate sensitivity tuning method and step response method \(^{(10)}\) with focus adjusting the damping ratio of response waveform become \(1/4\). The Chien, Hrones & Reswick method \(^{(11)}\) that a system can be approximated as a first-order model plus dead time, and the PID gains are determined so that the following control purpose combinations can be achieved: when the target value or disturbance changes step, the control purpose is set to non-overshoot or 20% overshoot.

However, the PID gains obtained by these methods can not be used without adjustment. They need to be calibrated empirically for implementation. Moreover, the obtained PID gains have several problems depending on the gain value: (1) an excessive overshoot occurs; (2) a settling time is longer, and (3) a steady-state characteristics are degraded. Furthermore, real plants require multiple experiment runs to obtain a set of suitable PID gains. Thus, the
experiments produce more human costs and time costs, and place a tremendous burden on plants. In addition, when PID control systems is designed, it is necessary to construct a system models in most cases. However, the system characteristics can not be identified because of the systems complexities. Therefore, the control schemes are required a high performance simple and to avoid system identification.

In the last decade, several design schemes of data-oriented controllers which do not require a system model have been considered to solve these problems\(^{(12,13)}\). These schemes are illustrated to be effective for to systems whose properties and structures are mostly unknown. For example, data-driven control methods such as the just-in-time method\(^{(14,15)}\) and memory-based method\(^{[79]}\) can obtain good control performance, although the computational cost is quite high. The Iterative Feedback Tuning (IFT) method\(^{(16–18)}\), the Virtual Reference Feedback Tuning (VRFT) method\(^{(19–21)}\), and the Fictitious Reference Iterative Tuning (FRIT) method\(^{(22–29)}\) can directly compute control parameters using the operating data and desired step response. The advantage of these schemes is that systems are not a burden during operation because a model does not need to be described in an experiment for system identification. The IFT method searches to control parameters to reduce the value of function for an obtained output error by adding a test signal to the closed-loop system and system input in several iterations. Likewise, the VRFT method identifies control parameters, to be near a fictitious reference value determines the response for the reference model by using an input/output data set of a system. However, the IFT method requires repeated online testing, and the VRFT method needs an operating data for the open-loop. Thus, these methods are not suitable. In contrast, the FRIT method does not have these constraints and can directly obtain control parameters by using operating data and a fictitious reference signal. The method has attracted attention and has been used in many practical applications for mechanical systems\(^{(30–32)}\) and processes\(^{(33,34)}\). The E-FRIT\(^{(35,36)}\) method, which is simplified version of the FRIT method, can automatically adjust the design to reference model corresponding to a system, and a restriction parameter of input is developed to ensure a system stability, it can cover the shortcomings of the FRIT method.
1.1.1 PID control

Fig. 1.1 shows the basic form of the PID controller. The control system determines the system input so that a controlled variable for the system output is equivalent to the obtained reference signal. Here, the reference value is denoted by $r$, and the observation value, system output, and control input are denoted by $y$, $z$, and $u$, respectively. The disturbance is $d_1$ and the noise is $d_2$. For simplicity, the control input is a signal given to the system with a disturbance added, and the system output is equal to the observation value without the noise. Likewise, the error is defined as the reference value minus the system output and shows the gap between the desired output signal and the actual value. Therefore, the control input is determined according to the error.

Fig. 1.1: The basic of PID controller.

PID controllers have a proportional action for the error. The P gain behaves as an error because the system error is assumed to be small if the error is small, and vice versa. However, if the P controller is applied in self-regulated systems, they could have a certain error value for a reference signal or step disturbance which is called stationary error. Self-regulation is a property where a system converges to a fixed value without being controlled does not change unilaterally. Stationary errors can be reduced by adding a term for the deviation integral. This term shows an integral action, and it is sometimes called a reset action because its purpose is to cancel stationary errors. In order to improve control properties, the control law also includes a differential term for deviation. This is called the derivative or rate actions because
it is proportional to the rate of change in the errors. The PID control law includes these three operations.

Here, the control law for a PID controller \( i.e. \) system input \( u \) is expressed by using error \( e \):

\[
u(t) = K_P \cdot e(t) + K_I \int_0^t e(\tau)d\tau + K_D \frac{de(t)}{dt}.
\]

\begin{equation}
(1.1)
\end{equation}

\( K_P, K_I \) and \( K_D \) are the proportional, integral and derivative gains. The above equation (1.1) can be rewritten as follows:

\[
u(t) = K_P \left\{ e(t) + \frac{1}{T_I} \int_0^t e(\tau)d\tau + T_D \frac{de(t)}{dt} \right\}
\]

\begin{equation}
(1.2)
\end{equation}

where \( T_I \) denotes the integral time, and \( T_D \) denotes the derivative time. Fig. 1.2 illustrates a PID control system. If a system employs a PID controller, the design of the control system can be summarized by determining three parameters such the proportional gain, integral time and derivative time. This is called the tuning of PID control.

\[Fig. 1.2: \text{The basic of PID controller.}\]

In basic PID control, the case of reference value changing to a stepwise function is considered. In principle, a system output includes the delta function \( i.e. \) differential of the step function because of a derivative action. In fact, a system output has a sharp signal pulse instead of the delta function because the derivative element uses an inexact differential. This is called
kicking. However, it is usually impossible for an actuator to move with the pulse, and the actuator should not be operated manually because it then loses its advantage. A structure was considered so that the derivative action works only on \( y \) without the need to differentiate the reference signal. Similarly, the proportional action in the stepwise change of a reference signal is considered, and a control input then includes a step function by the proportional action. However, actuators such as an on-off valve should not operate in a stepwise fashion. Thus, a structure which is associated with proportional and a derivative actions using only \( y \) was considered. This is called an I-PD controller\(^{(37)}\), and the structure is shown in Fig. 1.3.

![Fig. 1.3: The detail of I-PD controller](image)

The control law is expressed as follows:

\[
\begin{align*}
    u(t) &= K_P \left\{ -y(t) + \frac{1}{T_I} \int_0^t e(\tau) d\tau - T_D \frac{dy(t)}{dt} \right\}.
\end{align*}
\]  

(1.3)

If the same PID parameters for a basic PID controller applied in the I-PD controller, the response of the system to changes in the reference value becomes slower because the reference signal is only associated with integral actions. For this reason, the I-PD controller is often applied to real processes which use a stepwise reference signal. Therefore, the I-PD controller is discussed in this dissertation.
1.1.2 Data-oriented control system

Recently, rapid economic growth in East Asia has spurred intense international competition. In order to enhance international competitiveness, the Japanese industry sector has emphasised improving productivity, and product quality while reducing produce cost. Greenhouse gas reduction is an important international problem, and each developed country has embarked on measures such as establishing reduction goals. In Japan, since public and corporate sectors produce 80% of the greenhouse gas emissions, companies are forced to make further efforts reduce the company. In solving these problems, the control system plays a very large role, so a high level of performance is required.

Recent developments in computer technology have made it possible to quickly process large amounts of data in real-time. Because storage and processing of operating data and program construction have become easy, there is renewed focus on improving the control performance.

PID control is a common and effective approach in process industries; however, it is difficult to obtained a set of suitable PID gains. Most proposed schemes use model-based controllers\(^{(38,39)}\). Model-based controllers are performed through system identification based on operating data. However, it is difficult to identify true system parameters because, if the system model is not described accurately, the desired control performance can not be obtained. System identification is one of topic of research on control, and many methods have been proposed\(^{(40–47)}\). For example, neural networks\(^{(48)}\) and group method of data handling(GMDH) networks\(^{(49)}\) can express nonlinear systems. However, a description model is required to explain system properties in a suitable and simple manner. An input signal needs to be identified with a high degree of accuracy to make an accurate model\(^{(50,51)}\), and a comfortable level of persistently exciting(PE) is required. Generally, the ideal identification input signal has all frequency elements because it needs to excite all modes of a system\(^{(52)}\). Thus, the input signal should be given an m-sequence noise. However, exciting to the apparatus and actual plant may pose a safety risk.

Terminal parts of system are strongly subject to influence by exciting because system as oil plant especially unite several systems, Moreover, the obtained gains should be adjusted by the actual system once or twice. This requires more cost and computation time.
1.2 The purpose of this study and the composition of this dissertation

The purpose of this study is to propose a data-oriented control system design scheme for practical application. The proposed scheme can directly determine PID gains from the operating data and desired control design specifications. In this scheme, the generalized output is developed from I-PD control law which is used in industrial processes, and the control system is designed from it. In detail, PID gains are optimized so that the error between the generalized output and operating data is equivalent to zero. First, the design scheme of a controller for single-input and single-output linear systems is considered, and the effectiveness of the proposed scheme is evaluated through numerical examples. The scheme is applied to the injection molding process such as a representative thermal process to verify its usefulness. However, since real processes use multivariable and nonlinear systems, expanding the proposed scheme to these systems is vital. For multivariable systems, mutual interference between the input and output can be reduced by optimizing the PID gains matrix, including non-diagonal elements. In addition, the fitness function adapts the weight parameters of each input and output, and the output is weighted based on the operating conditions and control specifications. With regard to nonlinear systems, the proposed scheme is expanded to a nonlinear controller using a data-driven control approach method, and its effectiveness is demonstrated. Although the conventional data-driven control method requires some experiments on the real system, the database can be constructed in an offline manner (i.e., offline learning) and then fuse with the proposed scheme.

This dissertation is organized as follows: Chapter 2 discusses defining the generalized output from PID control law and designing a controller for single-input and single-output linear systems. The effectiveness is examined through numerical examples, and the proposed scheme’s viability with regard to real systems is evaluated by application to an injection molding process. Chapter 3 describes the control design method for multivariable systems. The effect of the weighting factor on the input and output in numerical simulations is considered. Chapter 4 proposes the extended method based on the concept of the data-driven control system design method for nonlinear systems. The effectiveness of the proposed method is verified through numerical examples. Finally, chapter 5 summarizes the design of a data-oriented PID controller.
based on the generalized output errors, and discusses the validity of this study’s results and issues for the future.
Chapter 2
Design of a PID controller for single-input/single-output systems

2.1 Introduction

Chapter 2 presents the proposed PID controller design scheme, which use only the operating data to design a data-oriented control system for single-input/single-output.

As discussed in chapter 1, if a system’s structure and parameters cannot be determined, PID gains can be effectively calculated from the operating data without system identification. Because PID controllers are widely applied for many process systems, being able to directly compute PID gains using operating data is useful. In order to organize the proposed method, a single-input/single-output linear system is considered. In the proposed scheme, the generalized output is defined from a PID control law, and then, PID gains are adjusted by a optimized calculation so that the signal is equivalent to the system output of operating data.

In this chapter, the problem statement is presented first. The new proposed scheme is then discussed. The procedure of the proposed scheme is explained in detail, and the effectiveness of the proposed scheme is numerically illustrated by simulation examples. In addition, the usefulness of the proposed scheme is experimentally evaluated by applying to an injection molding process.
2.2 Design of a control system

2.2.1 The description of a system

The continuous-time PID controller has the following transfer function:

\[
G(s) = k_c \left[ 1 + \frac{1}{T_i s} + T_d s \right]
\]  

(2.1)

where \( k_c \) denotes the gain, \( T_i \) denotes the integral time, and \( T_d \) denotes the derivative time. When the equation is the discretized for a discrete-time PID controller by the sampling interval \( T_s \), it is rewritten as follows:

\[
u(k) = u(k-1) + K_P(y(k-1) - y(k)) + K_I(r(k) - y(k)) + K_D(2y(k-1) - y(k-2) - y(k))
\]  

(2.2)

The reference signal is denoted by \( r(k) \). \( K_P \), \( K_I \) and \( K_D \) denote the proportional gain, integral gain and derivative gain, respectively. \( u(k) \) and \( y(k) \) are the control input and corresponding output signal. \( \Delta \) denotes the differencing operator and is defined by \( \Delta := 1 - z^{-1} \).

When computing these parameters, \textit{i.e.} PID gains, the descriptive model corresponding to the controlled object is first designed using the operating input/output data. That is, the system parameters are estimated using the system identification method, \textit{e.g.} the least squares method. PID gains are calculated using a model based on estimates. When utilizing closed-loop data, however, it is well-know that it is impossible to obtain the model with good accuracy due to the lack of the excitation of input/output data. Therefore, being able to compute the PID gains directly from the closed-loop data is desired.

In this paper, the generalized output is first derived from the PID control law, and the PID gains are calculated so that the generalized output becomes identical to the system output. The proposed method is explained below in detail.

2.2.2 Design of a control system

Equation (2.2) can be rewritten as

\[
d(k) + (K_P + K_I + K_D)y(k) - (K_P + 2K_D)y(k-1)
\]

\[
+ K_Dy(k-2) - K_Ir(k) = 0
\]  

(2.3)
where \( d(k) = u(k) - u(k-1) \). By dividing both sides of equation (2.3) by \( K_I \), the following equation is obtained:

\[
\frac{d(k)}{K_I} + \frac{K_P + K_I + K_D}{K_I} y(k) - \frac{K_P + 2K_D}{K_I} y(k-1) + \frac{K_D}{K_I} y(k-2) - r(k) = 0. \tag{2.4}
\]

The generalized output \( \Phi(k) \) is defined as follows:

\[
\Phi(k) : = a_1 d(k) + a_2 y(k) + a_3 y(k-1) + a_4 y(k-2) \tag{2.5}
\]

where

\[
\begin{align*}
    a_1 &= \frac{1}{K_I} \\
    a_2 &= \frac{K_P + K_I + K_D}{K_I} \\
    a_3 &= -\frac{K_P + 2K_D}{K_I} \\
    a_4 &= \frac{K_D}{K_I}
\end{align*}
\tag{2.6}
\]

From equations (2.4), (2.5) and (2.6), the following relation can be obtained:

\[
\Phi(k) - r(k) = 0 \tag{2.7}
\]

The control objective is to find suitable PID gains so that the system output \( y(k) \) tracks the desired reference model output \( y_m(k) \), which is defined as

\[
G_m(z^{-1}) = \frac{z^{-1} P(1)}{P(z^{-1})}, \tag{2.8}
\]

where

\[
\begin{align*}
    P(1) &= 1 + p_1 + p_2 \\
    P(z^{-1}) &= 1 + p_1 z^{-1} + p_2 z^{-2}
\end{align*}
\tag{2.9}
\]

the coefficients \( p_1 \) and \( p_2 \) are determined by

\[
\begin{align*}
    p_1 &= -2e^{-\xi \frac{T_s}{\sigma}} \cos\left(\frac{\sqrt{4p_1 - 1}}{4\mu} \rho\right) \\
    p_2 &= e^{-\xi \frac{T_s}{\sigma}} \\
    \rho &= \frac{T_s}{\sigma} \\
    \mu &= 0.25(1 - \delta) + 0.51\delta 
\end{align*}
\tag{2.10}
\]
where $T_s$ denotes sampling interval, and $\sigma$ and $\mu$ denote the rise-time and the damping index, respectively. The reference output shape is changed by choosing $\sigma$ and $\mu$, which is adjusted by $\delta$. $\sigma$ corresponding to the rise-time can be set between $1/3 \sim 1/2$ of the time constant. Moreover, the step shape is shown as Binomial model response when $\delta$ is set to 0. and the response is shown as Butterworth model response when $\delta = 1$. If the desired output is determined in a practical way, $\delta$ should be set to 0.0 throws 2.0. Furthermore, these parameters need to be determined based on system property.

When parameters $a_i$ ($i = 1, \cdots, 4$) are adjusted so that the following relation is satisfied:

$$G_m(z^{-1})\Phi(k) \rightarrow y(k), \quad (2.11)$$

then the following relationship can be obtained from equations (2.7) and (2.11):

$$y(k) \rightarrow G_m(z^{-1})r(k). \quad (2.12)$$

Therefore, the PID controller is designed as the system output tracks the reference model output. By optimizing the following cost function, the following relationship can be obtained:

$$J = \frac{1}{N} \sum_{k=1}^{N} \varepsilon^2(k), \quad (2.13)$$

where

$$\varepsilon(k) = G_m(z^{-1})\Phi(k) - y(k) \quad (2.14)$$

and $N$ is the step of the operating data. In order to minimize equation (2.13), for example, the optimization toolbox in Matlab can be utilized.

Therefore, the proposed scheme can be used to design PID controller to track the reference model output. The next section, presents some numerical simulation examples which were used to evaluate the effectiveness of the proposed scheme.

### 2.3 Simulation Examples

#### 2.3.1 Second-order linear system

First, the following discrete-time stochastic system\(^{(1)}\) was considered:

$$y(k) = 0.68y(k - 1) + 0.22y(k - 2) + 0.26u(k - 1) + 0.08u(k - 2) + \xi(k) \quad (2.15)$$
where \( \xi (k) \) denotes a Gaussian white noise with a zero mean and variance of \( 0.1^2 \).

Next, the PID control scheme applied to this system. The control result is shown in Fig. 2.1, where \( K_P = 0.50, K_I = 0.50 \) and \( K_D = 1.50 \). Here, the desired reference signal is as follows:

\[
    r(k) = \begin{cases} 
        10.0 & (0 < k \leq 100) \\
        5.0 & (100 < k \leq 200) \\
        15.0 & (200 < k \leq 300) 
    \end{cases} \quad (2.16)
\]

The control result eventually converged to the reference value, although the output was oscillatory.

![Control result by using the PID controller where PID gains are determined by \( K_P = 0.50, K_I = 0.50 \), and \( K_D = 1.50 \).](image)

Next, the proposed scheme was applied, where the desired \( P(z^{-1}) \) was designed by setting \( \sigma = 5.0 \) [s] and \( \delta = 0.0 \). The following polynomial was then obtained:

\[
    P(z^{-1}) = 1 - 1.34z^{-1} + 0.45z^{-2} \quad (2.17)
\]
The control result is shown in Fig. 2.2; the computed PID gains were $K_P = 0.994$, $K_I = 0.270$, and $K_D = 0.034$.

Comparing these results, clearly showed that calculating the PID gains using the proposed scheme produced a good performance.

Next, the initial PID gains were changed to verify the computed PID gains of the proposed scheme. Different operating data were given to the proposed scheme because it is not useful if entirely different PID gains are calculated. Figs. 2.3 and 2.4 show the control results from using the PID gains in row 2 of Table 2.1. Each output was oscillatory, including an overshoot and slow carve curve. The oscillatory output data were the same as the data shown in Fig. 2.1.
Table 2.1: PID parameters corresponding to the different initial PID gains.

<table>
<thead>
<tr>
<th>waveform</th>
<th>PID gains</th>
<th>$K_P$</th>
<th>$K_I$</th>
<th>$K_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>overshoot</td>
<td>$K_P = 1.50$</td>
<td>0.994</td>
<td>0.278</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>$K_I = 0.80$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$K_D = 1.00$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>oscillatory</td>
<td>$K_P = 0.50$</td>
<td>0.994</td>
<td>0.270</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>$K_I = 0.50$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$K_D = 1.50$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>slow</td>
<td>$K_P = 1.00$</td>
<td>0.986</td>
<td>0.256</td>
<td>0.098</td>
</tr>
<tr>
<td></td>
<td>$K_I = 0.07$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$K_D = 0.10$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The operating data were applied to the proposed scheme, and the right side of Table 2.1 shows sets of PID gains which are computed by changing the initial PID gains.

As shown in Table 2.1, the proposed scheme was verified to compute almost the same PID gains from input/output data even if the initial PID gains are different.
Fig. 2.3: The operating data (overshoot) when PID gains are $K_P = 1.50$, $K_I = 0.80$ and $K_D = 1.00$.

Fig. 2.4: The operating data (slow) when PID gains are $K_P = 1.00$, $K_I = 0.07$ and $K_D = 0.10$. 
Furthermore, Fig. 2.7 shows the operating data when an on-off controller was applied the system, such as in the following equation:

\[ u(k) = \begin{cases} 
20.0 \ (e(k) < 0) \\
0.0 \ (e(k) \geq 0) 
\end{cases} \]  
(2.18)

Fig. 2.5: The operating data when a on-off controller is employed

The genetic algorithm (GA)\(^{(54-56)}\) was used for optimization, and the fitness function is

\[ f(p) := \frac{1}{1 + \frac{1}{N} \sum_{k=1}^{N} \left\{ G_m(z^{-1})\Phi(k) - y(k) \right\}^2} . \]  
(2.19)

where \( N \) denotes the step of the operating data. The elements of the gene are given by each PID gains; then, elite selection, crossover and mutation operations are performed. When the
Fig. 2.6: The flow chart of GA.

Table 2.2: The user-specified parameters of proposed scheme for Example 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>population size</td>
<td>$m = 1000$</td>
</tr>
<tr>
<td>select rate</td>
<td>60%</td>
</tr>
<tr>
<td>crossover rate</td>
<td>40%</td>
</tr>
<tr>
<td>mutation rate</td>
<td>5%</td>
</tr>
<tr>
<td>end condition</td>
<td>$f_{\text{max}} = 0.9$</td>
</tr>
</tbody>
</table>

evaluated value exceeds $f_{\text{max}}$, the evolutionary computation is ended, and the gene is applied as an optimized PID gains.

Fig. 2.5 shows the control results of the proposed scheme using on-off controlled operating data. The computed PID gains were

$$K_P = 1.060, K_I = 0.217, K_D = 0.095.$$  \hspace{1cm} (2.20)

Clearly, the proposed scheme was able to obtain the desired control performance even if the
output of the operating data did not eventually converge to the reference signal.

Fig. 2.7: The Control results using the result by the on-off controller.

The scheme was also used to simulate the system when the parameters of the reference model were changed in equation (2.10).

First, $\sigma$ was considered. Figs. 2.8 and 2.9 show the control results by the proposed scheme for $\sigma = 3.0$ [s] and $\sigma = 5.0$ [s], respectively. Table 2.3 shows the obtained PID gains at each $\sigma$. Each system output changed with each $\sigma$, and each integral gain clearly changed significantly the rise time was increased.

Moreover, $P(z^{-1})$ shows in equation (2.21) and equation (2.22), respectively, when the $\sigma$ sets to $\sigma = 3.0$[s] and $\sigma = 10.0$[s].

\[
P(z^{-1}) = 1 - 1.03z^{-1} + 0.26z^{-2} \tag{2.21}
\]

\[
P(z^{-1}) = 1 - 1.64z^{-1} + 0.67z^{-2} \tag{2.22}
\]
Table 2.3: PID parameters corresponding to the different $\sigma$.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$K_P$</th>
<th>$K_I$</th>
<th>$K_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>0.992</td>
<td>0.426</td>
<td>0.047</td>
</tr>
<tr>
<td>5.0</td>
<td>0.994</td>
<td>0.270</td>
<td>0.034</td>
</tr>
<tr>
<td>10.0</td>
<td>0.995</td>
<td>0.131</td>
<td>0.059</td>
</tr>
</tbody>
</table>

Fig. 2.8: The control result by using proposed scheme when $\sigma = 3.0$ [s].

Next, $\delta$ was considered. The following equations show when $\delta$ of the reference model was changed to $\delta = 0.5$, $\delta = 1.0$ and $delta = 2.0$, respectively. In all cases, the other user-specified parameters were the same ($\sigma = 3$ [s]).

$$P(z^{-1}) = 1 - 1.23z^{-1} + 0.42z^{-2}$$  \hspace{1cm} (2.23)
\begin{equation}
P(z^{-1}) = 1 - 1.36z^{-1} + 0.52z^{-2}
\end{equation}

\begin{equation}
P(z^{-1}) = 1 - 1.53z^{-1} + 0.65z^{-2}
\end{equation}

The proposed scheme, which is given by each \( P(z^{-1}) \), was employed applied to Example 1; The PID gains corresponding to \( P(z^{-1}) \) are shown in Table 2.4.

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>( K_P )</th>
<th>( K_I )</th>
<th>( K_D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.992</td>
<td>0.426</td>
<td>0.447</td>
</tr>
<tr>
<td>0.5</td>
<td>0.921</td>
<td>0.421</td>
<td>0.468</td>
</tr>
<tr>
<td>1.0</td>
<td>0.531</td>
<td>0.597</td>
<td>0.523</td>
</tr>
<tr>
<td>2.0</td>
<td>0.035</td>
<td>0.437</td>
<td>0.587</td>
</tr>
</tbody>
</table>

Figs. 2.10, 2.11 and 2.12 show the control results.

For these results, the system output tracked the reference model output corresponding to the model. When \( \delta \) was larger, the output waveform was damped. Therefore, if the operator desires faster response at the risk of tracking, \( \delta \) of the reference model should be increased.
Fig. 2.9: The control result by using proposed scheme when $\sigma = 10.0$ [s].

Fig. 2.10: The control result by using proposed scheme when $\delta = 0.5$ [s].
Fig. 2.11: The control result by using proposed scheme when $\delta = 1.0$ [s].

Fig. 2.12: The control result by using proposed scheme when $\delta = 2.0$ [s].
2.3.2 High-order lag system

Next, the effectiveness of the proposed scheme for a high-order system\(^{(1)}\) was considered. The fourth-order continuous-time system was used.

\[
G(s) = \frac{12s + 8}{20s^4 + 113s^3 + 147s^2 + 62s + 8} \tag{2.26}
\]

In the following equation, the system in equation (2.26) was discretized with the sampling interval of \(T_s = 1.0\) [s].

\[
y(k) = 1.835y(k - 1) - 1.088y(k - 2) + 0.211y(k - 3) - 0.004y(k - 4) \\
+ 0.211u(k - 1) + 0.036u(k - 2) - 0.024u(k - 3) - 0.002u(k - 4) \\
+ \xi(k) \tag{2.27}
\]

where \(\xi(k)\) denotes a Gaussian white noise with a zero mean and a variance of 0.01\(^2\).

First, a PID control scheme with PID gains of \(K_P = 1.0\), \(K_I = 0.2\) and \(K_D = 0.5\) was applied, where the reference signal is given by the following equation:

\[
r(k) = \begin{cases} 
5.0 & (0 < k \leq 100) \\
15.0 & (100 < k \leq 200) \\
10.0 & (200 < k \leq 300). 
\end{cases} \tag{2.28}
\]

Fig. 2.13 shows the control result with oscillated because of the high-order lag element.

In contrast, the proposed scheme was used to calculate the PID gains based on the operating data. The reference model was designed by according to the user-specified parameters, where \(\sigma = 5.0\) [s] and \(\delta = 0.0\), and the following \(P(z^{-1})\) was obtained.

\[
P(z^{-1}) = 1 - 1.34z^{-1} + 0.45z^{-2} \tag{2.29}
\]

Fig. 2.14 shows the control results by the proposed scheme. The obtained PID gains were \(K_P = 1.756\), \(K_I = 0.388\) and \(K_D = 2.354\). Good control performance can clearly be obtained by using the proposed scheme.

In order to verify the effectiveness of a proposed scheme, the conventional scheme\(^{(57, 58)}\) was applied to this system. The conventional scheme was a model-based PID control scheme where
Fig. 2.13: Simulation result by using PID gains are determined by $K_P = 1.0$, $K_I = 1.0$ and $K_D = 0.5$.

the PID gains are estimated by a genetic algorithm (GA). This time, the following cases were considered:

- The model is correctly identified (model error of 0%)
- The model has 10% modeling error for the system gain.
- The model has 20% modeling error for the system gain.
- The model has 50% modeling error for the system gain.

For each of the above cases, the PID controller was designed using the computed PID gains. The PID gains are shown in Table 2.5.
Fig. 2.14: Simulation result by using the proposed scheme PID gains are determined by $K_P = 1.756$, $K_I = 0.388$ and $K_d = 1.354$.

Table 2.5: PID parameters corresponding to the different model error by the conventional scheme.

<table>
<thead>
<tr>
<th>modeling error rate</th>
<th>$K_P$</th>
<th>$K_I$</th>
<th>$K_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.087</td>
<td>0.021</td>
<td>0.075</td>
</tr>
<tr>
<td>10%</td>
<td>0.094</td>
<td>0.023</td>
<td>0.062</td>
</tr>
<tr>
<td>20%</td>
<td>0.108</td>
<td>0.026</td>
<td>0.094</td>
</tr>
<tr>
<td>50%</td>
<td>0.174</td>
<td>0.142</td>
<td>0.148</td>
</tr>
</tbody>
</table>

Figs. 2.15 and 2.16 show that, if PID gains with good response performance can be obtained if the model has been identified correctly. If not, the PID gains need to be adjusted. In contrast, the proposed scheme can obtain the desired response in just one iteration.
Fig. 2.15: The control result by using the conventional scheme when the model is correct.

Fig. 2.16: The control result by using the conventional scheme when the model has 50% error.
2.3.3 Time delay system

Finally, a time delay system was considered because most process systems have a time delay. In general, a system with an $L/T$ of over 0.5 is difficult to control.

The following equation was obtained by rewriting equation (2.13) for expansion to a time delay system.

$$ J = \frac{1}{N} \sum_{k=1}^{N} \left\{ G_m(z^{-1})\Phi(k - d) - y(k) \right\}^2 $$

(2.30)

$d$ denotes a time delay. Because the time delay is unknown in many cases, $d$ is estimated at the same time as when the PID gains are computed. The steps to estimate $d$ are as follows:

1. Each time $d$ is changed, PID gains are calculated using equation (2.30).
2. $d$ the smallest error is selected, and where $d$ denotes the time delay of the system.
3. The proposed scheme employs the PID gain at that time.

The system uses as following equation (59).

$$ G(s) = \frac{1}{s^3 + 2s^2 + 6s + 2} e^{-4s} $$

(2.31)

When the system is discretized with $T_s = 1.0$ [s], the following equation is given.

$$ y(k) = 0.187y(k - 1) + 0.151y(k - 2) + 0.135y(k - 3) 
+ 0.083u(k - d - 1) + 0.152u(k - d - 2) + 0.0289u(k - d - 3) + \xi(k) $$

(2.32)

where the time delay is $d = 4$. The following PID gains were determined by the Chien, Hrones & Reswick method (CHR) method (11) and applied as follows:

$$ K_P = 1.5, K_I = 0.3, K_D = 3.0. $$

(2.33)

When the reference signal is given as:

$$ r(k) = \begin{cases} 
2.0 (0 < k \leq 100) \\
3.0 (100 < k \leq 200) \\
4.0 (200 < k \leq 300).
\end{cases} $$

(2.34)
The control result is as shown in Fig. 2.17. The reference model is given by $\sigma = 6.0 \, [s]$ and $\delta = 0.0$, and $P(z^{-1})$ is designed with the following equation.

$$P(z^{-1}) = 1 - 1.43z^{-1} + 0.51z^{-2} \quad (2.35)$$

Table 2.6 shows the set of PID gains and the error when time delay was changed from 1 to 10. According to Table 2.6, the error was smallest at $d = 4$; this is the true time delay. Fig. 2.18 shows the control result when good performance was obtained. Therefore, the time delay can be estimated and whose system is controlled with the following control system: The desired control performance can be obtained by using the generalized output error even if the time delay of the system is unknown.

Table 2.6: PID gains and the error corresponding to each time delay.

<table>
<thead>
<tr>
<th>$d$</th>
<th>$K_P$</th>
<th>$K_I$</th>
<th>$K_D$</th>
<th>generalized output error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.065</td>
<td>0.753</td>
<td>10.000</td>
<td>0.350</td>
</tr>
<tr>
<td>2</td>
<td>2.492</td>
<td>0.496</td>
<td>6.083</td>
<td>0.236</td>
</tr>
<tr>
<td>3</td>
<td>1.647</td>
<td>0.362</td>
<td>3.516</td>
<td>0.027</td>
</tr>
<tr>
<td>4</td>
<td>1.152</td>
<td>0.286</td>
<td>1.729</td>
<td>0.019</td>
</tr>
<tr>
<td>5</td>
<td>0.851</td>
<td>0.241</td>
<td>0.429</td>
<td>0.030</td>
</tr>
<tr>
<td>6</td>
<td>0.781</td>
<td>0.227</td>
<td>0.301</td>
<td>0.052</td>
</tr>
<tr>
<td>7</td>
<td>0.698</td>
<td>0.218</td>
<td>0.001</td>
<td>0.152</td>
</tr>
<tr>
<td>8</td>
<td>0.554</td>
<td>0.185</td>
<td>0.001</td>
<td>0.821</td>
</tr>
<tr>
<td>9</td>
<td>0.506</td>
<td>0.162</td>
<td>0.001</td>
<td>2.021</td>
</tr>
<tr>
<td>10</td>
<td>0.524</td>
<td>0.144</td>
<td>0.001</td>
<td>3.587</td>
</tr>
</tbody>
</table>
Fig. 2.17: The control result when $K_P = 1.5$, $K_I = 0.3$, $K_D = 3.0$ for a time delay system

Fig. 2.18: The control result by the proposed scheme for a time delay system
2.4 Application for an injection molding system

2.4.1 About an injection molding system

The proposed method was experimentally evaluated by application to the heaters of an injection molding process\textsuperscript{(60)}. Fig. 2.19 shows the schematic figure of the system, and Fig. 2.20 shows a photograph. The injection molding process is one of the thermal processes used in plastic processing.

![Fig. 2.19: Schematic figure of an injection molding machine](image)

The following procedure is used in plastic processing.

1. Pellets (resin) are turned on the hopper.

2. The pellets are pushed out by the screw and gradually heated in each cylinder.

3. They finally fill the pushing type and are molded.

The control objective was to track the temperature of heater $y$ to the desired temperature $r$. If the temperature is too high, molding is difficult because the pellets melt into a sticky mess.
If the temperature is too low, the pellets are insoluble and can not be molded. Therefore, the temperature in the cylinder must be properly adjusted.

The cylinder comprised four parts: H1, H2, H3 and NH. In addition, the nozzle heater (NH) was divided into sections of NH2, and NH1 from the tip. The controllers were independent of each other, and each heater was controlled with respect to each of the five parts (NH1, NH2, H1, H2, and H3). The sampling interval was $T_s = 3.0 \text{ [s]}$. Only the control results for NH2 and H2 are presented in this paper. In these experiments, the PI controllers were designed for the dead time to be smaller than the time constant.

### 2.4.2 Control results

First, the PI control scheme was applied for NH2, which had the smallest thermal capacity. The reference signal is given by $r(k) = 125$, and the following gains were applied,

$$K_p = 10.0, \quad K_I = 1.5.$$  \hspace{1cm} (2.36)

Fig. 2.21 shows the control result.
Next, the proposed scheme was applied when \( P(z^{-1}) \) was designed as follows:

\[
P(z^{-1}) = 1 - 1.64z^{-1} + 0.67z^{-2},
\]

(2.37)

where each parameter was set with \( \sigma = 30.0 \) [s] and \( \delta = 0.0 \). Fig. 2.22 shows the control result using the proposed scheme, and the calculated PI gains were calculated using the following equation:

\[
K_P = 4.909, \quad K_I = 0.452.
\]

(2.38)

Fig. 2.22, verifies that the system output \( y \) tracked the reference output \( y_m \) without overshooting.

H2 was then considered. The initial PI gains were as follows:

\[
K_P = 5.0, \quad K_I = 0.8.
\]

(2.39)
Fig. 2.22: Control result by employed the proposed scheme for NH2.

Fig. 2.23 shows the control result. H2 had the largest thermal capacity. Because the proposed scheme was applied, the control result was used as the operating data. $P(z^{-1})$ was designed using the following equation:

$$P(z^{-1}) = 1 - 1.95z^{-1} + 0.95z^{-2}. \quad (2.40)$$

The parameters of $P(z^{-1})$ were set to $\sigma = 250$ [s] and $\delta = 0.0$. The control result is shown in Fig. 2.24. The computed PI gains were as follows:

$$K_P = 5.126, \quad K_I = 0.059. \quad (2.41)$$

The results showed that, the system output $y$ was improved and the system input $u$ was not oscillatory when the proposed scheme was applied.
Fig. 2.23: Control result by employed the initial PI controller for H2.

Fig. 2.24: Control result by employed the proposed scheme for H2.
2.5 Conclusions

The chapter has presented data-oriented PID control scheme for a single-input/single-output linear system. When designing a PID controller, identifying the system properties and adjusting PID gains are difficult. Thus, the proposed PID control system adjusts the control parameters (PID gain) so that the generalized output is equivalent to the system output of the operating.

Section 2.2 has presented the proposed control system. In the proposed scheme, the generalized output is defined from a discretized the discrete-time PID controller. PID gains included in the generalized output are optimized to reduce generalized output error using the previously obtained operating data.

Section 2.3 has compared the proposed scheme with a conventional scheme using some numerical examples. The effectiveness of the proposed scheme has been numerically verified. In results, the conventional scheme has performed well if the system model was known. However, the output has been wrong if it was not known. The scheme is attributed to the accuracy of the obtained model. In a conventional model-based design scheme, a large model error, is reflected in the calculated PID gains. In contract, the proposed scheme does not require a description model and can calculate workable PID gains. The desired output can be obtained simply with the operating data and design specification. The PID gains do not depend on the operating data. The proposed scheme can use operating data even when the system output does not converge to the reference signal.

For a time delay system, the desired control result can be obtained because the time delay is estimated at the same time as when the computing PID gains are computed.

Section 2.4 has verified the usefulness of this scheme by presenting its application to an injection molding process. In this experiment, heaters with large and small thermal capacities have been evaluated. The experimental results have demonstrated the effectiveness of the proposed scheme since the both heaters have showed good control performance.
Chapter 3
Design of a PID controller for multivariable systems

3.1 Introduction

In a step toward the practical application of the proposed method, this chapter discusses its extension to multi-input/multi-output linear system.

Chapter 2 presents a proposed design scheme for PID controllers. Although the proposed scheme is applicable to single-input/single-output systems, most real systems are multivariate systems. Therefore, the scheme needs to be extended to multi-input/multi-output (MIMO) cases. In addition, the mutual interference between the input and output needs to be considered for MIMO systems. For multivariable systems with interference, control methods are usually based on modern control theory\(^{(61-64)}\) or using pre-compensator\(^{(65, 66, 78)}\). Real systems mostly use a pre-compensator for decoupling. However, the system parameters need to be identified in order to design a pre-compensator. Therefore, the proposed scheme solves this problem by optimizing non-diagonal elements in the PID gain matrix.

In this chapter, the problem statement presents first. Next, the proposed scheme is explained in detail. The effectiveness of the proposed scheme is demonstrated through some numerical some simulation examples.
3.2 Design of a control system

3.2.1 The description of a system

Fig. 3.1 shows a control system with $p$-input and $p$-output.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3_1}
\caption{Block diagram of multivariable system}
\end{figure}

The control law is given by the following equation:

$$
\mathbf{u}(k) = \mathbf{u}(k-1) + K_P \{ \mathbf{y}(k-1) - \mathbf{y}(k) \} + K_I \{ \mathbf{r}(k) - \mathbf{y}(k) \} + K_D \{ 2\mathbf{y}(k-1) - \mathbf{y}(k-2) - \mathbf{y}(k) \},
$$

(3.1)

where $\mathbf{u}(k)$, $\mathbf{y}(k)$ and $\mathbf{r}(k)$ denote the control input signal, corresponding output signal, and reference signal, respectively. These parameters are given by $p$-dim vectors, which are as follows:

$$
\begin{align*}
\mathbf{u}(k) &= \begin{bmatrix} u_1(k) & u_2(k) & \cdots & u_p(k) \end{bmatrix}^T \\
\mathbf{y}(k) &= \begin{bmatrix} y_1(k) & y_2(k) & \cdots & y_p(k) \end{bmatrix}^T \\
\mathbf{r}(k) &= \begin{bmatrix} r_1(k) & r_2(k) & \cdots & r_p(k) \end{bmatrix}^T.
\end{align*}
$$

(3.2)

$K_P$, $K_I$, and $K_D$ are the proportional gain, integral gain and derivative gain matrices, respectively. Each matrix is $K_P \in \mathbb{R}^{p \times p}$, $K_I \in \mathbb{R}^{p \times p}$ and $K_D \in \mathbb{R}^{p \times p}$. In addition, the mutual interference in a multivariable system is alleviated by the non-diagonal elements in each gain matrix.

3.2.2 Design of a controller

In the proposed scheme, the generalized output is developed from the PID control law of equation (3.1), and PID gain matrices are calculated so that the generalized output becomes
identical to the system output $y$. The detail of the proposed scheme are explained below. In this scheme, the system has an output equal to the number of inputs because process systems are assumed.

First, equation (3.1) can be rewritten as follows:

$$\tilde{u}(k) + (K_P + K_I + K_D) y(k) - (K_P + 2K_D) y(k-1)$$

$$+ K_D y(k-2) - K_I r(k) = 0 \quad (3.3)$$

where $\tilde{u}$ is given by the following equation:

$$\tilde{u}(k) = [ \Delta u_1(k) \; \Delta u_2(k) \; \cdots \; \Delta u_p(k) ]^T. \quad (3.4)$$

$\Delta$ denotes the differencing operator and is defined as $\Delta := 1 - z^{-1}$. Second, $K_I$ is assumed so that $\det K_I \neq 0$, and multiplying both sides of equation (3.3) by $K_I^{-1}$ gives the following equation.

$$K_I^{-1} \tilde{u}(k) + K_I^{-1} (K_P + K_I + K_D) y(k)$$

$$- K_I^{-1} (K_P + 2K_D) y(k-1) + K_I^{-1} K_D y(k-2) - r(k) = 0 \quad (3.5)$$

The generalized output $\Phi(k)$ is defined by the following equation:

$$\Phi(k) := C_1 \tilde{u}(k) + C_2 y(k) + C_3 y(k-1) + (I - C_2 - C_3) y(k-2) \quad (3.6)$$

where

$$\Phi(k) = [ \Phi_1(k), \; \Phi_2(k), \; \cdots, \; \Phi_p(k) ]^T. \quad (3.7)$$

Here, $C_i \in \mathbb{R}^{p \times p}$ ($i = 1, 2, 3$) are given by

$$\begin{cases}
C_1 = K_I^{-1} \\
C_2 = K_I^{-1} (K_P + K_I + K_D) \\
C_3 = -K_I^{-1} (K_P + 2K_D). 
\end{cases} \quad (3.8)$$

In this scheme, the system output $y(k)$ tracks to the reference model output $y_m(k)$ so that the characteristics of the closed loop are close to the characteristics of the reference model $G_m(z^{-1})$. The reference model output $y_m$ is given by equation (3.9); the $p$-vector is shown in equation (3.10).

$$y_m(k) = G_m(z^{-1}) \Phi(k) \quad (3.9)$$
\[ y_m(k) = [y_{r_1}(k), y_{r_2}(k), \cdots, y_{r_p}(k)] \] (3.10)

The reference model \( G_m(z^{-1}) \) can be used with any characteristic polynomial. In this case, the following equations are introduced to design an output waveform for the rise-time according to two parameter \(^{(53)}\):

\[ G_m(z^{-1}) = \text{diag}\{G_{m_1}(z^{-1}), G_{m_2}(z^{-1}), \cdots, G_{m_p}(z^{-1})\} \] (3.11)

\[ G_{m_j}(z^{-1}) = \frac{z^{-1}P(1)}{P_j(z^{-1})} \] (3.12)

\[ P_j(z^{-1}) = 1 + p_{1j}z^{-1} + p_{2j}z^{-2} \] (3.13)

where \( p_{1j} \) and \( p_{2j} (j = 1, 2, \cdots, p) \) are determined \(^{(53)}\) by

\[
\begin{align*}
p_{1j} &= -2e^{-\frac{\rho_j}{\mu_j}} \cos\left(\frac{\sqrt{4\rho_j-1}}{2\mu_j} \rho_j\right) \\
p_{2j} &= e^{-\frac{\rho_j}{\mu_j}} \\
\rho_j : &= \frac{T_s}{\sigma_j} \\
\mu_j : &= 0.25(1-\delta_j) + 0.51\delta_j.
\end{align*}
\] (3.14)

\( T_s \) denotes the sampling interval. \( \sigma_j \) related to to the rise time. Similarly, \( \mu_j \) is the damping index and is adjusted by \( \delta_j \).

Therefore, to optimize the parameter matrix \( C_i \ (i = 1, 2, 3) \) of the generalized output \( \Phi(k) \), the following evaluated function \( J \) is used:

\[ J = \sum_{j=1}^{p} \lambda_j \left\{ \sum_{k=1}^{N} \varepsilon_j^2(k) \right\} \] (3.15)

\[ \varepsilon(k) = y(k) - y_m(k) \] (3.16)

\[ \varepsilon(k) = [\varepsilon_1(k), \varepsilon_2(k), \cdots, \varepsilon_p(k)]^T \] (3.17)

where \( N \) is the step of the operating data and \( \lambda_j \ (j = 1, 2, \cdots, p) \) is the weight parameter for each controller. Although each \( \lambda_j \) should be designed according to the operating conditions, \( \lambda_j = 1 \) in this paper for simplicity. \( C_i (i = 1, 2, 3) \) is calculated by a suitable optimization algorithm to
be a regular matrix. In this paper, \( C_i \) is adjusted by using ‘fmincon’ of Optimization Toolbox in Matlab.

If \( C_i \) is calculated, the PID gain matrix can be obtained as follows:

\[
\begin{align*}
K_P &= C_1^{-1}(2C_2 + C_3 - 2I) \\
K_I &= C_1^{-1}I \\
K_D &= C_1^{-1}(I - C_2 - C_3).
\end{align*}
\]  

(3.18)

Therefore, the control system is constructed using the obtained PID gain matrix.

The robustness of the proposed method strongly depends on the rise time in the reference model. Therefore, if the rise time is small for higher-order lag and time delay systems, calculating a PID gain matrix which ensures stability is difficult. This is also a problem because of the control of the three PID parameters. In the case of PID control systems, the rise time must be set to a relatively large value to obtain a stable control output. If the output is required to rise faster, the controller should not be restricted to a PID controller, and a high-order controller should be used.

3.3 Simulation Examples

3.3.1 Two-input/two-output system

In order to verify the effectiveness of the proposed scheme, some numerical examples were simulated. First, a two-input/two-output system, was considered and is represented by the following equation:\(^\text{(3.19)}\):

\[
y(k) = \begin{bmatrix} 0.9 & 0 \\ 0 & 0.8 \end{bmatrix} y(k-1) + \begin{bmatrix} 0.2 & 0 \\ 0 & 0.1 \end{bmatrix} y(k-2) \\
+ \begin{bmatrix} 0.6 & 0.5 \\ 0.4 & 0.8 \end{bmatrix} u(k-1) + \begin{bmatrix} 0.3 & 0.4 \\ 0.3 & 0.3 \end{bmatrix} u(k-2) + \xi(k)
\]

where \( \xi(k) \) is given by the following equation.\(^\text{(3.20)}\):

\[
\xi(k) = \begin{bmatrix} \xi_1(k) \\ \xi_2(k) \end{bmatrix}^T
\]
$\xi_j(k)$ ($j = 1, 2$) is a Gaussian white noise with a zero mean and variance of 0.01. Similarly, the reference signals are given as follows:

\[
\begin{align*}
    r_1(k) &= \begin{cases} 
        1.0 & (0 \leq k \leq 200) \\
        2.0 & (200 < k \leq 400) \\
        0.5 & (400 < k \leq 600)
    \end{cases} \\
    r_2(k) &= \begin{cases} 
        3.0 & (0 \leq k \leq 250) \\
        1.0 & (250 < k \leq 450) \\
        2.0 & (450 < k \leq 600)
    \end{cases}
\end{align*}
\] (3.21) (3.22)

Next, the following PID gain matrix was applied, and the operating data shown in Fig. 3.2 were obtained. The following equation shows the diagonalized matrix of the PID gains by the Chien, Hrones & Reswick (CHR) method\(^{(11)}\).

\[
K_P = \begin{bmatrix} 0.36 & 0 \\ 0 & 0.43 \end{bmatrix},
K_I = \begin{bmatrix} 0.21 & 0 \\ 0 & 0.12 \end{bmatrix},
K_D = \begin{bmatrix} 0.14 & 0 \\ 0 & 0.17 \end{bmatrix}
\] (3.23)

Fig. 3.2 shows that the outputs nearly converged to the reference signals, although $y_1$ shows an overshoot. However, the outputs were clearly greatly influenced by each other.

Next, the proposed method is applied using operating data on the control results in Fig. 3.2. The reference model was designed by setting $T_s = 1.0\,[s]$, $\sigma_1 = 3.0\,[s]$, $\sigma_2 = 6.0\,[s]$, and $\delta_1 = \delta_2 = 0.0$. The following polynomial was obtained:

\[
G_{m_1}(z^{-1}) = \frac{0.24z^{-1}}{1 - 1.03z^{-1} + 0.26z^{-2}}
\] (3.24)

\[
G_{m_2}(z^{-1}) = \frac{0.08z^{-1}}{1 - 1.43z^{-1} + 0.51z^{-2}}
\] (3.25)

The weight parameter $\lambda_j$ to each output is $\lambda_1 = \lambda_2 = 1.00$.

Fig. 3.3 shows the control result; the computed PID gain matrix was

\[
K_P = \begin{bmatrix} 0.20 & 0.68 \\ -0.29 & 0.04 \end{bmatrix},
K_I = \begin{bmatrix} 0.70 & -0.38 \\ -0.64 & 0.50 \end{bmatrix},
K_D = \begin{bmatrix} 1.21 & -2.44 \\ -0.89 & 1.26 \end{bmatrix}
\] (3.26)

A comparison of these results, clearly shows that the proposed scheme can be decoupled about $y_1$ effectively.
Next, the relationship between the calculated PID gain matrix and operating data was verified. The proposed scheme was applied with the following PID gain matrix using the obtained operating data. Fig. 3.4 shows the control results of the operating data; they converged to the reference value while oscillating.

\[
K_P = \begin{bmatrix}
0.24 & 0 \\
0 & 0.43 \\
\end{bmatrix},
K_I = \begin{bmatrix}
0.10 & 0 \\
0 & 0.12 \\
\end{bmatrix},
K_D = \begin{bmatrix}
0.09 & 0 \\
0 & 0.17 \\
\end{bmatrix}
\]

(3.27)

The PID gains matrix was computed using the following equation:

\[
K_P = \begin{bmatrix}
0.47 & 0.66 \\
-0.31 & 0.07 \\
\end{bmatrix},
K_I = \begin{bmatrix}
0.88 & -0.26 \\
-0.70 & 0.45 \\
\end{bmatrix},
K_D = \begin{bmatrix}
1.43 & 2.14 \\
-0.70 & 1.36 \\
\end{bmatrix}
\]

(3.28)

Comparing equations (3.26) and (3.28) equivalent PID gain matrix was obtained.
Fig. 3.2: Control result by using CHR method for Example 1.
Fig. 3.3: Control result by using the proposed scheme when parameters are set $\lambda_1 = \lambda_2 = 1.00$ for Example 1.
Fig. 3.4: Control result of other operating data for Example 1.
Next, the control performance for reference model design was considered.

When the rise time properties were set to \( \sigma_1 = 10.0 \, [s] \), \( \sigma_1 = 20.0 \, [s] \) and \( \delta_1 = \delta_2 = 0.0 \), the reference models were as follows:

\[
G_{m1}(z^{-1}) = \frac{0.03z^{-1}}{1 - 1.64z^{-1} + 0.67z^{-2}} \quad (3.29)
\]

\[
G_{m2}(z^{-1}) = \frac{0.01z^{-1}}{1 - 1.81z^{-1} + 0.82z^{-2}}. \quad (3.30)
\]

Fig. 3.5 shows the control. The reference model was set to \( \delta_1 = 2.0 \), \( \delta_2 = 0.0 \) and \( \sigma_1 = 3.0 \, [s] \), \( \sigma_2 = 6.0 \, [s] \), to verify the damping property, which obtained:

\[
G_{m1}(z^{-1}) = \frac{0.12z^{-1}}{1 - 1.53z^{-1} + 0.65z^{-2}} \quad (3.31)
\]

\[
G_{m2}(z^{-1}) = \frac{0.08z^{-1}}{1 - 1.43z^{-1} + 0.51z^{-2}}. \quad (3.32)
\]

Setting the parameters \( \sigma_j \) and \( \delta_j \) upon construction of the reference model is important. These parameters are designed according to the system design specifications; in this case, \( \sigma_j \) was set to obtain an output with a faster rise time that of the CHR method. The damping property was set to \( \delta_j = 0 \), to produce a stable follow-up performance.
Fig. 3.5: Control result by using the proposed scheme when $\sigma_1 = 10.00$ and $\lambda_2 = 20.0$ for Example 1.
Fig. 3.6: Control result by using the proposed scheme when $\delta_1 = 2.0$ and $\delta_2 = 0.0$ for Example 1.
The weight parameter $\lambda_j$ was also considered. Fig. 3.7 shows the control result from using the proposed scheme with $\lambda_1 = 1.00$ and $\lambda_2 = 0.01$. Fig. 3.2 shows the results using the operating data.

As shown in Fig. 3.7, when $y_1$ is weighted heavily, the interference of $y_1$ can be better suppressed. In contrast, this decreases the control performance of $y_2$.

Table 3.1 shows the integral square errors about each output which were computed by changing $\lambda_j$. Here, $\varepsilon_j$ is the error between the reference and the control outputs, and is defined by the following equation:

$$\varepsilon_j = G_{mj}(\varepsilon^{-1})r_j(k) - y_j(k).$$

Table 3.1: The sum of squared control error corresponding to the changing $\lambda_j$.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\int \varepsilon_1$</th>
<th>$\int \varepsilon_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_1 = 0.01, \lambda_2 = 1.00$</td>
<td>0.178</td>
<td>0.013</td>
</tr>
<tr>
<td>$\lambda_1 = 1.00, \lambda_2 = 1.00$</td>
<td>0.177</td>
<td>0.021</td>
</tr>
<tr>
<td>$\lambda_1 = 1.00, \lambda_2 = 0.01$</td>
<td>0.007</td>
<td>1.056</td>
</tr>
</tbody>
</table>

Table 3.1 clearly shows that the proposed scheme obtained better performance by changing the weight rate so that $\lambda_j$ worked properly. In particular, if an operator sets $\lambda_j$ to match the operating conditions and system, the desired output can be obtained.
Fig. 3.7: Control result by using the proposed scheme when parameters are set $\lambda_1 = 1.00$ and $\lambda_2 = 0.01$. 
Fig. 3.8: Control result by using the proposed scheme when parameters are set $\lambda_1 = 0.01$ and $\lambda_2 = 1.00$ for Example 1.
Fig. 3.9: The error by using the proposed scheme when $\lambda_1 = 1.0$ and $\lambda_2 = 1.0$ for Example 1.

Fig. 3.10: The error by using the proposed scheme when $\lambda_1 = 0.01$ and $\lambda_2 = 1.0$ for Example 1.
Fig. 3.11: The error by using the proposed scheme when $\lambda_1 = 1.0$ and $\lambda_2 = 0.01$ for Example 1.
3.3.2 Multivariable system including a time delay

Next, the following multivariable system, which included a time delay, was verified:\(^{69}\):

\[
y(k) = \begin{bmatrix} 0.9 & 0.1 \\ -0.1 & 0.8 \end{bmatrix} y(k - 1) + \begin{bmatrix} 0.6 & 0.5 \\ -0.4 & 0.5 \end{bmatrix} u(k - d - 1) \\
+ \begin{bmatrix} 0.3 & 0.2 \\ -0.3 & 0.3 \end{bmatrix} u(k - d - 2) + \xi(k)
\]

(3.34)

where \(\xi(s)\) is Gaussian white noise with a zero mean and variance of 0.01. The system has a time delay of \(d = 5\) and was discretized by \(T_s = 1.0\) [s]. However, operators can not know all of the system parameters, and the time delay is required for estimates with the PID gain matrix. Therefore, a time delay was obtained based on the concept presented in section 2.3.3 and equation (2.30).

First, the operating data were obtained. The following PID gain matrix, which was calculated by the CHR method, was applied to the system:

\[
K_P = \begin{bmatrix} 0.120 & 0 \\ 0 & 0.130 \end{bmatrix}, \quad K_I = \begin{bmatrix} 0.013 & 0 \\ 0 & 0.029 \end{bmatrix}, \quad K_D = \begin{bmatrix} 0.320 & 0 \\ 0 & 0.349 \end{bmatrix}.
\]

(3.35)

The reference signals were given by

\[
r_1(k) = \begin{cases} 1.0 & (0 \leq k \leq 150) \\ 2.0 & (150 < k \leq 250) \\ 0.5 & (250 < k \leq 400) \end{cases}
\]

(3.36)

\[
r_2(k) = \begin{cases} 1.0 & (0 \leq k \leq 50) \\ 2.0 & (50 < k \leq 450) \\ 1.5 & (450 < k \leq 400) \end{cases}
\]

(3.37)

Fig. 3.12 shows the control results for this time delay system. Because equation (3.35) is not decoupled, \(y_1\) and \(y_2\) were influenced by each input/output. The outputs also oscillated.

The reference model \(G_m(z^{-1})\) was then designed according to user-specified parameters are: \(\sigma_1 = 3.0\) [s], \(\sigma_2 = 12.0\) [s] and \(\delta_1 = \delta_2 = 0.0\). Therefore, the following equations were obtained:

\[
G_m(z^{-1}) = \frac{0.11z^{-1}}{1 - 1.34z^{-1} + 0.45z^{-2}}
\]

(3.38)
\[ G_{m_2}(z^{-1}) = \frac{0.02^{-1}}{1 - 1.69 z^{-1} + 0.72 z^{-2}}. \] (3.39)

\( \lambda \) was set to \( \lambda_1 = 1.0 \) and \( \lambda_2 = 0.3 \) because \( y_1 \) clearly included a larger control error than \( y_2 \), as shown in Fig. 3.12. The proposed scheme was applied to the system, and \( d \) was determined to be \( d = 5 \) by the the generalized error in Table 3.2. It is the true \( d \). Thus, the PID gain matrix in equation (3.40), was calculated, and Fig. 3.13 shows the control results of the proposed scheme.

\[ K_P = \begin{bmatrix} 0.154 & -0.008 \\ 0.110 & 0.114 \end{bmatrix}, \quad K_I = \begin{bmatrix} 0.015 & -0.011 \\ 0.022 & 0.001 \end{bmatrix}, \quad K_D = \begin{bmatrix} 0.266 & 0.229 \\ 0.123 & 0.430 \end{bmatrix} \] (3.40)

In the results, \( y_1 \) remained oscillatory. However, the control response was greatly improved, and both outputs converged to the desired output.

Table 3.2: The generalized output error corresponding to each time delay.

<table>
<thead>
<tr>
<th>( d )</th>
<th>generalized output error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.276</td>
</tr>
<tr>
<td>2</td>
<td>2.486</td>
</tr>
<tr>
<td>3</td>
<td>2.379</td>
</tr>
<tr>
<td>4</td>
<td>1.891</td>
</tr>
<tr>
<td>5</td>
<td>1.749</td>
</tr>
<tr>
<td>6</td>
<td>3.619</td>
</tr>
<tr>
<td>7</td>
<td>6.324</td>
</tr>
<tr>
<td>8</td>
<td>10.244</td>
</tr>
<tr>
<td>9</td>
<td>17.041</td>
</tr>
<tr>
<td>10</td>
<td>24.832</td>
</tr>
</tbody>
</table>
Fig. 3.12: Control result by using the CHR method for a time delay system.
Fig. 3.13: Control result by using the proposed scheme for a time delay system.
3.3.3 Stirred reactor model

Finally, a system model of simplified stirred reactor model\(^{(68)}\) was considered, as shown in Fig. 3.14.

![Stirred tank reactor diagram](image)

Fig. 3.14: Stirred tank reactor.

The system was considered to be continuous time two-input/two-output system is considered. \(Y_1(s)\) and \(Y_2(s)\) denote the effluent concentration and reactor temperature, respectively. \(U_1(s)\) is the flow rate of the feed, and \(Y_2(s)\) is the flow rate of the coolant.

\[
\begin{bmatrix}
Y_1(s) \\
Y_2(s)
\end{bmatrix} = 
\begin{bmatrix}
1 & \frac{5}{1 + s} \\
\frac{5}{1 + 0.5s} & \frac{2}{1 + 0.4s}
\end{bmatrix}
\begin{bmatrix}
U_1(s) \\
U_2(s)
\end{bmatrix} + \xi(s), \quad (3.41)
\]

\(\xi(s)\) is Gaussian white noise with a zero mean and variance of \(0.01^2\). When discretized by \(T_s = 0.01\), the following discrete-time model was obtained:

\[
\begin{bmatrix}
y_1(k) \\
y_2(k)
\end{bmatrix} = 
\begin{bmatrix}
0.10z^{-1} & 0.05z^{-1} \\
1 - 0.90z^{-1} & 1 - 0.99z^{-1}
\end{bmatrix}
\begin{bmatrix}
u_1(k) \\
u_2(k)
\end{bmatrix} + \xi(k). \quad (3.42)
\]

The PID control scheme was applied to the system, and the following PID gain matrix was
obtained by the CHR method.

\[
K_P = \begin{bmatrix}
0.72 & 0 \\
0 & 0.36
\end{bmatrix}, 
\quad K_I = \begin{bmatrix}
0.05 & 0 \\
0 & 0.06
\end{bmatrix}, 
\quad K_D = \begin{bmatrix}
1.80 & 0 \\
0 & 3.60
\end{bmatrix}
\] (3.43)

The control results were shown in Fig. 3.15. The reference values were given by the following equations:

\[
r_1(k) = \begin{cases}
0.1 & (0 \leq k \leq 100) \\
0.7 & (100 < k \leq 200) \\
0.8 & (200 < k \leq 300) \\
0.2 & (300 < k \leq 600)
\end{cases}
\] (3.44)

\[
r_2(k) = \begin{cases}
0.2 & (0 \leq k \leq 400) \\
0.3 & (400 < k \leq 600)
\end{cases}
\] (3.45)

As shown in Fig. 3.15, \( y_1 \) had a good performance; however, the rising part of \( y_2 \) was oscillatory, and the output was affected by \( y_1 \) around \( k = 300 \).

The proposed scheme was applied using the control results, as shown in Fig. 3.15. Here, the reference models were designed as follows:

\[
G_{m_1}(z^{-1}) = \frac{0.05z^{-1}}{1 - 1.55z^{-1} + 0.61z^{-2}} 
\]

(3.46)

\[
G_{m_2}(z^{-1}) = \frac{0.03z^{-1}}{1 - 1.64z^{-1} + 0.67z^{-2}}.
\]

(3.47)

The coefficients were determined by setting \( T_s = 0.01[s], \sigma_1 = 0.08, \sigma_2 = 0.10, \) and \( \delta_1 = \delta_2 = 0.0 \).

Fig. 3.16 shows the control results using the proposed scheme, and the following equation is the computed PID gain matrix. The results clearly shows that the desired output can be obtained and the \( y_2 \) can be decoupled.

\[
K_P = \begin{bmatrix}
2.54 & -1.43 \\
-0.72 & 3.21
\end{bmatrix}, 
\quad K_I = \begin{bmatrix}
0.32 & -0.14 \\
-0.09 & 0.32
\end{bmatrix}, 
\quad K_D = \begin{bmatrix}
5.71 & -4.16 \\
-1.21 & 9.31
\end{bmatrix}
\] (3.48)

Therefore, the proposed scheme was demonstrated to be effective.
Fig. 3.15: Control result by using the CHR method for a stirred reactor model.
Fig. 3.16: Control result by using the proposed scheme for a stirred reactor model.
3.4 Conclusions

This chapter has presented a data-oriented multivariable PID control system, because real processes are often given by MIMO systems. The behavior of the proposed scheme has been examined by numerical simulation examples. The proposed scheme has the following features:

- PID gains can be directly calculated using operating data for multivariable systems without a system model.

- Non-diagonal elements of the PID gain matrix are computed to reduce interference for each input and output.

- The output signal can converge to the desired reference signal without depending on the type of operating data.

- By adjusting the weight $\lambda$, a obtain control performance which matches the operating conditions can be obtained.
Chapter 4

Design of a PID controller for nonlinear systems

4.1 Introduction

Chapter 4 presents a nonlinear system for the design of a data-oriented control scheme. Chapters 2 and 3 discussed a controller for a linear system. However, most systems are nonlinear, and obtaining the desired control results by using a fixed PID controller is difficult. Thus, many nonlinear control design methods have been proposed\(^\text{[70–77, 80]}\). Most schemes describe the nonlinearity in some way. For example, the neural network (NN)\(^\text{[38, 81–85]}\) and cerebellar model articulation controller (CMAC)\(^\text{[88–90]}\) have been demonstrated to be effective for nonlinear systems; and most notably, the FRIT-CMAC PID controller\(^\text{[91]}\) can use the operating data directly for the design. One of the proposed methods is a data-driven PID controller\(^\text{[79, 86, 87]}\). In the method, data approximating the current state are collected from a database of past results. In particular, the method stores data on the operating state of the system, and neighbors are computed by comparing the data with information requests, which are called ‘queries’. The local controller is constructed using these neighbors. A set of suitable PID gains is self-adjusted to the system status using the selected data, and the local controller is designed. However, in order to accumulate data, experiments to be performed in an online manner, which complicates the implementation of the controllers.

In contract, the proposed data-oriented control design is based on the generalized output defined by the PID control law. The proposed scheme can obtain a set of suitable PID gains
to converges the desired reference output by using operating data without a system model. However, the scheme cannot work well for nonlinear systems because the obtained PID gains are fixed. Therefore, PID gains should be adjustable for nonlinear systems.

This chapter expands the previous scheme to nonlinear systems based on the idea of a data-driven control scheme. According to the proposed scheme, an online database does not need to be created because it will be created offline. Thus, one or both problems with implementation can be solved. The usefulness of the proposed scheme is verified by two numerical examples

4.2 Design of a control system

4.2.1 Data-driven control scheme

First, the general data-oriented control method is explained. The system is as follows:

\[ y(k) = f(\theta(k - 1)). \] (4.1)

Here, \( y(k) \) and \( f(\cdot) \) denote the system output and nonlinear function, respectively. Similarly, \( \theta(k - 1) \) expresses hysteretic data, which is the condition previous to the system time \( k \), and is given by the following equation:

\[ \theta(k - 1) = [y(k - 1), \ldots, y(k - ny), u(k - 1), \ldots, u(k - nu - 1)] \] (4.2)

where \( u(k) \) denotes the control input and \( ny \) and \( nu \) are the system a dimensions of each output and input. In the data-driven control approach, the input/output data are stored in the database as hysteretic data. A query, which is a vector at time \( k \), is constructed from the stored database, and a local linear model is designed by using the query and neighbors around the query.

4.2.2 The description of a system

Consider the following PID control law:

\[ \Delta u(k) = K_I(k)e(k) - K_P(k)\Delta y(k) - K_D(k)\Delta^2 y(k) \] (4.3)

\[ e(k) = r(k) - y(k). \] (4.4)

Here, \( u(k) \), \( y(k) \), and \( r(k) \) are the control input, control output corresponding reference signal, respectively. Similarly, \( \Delta \) denotes the difference operator and is defined by \( \Delta := 1 - z^{-1} \).
$K_P(k)$, $K_I(k)$, and $K_D(k)$ denote the proportional, integral and derivative gains, respectively. PID gains must vary with the system properties because many process systems are nonlinear.

Based on the method described in chapter 2, the generalized output $\Phi(k)$ is defined as follows:

$$\Phi(k) = a_1(k)\Delta u(k) + a_2(k)y(k) + a_3(k)y(k-1) + a_4(k)y(k-2) \quad (4.5)$$

with the parameters $a_i(k)(i = 1, \cdots, 4)$ are

\[
\begin{align*}
    a_1(k) &= \frac{1}{K_I(k)} \\
    a_2(k) &= \frac{K_P(k) + K_I(k) + K_D(k)}{K_I(k)} \\
    a_3(k) &= -\frac{K_P(k) + 2K_D(k)}{K_I(k)} \\
    a_4(k) &= \frac{K_D(k)}{K_I(k)}.
\end{align*}
\] (4.6)

In this scheme, the parameters $a_i(k)(i = 1, \cdots, 4)$ of $\Phi(k)$ are optimized so that $G_m(z^{-1})\Phi(k)$ is equivalent to $y(k)$ of the operating data. In other words, the generalized output error indicates the error between the operating data and $G_m(z^{-1})\Phi(k)$. The following evaluation function $J$ is given:

$$J = \frac{1}{N} \sum_{k=1}^{N} \{y(k) - \hat{y}_m(k)\}^2 \quad (4.7)$$

$$\hat{y}_m(k) = G_m(z^{-1})\Phi(k) \quad (4.8)$$

### 4.2.3 Proposed scheme

In the data-driven PID controller, the past information is presented as an information vector, and these vectors are accumulated for some specified iterations. A vector is applied as close to the current state of the database as possible: thus, this vector is called neighbor data. A local controller is designed from the neighbors and the output value is predicted. In this scheme, the database is constructed from generalized output using the operating data; thus, this operation can be conducted online. The proposed method is explained below in detail; a diagram is shown in Fig. 4.1.
Step 1. Get operating data

The data-driven technique cannot work well if the database has not stored enough historical data. Thus, various reference signals need to be determined for the system. Initial PID gains are applied to obtain the corresponding operating data.
Step 2. Create an initial database

Parameters $a_i (i = 1, \cdots, 4)$ of $\Phi(k)$ are calculated to converge to $J$ in equation (4.7) using the operating data from Step 1. In particular, PID gains are computed. Then, an information vector is composed from the PID gains: the corresponding $r(k)$, $\hat{y}_m(k)$, $\hat{\varepsilon}(k)$, and $\Delta\hat{\varepsilon}(k)$. The initial database $\Theta(i)$ shown in the following equation is then constructed from these vectors;

$$\Theta(i) := [\bar{\theta}(i), K(i)] (i = 1, 2, \cdots, N(0)).$$

(4.9)

Here, $\bar{\theta}(i)$ is given as follows:

$$\bar{\theta}(i) := [r(k), \hat{y}_m(k), \hat{\varepsilon}(k), \Delta\hat{\varepsilon}(k)].$$

(4.10)

$\hat{\varepsilon}(k)$ is the generalized output error and is given by the following equation:

$$\hat{\varepsilon}(k) = y(k) - \hat{y}_m(k).$$

(4.11)

$N(0)$ denotes the number of data points in the initial database, while $K(i)$ denotes the vector of the corresponding PID gains at time $i$, which is given by the following equation:

$$K(i) := [K_P(i), K_I(i), K_D(i)].$$

(4.12)

Step 3. Calculate distances and select neighbors

The query $\bar{\theta}(i)$ is defined as the system output $y(k)$ at time $k$. The distance between the query and the information vector $\theta(i)$ in the database is calculated as follows:

$$d(\theta(k), \bar{\theta}(i)) = \sum_{l=1}^{4} \left| \frac{\theta_l(k) - \bar{\theta}_l(i)}{\max \bar{\theta}_l(M) - \min \bar{\theta}_l(M)} \right|$$

$$ (i = 1, 2, \cdots, N(k))$$

(4.13)

where $N(k)$ denotes the number of data points in the database in time $k$. Similarly, the $\theta_l(k)$ is $l$-th element in the database at time $k$, and $\bar{\theta}_l(i)$ is the $l$-th element in the $i$-th information vector. $\max \bar{\theta}_l(M)$ and $\min \bar{\theta}_l(M)$ are the maximum and the minimum values, respectively in the $l$-th of all information vectors. The value of the elements is normalized in the denominator of equation (4.13).

Next, $M$ vectors are selected from the smallest by using the distance $d$ obtained from equation (4.13); these vectors are used for the neighbor data.\(^{79}\)
Step 4. Design a local controller

The local controller is designed according to the neighbors selected in Step 3 using a weighted local linearizing average method.

\[ K^{\text{old}}(k) = \sum_{i=1}^{M} w_i K(i) \quad (4.14) \]

where \( w_i \) denotes the selected weight of the \( i \)-th neighbor information and is given by the following equation:

\[ w_i = \frac{1}{d_i} \sum_{i=1}^{M} \frac{1}{d_i} \quad (4.15) \]
Here, \( d_i \) is the distance between the \( i \)-th neighbor and the local point in equation (4.13). From this equation, the weight increases the closer it approached current condition; in other words, the vector becomes more important.

![Diagram of a local controller](image)

**Fig. 4.5:** Design a local controller

### Step 5. Adjust PID gains

The PID gains \( K^{\text{old}} \) in Step 4. are modified by the steepest descent method using equation (4.16) to calibrate the PID gain to the current state of the system. \( K^{\text{old}} \) is adjusted to correspond to the error size. The new PID gains \( K^{\text{new}} \) and corresponding information vector are then stored in the database:

\[
K^{\text{new}}(k) = K(k)^{\text{old}} - \eta \frac{\partial J_{\text{adj}}(k + 1)}{\partial K(k)} ,
\]

where \( \eta \) denotes the learning coefficient vector and is given by

\[
\eta = [\eta_P, \eta_I, \eta_D].
\]
The second term on the right side of equation (4.16) is developed as follows:

\[
\begin{align*}
\frac{\partial J(k+1)}{\partial K_P(k)} &= \frac{\partial J(k+1)}{\partial \hat{\varepsilon}(k+1)} \frac{\partial \hat{\varepsilon}(k+1)}{\partial \hat{y}_m(k+1)} \frac{\partial \hat{y}_m(k+1)}{\partial \Phi(k)} \frac{\partial \Phi(k)}{\partial K_P(k)} \\
\frac{\partial J(k+1)}{\partial K_I(k)} &= \frac{\partial J(k+1)}{\partial \hat{\varepsilon}(k+1)} \frac{\partial \hat{\varepsilon}(k+1)}{\partial \hat{y}_m(k+1)} \frac{\partial \hat{y}_m(k+1)}{\partial \Phi(k)} \frac{\partial \Phi(k)}{\partial K_I(k)} \\
\frac{\partial J(k+1)}{\partial K_D(k)} &= \frac{\partial J(k+1)}{\partial \hat{\varepsilon}(k+1)} \frac{\partial \hat{\varepsilon}(k+1)}{\partial \hat{y}_m(k+1)} \frac{\partial \hat{y}_m(k+1)}{\partial \Phi(k)} \frac{\partial \Phi(k)}{\partial K_D(k)}
\end{align*}
\]

where

\[
\begin{align*}
\frac{\partial \Phi(k)}{\partial K_P(k)} &= \frac{y(k) - y(k-1)}{K_I} \\
\frac{\partial \Phi(k)}{\partial K_I(k)} &= \frac{(K_P + 2K_D)y(k-1) - \Delta u(k) - (K_P + K_D)y(k) - K_Dy(k-2)}{K_I^2} \\
\frac{\partial \Phi(k)}{\partial K_D(k)} &= \frac{y(k) - 2y(k-1) + y(k-2)}{K_I}
\end{align*}
\]

(4.19)

\[J_{\text{adj}}(k+1)\] defines the evaluated error function as follows:

\[J_{\text{adj}}(k+1) = \frac{1}{2} \hat{\varepsilon}^2(k+1).\]  

(4.20)

**Step 6. Delete redundant data**

In Step 5, collecting calculated \( K^{\text{new}} \) and corresponding data increases the database size and the computational cost. Therefore, redundant data needs to be deleted from database. Redundant data are defined as meet the following conditions:

\[d_i(\theta(k), \theta(i)) \leq \alpha_1\]  

(4.21)

\[\sum_{i=1}^{3} \left\{ \frac{K_I(i) - K_I^{\text{new}}}{K_I(i)} \right\}^2 \leq \alpha_2.\]  

(4.22)

The former condition indicates that the vector is similar to the neighbor data, and the latter condition indicates that the vector includes data close to \( K^{\text{new}} \).
Step 7. Complete learning

The following equation (integral of squared error; ISE) indicates the progress in the learning situation. Steps 3. are repeated until the evaluated value converges.

$$ISE = \sum_{k=1}^{N} \hat{e}^2(k).$$  \hspace{1cm} (4.23)

Step 8. Design a control system

In the above Steps (2. - 7.), the database is constructed in an offline manner, moreover, the obtained database stores information vectors which include the system characteristics. A control system can be designed based on equation (4.14) using the database.

Therefore, the proposed scheme designs a PID controller system as follows. First, the database stores information vectors while learning the generalized output errors using the operating data in an offline manner. To control the system, the proposed scheme next selects information vectors near a query (i.e. current condition) from the database. PID gains are computed using these vectors, and the PID local controller is designed and applied. If the proposed scheme starts not working well, this may be caused by fluctuating system properties. Therefore, the database is reconstructed after the operating data are obtained again.
4.3 Simulation Examples

In order to evaluate the effectiveness of the proposed scheme, some numerical simulation examples are provided.

4.3.1 Hammerstein Model 1

First, the Hammerstein model\(^{(92)}\) is given by the following equation:

\[
\begin{align*}
    y(k) &= 0.6y(k - 1) - 0.1y(k - 2) + 1.2x(k - 1) - 0.1x(k - 2) + \xi(k) \\
    x(k) &= 1.5u(k) - 1.5u^2(k) + 0.5u^3(k)
\end{align*}
\]  

\(4.24\)

where \(\xi(k)\) is Gaussian white noise with a zero mean and variance of \(0.01^2\). The static property is shown in Fig. 4.7, and from Fig. 4.7, where the system is clearly nonlinear and has a dead band from \(u = 0.5\) to \(u = 1.5\).
The operating data were obtained from the following fixed PID gains, and the reference signal \( r(k) \) is given by equation (4.26). The PID gains were computed by using the Chien, Hrones & Reswick (CHR) method\(^{11} \).

\[
K_P = 0.486, \quad K_I = 0.227, \quad K_D = 0.122 
\] (4.25)

\[
r(k) = \begin{cases} 
0.5 & (0 < k \leq 50) \\
1.0 & (50 < k \leq 100) \\
2.0 & (100 < k \leq 150) \\
1.5 & (150 < k \leq 200).
\end{cases} 
\] (4.26)

The control results are shown in Fig. 4.8. The response became slow when the system had a high gain because the PID gains adjusted to the dead band.

Fig. 4.8: Control result by using the fixed PID controller for Hammerstein model 1

The reference model was designed for the proposed scheme. The user-specified parameters
were $\sigma = 2.0 [s]$, $\delta = 0.0$, and $T_s = 1.0 [s]$, and the following equation was obtained:

$$ G_m(z^{-1}) = \frac{0.34z^{-1}}{1 - 0.74z^{-1} + 0.13z^{-2}}. $$ (4.27)

The parameters for the data-driven approach were taken from Table 4.1.

<table>
<thead>
<tr>
<th>Number of neighbors</th>
<th>$M = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rates</td>
<td>$\eta_P = 0.2$</td>
</tr>
<tr>
<td></td>
<td>$\eta_I = 0.1$</td>
</tr>
<tr>
<td></td>
<td>$\eta_D = 0.2$</td>
</tr>
<tr>
<td>Coefficients to inhibit the data</td>
<td>$\alpha_1 = 0.2$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2 = 0.1$</td>
</tr>
<tr>
<td>End condition of learning</td>
<td>$\text{ISE}\leq 0.3$</td>
</tr>
</tbody>
</table>

Figs. 4.9 and 4.10 show the control results and the corresponding variation in the PID gains. With the proposed scheme, the system output converged to the reference model output. The PID gains changed with system properties because they were computed using the database, which contained system information. Thus, if any system has a dead band, the desired output can be obtained at all times.
Fig. 4.9: Control result by using proposed scheme for Hammerstein model 1.

Fig. 4.10: PID gains on Fig. 4.9
4.3.2 Hammerstein Model 2

Next, another Hammerstein model\(^{(92)}\) was considered using the following equation:

\[
\begin{align*}
y(k) &= 0.6y(k - 1) - 0.1y(k - 2) + 1.2x(k - 1) - 0.1x(k - 2) + \xi(k) \\
x(k) &= 1.0u(k) - 1.0u^2(k) + 1.0u^3(k)
\end{align*}
\] (4.28)

where \(\xi(k)\) denotes the white Gaussian noise with a zero mean and a variance of 0.01\(^2\). The static characteristics are shown in Fig. 4.11; the system is clearly nonlinear.

![Graph showing static characteristics](image)

Fig. 4.11: The static characteristics of Hammerstein model 2.

To obtain operating data, a PID control scheme was applied with fixed PID gains.

\[
K_P = 0.286, \quad K_I = 0.227, \quad K_D = 0.050.
\] (4.29)

These PID gains were determined by the the CHR method and the operating data were obtained.
The reference signals are given by

\[ r(k) = \begin{cases} 
1.0 & (0 < k \leq 50) \\
1.5 & (50 < k \leq 100) \\
3.0 & (100 < k \leq 150) \\
2.0 & (150 < k \leq 200). 
\end{cases} \]  

(4.30)

The result is shown in Fig. 4.12. When fixed PID gains were applied, the system output became oscillatory for \( y > 2.0 \) because of nonlinearities.

The proposed scheme was applied to the system, and the obtained control results were used as operating data. The reference model was given by \( \sigma = 2.0 \) [s], \( \delta = 0.0 \), and \( T_s = 1.0 \) [s], and the following equation was used for the design:

\[ G_m(z^{-1}) = \frac{0.34 z^{-1}}{1 - 0.74 z^{-1} + 0.13(z^{-2})}. \]  

(4.31)
Table 4.2 shows the user-specified parameters of the proposed scheme.

Fig. 4.13 shows the control results from using the proposed scheme. A comparison of these results showed that the proposed scheme converge to around the reference model output without oscillation.

Fig. 4.14 shows the calculated PID gains, which varied depending on the changes in the reference signal.

Table 4.2: The user-specified parameters of proposed scheme for Hammerstein model 2

<table>
<thead>
<tr>
<th>Number of neighbors</th>
<th>$M = 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rates</td>
<td>$\eta_p = 0.1$</td>
</tr>
<tr>
<td></td>
<td>$\eta_i = 0.1$</td>
</tr>
<tr>
<td></td>
<td>$\eta_d = 0.1$</td>
</tr>
<tr>
<td>Coefficients to inhibit the data</td>
<td>$\alpha_1 = 0.5$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2 = 0.1$</td>
</tr>
<tr>
<td>End condition of learning</td>
<td>ISE $\leq 0.5$</td>
</tr>
</tbody>
</table>

Fig. 4.15 shows the control results from using the proposed scheme for linear systems. The calculated PID gains were as follows:

$$K_P = 0.216, K_I = 0.239, K_D = 0.058.$$ (4.32)

The conventional scheme can also compute PID gains directly using operating data. However, the PID gains are fixed. Thus, as shown in Fig. 4.15, the scheme does not always work well for nonlinear systems because the fixed PID gains are adjusted around an equilibrium point. In contrast, the proposed scheme can calculate the varied PID gains in tune with system properties.
Fig. 4.13: Control result by using proposed scheme for Hammerstein model 2.

Fig. 4.14: PID gains on Fig. 4.13
4.3.3 Hysteresis model

A system with hysteresis\(^{(38)}\) was considered and is given by the following equation:

\[
y(k + 1) = \frac{y(k)y(k - 1)[y(k) + 2.5]}{1 + y^2(k) + y^2(k - 1)} + u(k) + \xi(k)
\]  \hspace{1cm} (4.33)

is considered. Here, \(\xi(k)\) denotes Gaussian white noise with zero mean and a variance of 0.01\(^2\). The static property of this system is shown in Fig. 4.16; this system clearly has strong nonlinearities. The system also has hysteresis characteristics between \(y = 0.0\) and \(y = 2.0\). The
reference signal is given as follows:

\[
    r(k) = \begin{cases} 
        1.5 & (0 < k \leq 100) \\
        0.8 & (100 < k \leq 200) \\
        2.5 & (200 < k \leq 300) \\
        -1.0 & (300 < k \leq 400) 
    \end{cases} 
\]  

(4.34)

The following set of PID gains was applied to obtain operating data:

\[
    K_P = 0.654, K_I = 0.208, K_D = 0.187 
\]  

(4.35)
Because of the nonlinearities, the resulting system oscillated around $y = 0.0$ and $k = 350$.

The proposed scheme was applied to the hysteresis model using the operating data. The desired reference model was designed for $\sigma = 5.0$ [s], $\delta = 0.0$, and $T_s = 1.0$ [s]. The following equation was obtained:

$$G(z^{-1}) = \frac{0.11z^{-1}}{1 - 1.34z^{-1} + 0.45z^{-2}}.$$  \hfill (4.36)

Table 4.3 shows the user-specified parameters.

Figs. 4.18 and 4.19 show the control results and the PID gains using the proposed scheme, respectively. Fig. 4.18 clearly shows that the system output converged to the reference value, and oscillation was expected.
Table 4.3: The user-specified parameters of proposed scheme for the hysteresis model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of neighbors</td>
<td>$M = 30$</td>
</tr>
<tr>
<td>Learning rates</td>
<td>$\eta_P = 0.05$</td>
</tr>
<tr>
<td></td>
<td>$\eta_I = 0.05$</td>
</tr>
<tr>
<td></td>
<td>$\eta_D = 0.05$</td>
</tr>
<tr>
<td>Coefficients to inhibit the data</td>
<td>$\alpha_1 = 0.5$</td>
</tr>
<tr>
<td></td>
<td>$\alpha_2 = 0.1$</td>
</tr>
<tr>
<td>End condition of learning</td>
<td>$\text{ISE} \leq 0.5$</td>
</tr>
</tbody>
</table>

Fig. 4.18: Control result using the proposed scheme for the hysteresis model
4.4 Conclusions

This chapter has presented the proposed data-oriented nonlinear PID control system. The proposed scheme has been applied to numerical simulation examples to demonstrate its effectiveness.

The proposed scheme fuses two ideas: the data-driven PID control scheme and the previous proposed scheme for nonlinear systems. The proposed scheme has the following features:

- PID gains can be automatically calculated in tune with system properties. PID gains are determined based on the database, and the desired control result is always obtained.

- The database is constructed in an offline manner. Experiments do not need to be performed several times to build up the database. Thus, the computational burden can be reduced.

Fig. 4.19: PID gains on Fig. 4.18
Chapter 5
Conclusions

This dissertation has presented data-oriented control systems which were designed by using operating data based on minimizing the generalized output errors. The generalized output is developed from a PID control law which is widely applied in industrial processes.

Chapter 2 has presented the proposed scheme for single-input/single-output linear systems. The proposed scheme can obtain PID gains without the description model. The output signal converges to the desired reference signal as designed by the operator. The effectiveness of the proposed scheme has been numerically verified through two simulation examples. The results have verified that almost the same PID gains can be computed from the input/output data even if the initial PID gains of the operating data are different. The usefulness of this scheme has been demonstrated through application to the injection molding process. The control results have showed good performances for real systems.

Chapter 3 has expanded the scheme to multi-input/multi-output systems. The generalized output is defined to include the PID gain matrix based on the concepts of the proposed scheme in chapter 2. Non-diagonal elements of the PID gain matrix are optimized for decoupling because real MIMO systems have interference for each input and output. The behavior of the proposed scheme has been simulated numerically, and the results have showed that the scheme can reduce the interference.

Chapter 4 has presented the design of a data-oriented control system for nonlinear systems. Most systems have nonlinearities, and obtaining the desired control results when using a fixed PID controller is difficult. The proposed scheme applies the design concept of data-driven
controller systems. The data-driven controller has been proposed for nonlinear systems, and its effectiveness has demonstrated. However, this control scheme, requires a considerable computational burden for online learning to update the database. The online learning limits its implementation in industrial processes. Thus, the proposed scheme is based on the generalized output for the controller design scheme so that the database can be updated in an offline manner. The proposed scheme has been applied to some numerical examples to illustrate its effectiveness. The proposed scheme has been always able to obtain the desired output because the PID gains can be changed with the system properties.

When the characteristics of the system are changed, the operating conditions and materials changes as well. The operating data needs to be reacquired to rebuild the database, however, it is inefficient. As a solution, the proposed scheme suggests constructing the database for the system in an offline manner. The control performance should be evaluated; the database updates according to the system properties while the system is running.

Thus, the proposed scheme needs to introduce performance-driven control methods\(^{(93)}\). Research on control performance is actively on-going in order to maintain the overall stability of the system and identify degraded loops\(^{(94-100)}\). Performance-driven control methods are one research topic where integrates "evaluation" and "design". Operators can easily tune system parameters to achieve the desired control performance. Thus, the desired response can always be obtained even if the system characteristics are changed by various factors. A one-parameter tuning PID controller\(^{(101)}\) can adjust the PID parameters using one parameter, if a control performance is degraded. The effectiveness of the controller has been demonstrated in real systems\(^{(102,103)}\).

This proposed scheme uses a generalized output which is derived from the PID control law for the control system. The PID controller has been used in many industrial processes because of its simplicity and is pivotal to design based on the generalized output error. There are many difficulties with adapting it to new field of technology because operators need to get used to it and understand it. Moreover, the system may need to be rebuilt to do so. However, in that regard, a scheme that can be construct a PID control system is practical. The validity of the PID gains can evaluate by operator’s experience. Even when the PID gains are adjusted to obtain better performance, this approach is helpful. As shown in the numerical examples,
the difference between good and bad control results does not depend on the input and output results. Therefore, the operator can adjust the control performance by using the proposed scheme.

Finally, the outlook for the future in control is discussed. PID control is the most common control system in industrial fields, however sometimes it is insufficient to obtain a high-precision control performance. For example, a system with a large time delay cannot be controlled easily, e.g., an $L/T$ of more than 0.5. Therefore, the structure and function of the controller need to suit the system without the structure of the controller being limited. In this proposed scheme, the generalized output is defined so that the reference signal of the controller is equivalent to other components of the controller. Furthermore, the parameters are optimized so that the error between the signal passed to the reference model and the output of the operating data (i.e., the generalized output error) is zero. This concept was verified to be effective for not only the PID controller but also a model-based control system. That is, compensating elements after the removal of a reference signal element are automatically constructed as the generalized output, and these parameters are optimized. Thus, the controller can be designed to follow the desired reference model output alone without control specifications and operating data. This is called a universal controller. Future research will involve the design and industrial development of a universal controller.
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