Abstract—Finding an efficient data reduction method for large-scale problems is an imperative task. In this paper, we propose a similarity-based self-constructing fuzzy clustering algorithm to do the sampling of instances for the classification task. Instances that are similar to each other are grouped into the same cluster. When all the instances have been fed in, a number of clusters are formed automatically. Then the statistical mean for each cluster will be regarded as representing all the instances covered in the cluster. This approach has two advantages. One is that it can be faster and uses less storage memory. The other is that the number of new representative instances need not be specified in advance by the user. Experiments on real-world datasets show that our method can run faster and obtain better reduction rate than other methods.

Index Terms—Large-scale dataset, fuzzy similarity, data reduction, prototype reduction, instance-filtering, instance-abstraction.

I. INTRODUCTION

Due to rapid progress of information technologies, Internet technologies, and advanced database system technologies, the amount of data has been growing explosively, such as, text mining datasets, web mining datasets, image mining datasets, network auditing datasets, etc. A classifier generally suffers from very large memory requirements, and may result in very slow execution speed or even failure. Therefore, finding an efficient method to reduce the demand in time complexity and storage requirements, without degrading the generalization accuracy, is imperative. Data reduction techniques, also called prototype reduction techniques, which avoid using all the training data, can be applied for this purpose.

The data reduction techniques can be divided into two categories. One is instance-filtering which selects a part of original instances from the training data as representative instances. The other is instance-abstraction which generates new instances by summarizing the characteristics of similar instances as representative instances. Usually, the two approaches are used independently. Lam et al. [1] integrated the advantages of instance-filtering and instance-abstraction approaches to develop a framework, called prototype generation and filtering (PGF), for data reduction. They claimed that PGF works well and gains a significant improvement in data reduction compared with pure filtering-based and pure abstraction-based approaches. In the literature, most of the data reduction techniques were developed for instance-based classifiers (i.e., \(k\)-nearest neighbor [2]) to speed up searching the nearest neighbors [1, 3–13]. These approaches suffer from excessive computational burden for large-scale problems. To overcome this problem, Kim and Oommen [14] proposed an adaptive recursive partitioning algorithm, in which the training data are recursively subdivided into smaller subsets by the \(k\)-means algorithm [15] to filter out the less useful internal instances, and then apply conventional data reduction techniques to process the smaller subsets of the training data.

The simplest way of instance-filtering is random sampling which selects at random a small portion of the training data as new representative instances. Random sampling by SVM [16–18] classifiers usually has better relative performance at higher data reduction rates [19–22]. However, this approach may fail to work due to the highly unbalanced training data. Stratified sampling which selects a small portion of the training data per class uniformly at random can be used and slightly outperforms random sampling [23]. Lee and Huang [24] also claimed that random sampling can be further improved by stratified sampling. Besides, they implemented uniform random subset selection which is a space-filling design for SVM and claimed that uniform random subset selection is an optimal sampling strategy. Instance-abstraction approaches include the symbolic nearest mean classifier [6] in which \(k\)-means approach [15] is adopted to group similar instances of the same class and generates new representative instances using cluster means. Lozano et al. implemented learning vector quantization (LVQ) [25] and found that LVQ with dissimilarity-based classifier works well. Sanchez [10] proposed three abstraction-based approaches, called RSP-1, RSP-2, and RSP-3, based on space partitioning for data reduction. Lam et al. [1] adopted agglomerative clustering approach which merges two instances with the shortest distance to form a new instance at each iteration for instance abstraction.

We propose an instance-abstraction based approach called self-constructing fuzzy clustering (SCFC) algorithm to reduce the number of instances for the classification task. The proposed algorithm is an incremental-based approach in which one instance is considered at a time. Moreover, a similarity measure is developed to judge whether an instance and a cluster are similar. Each cluster is characterized by a membership function with statistical mean and standard deviation. Instances that are similar to each other are grouped into the same cluster. Once an instance is combined into an existing cluster, the membership function of that cluster should be updated. If an instance is not similar to any existing cluster, a new cluster is created for this instance. When all the instances have been
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fed in, a desired number of clusters are formed automatically; thus, the user need not specify the number of representative instances in advance, and trial-and-error for determining the appropriate number of representative instances can then be avoided. We then have one new representative instance for each cluster. Experiments on real-world datasets show that our method can run faster and obtain better reduction rate than other methods.

The rest of this paper is organized as follows. Section II presents the proposed similarity-based self-constructing fuzzy clustering algorithm. An example illustrating how the algorithm works is given in Section III. Experimental results are presented in Section IV. Finally, we conclude this work in Section V.

II. PROPOSED METHOD

Most of the existing data reduction techniques suffer from the problem of excessive computational burden by calculating the distance between any two instances on the training data. To overcome this problem, we propose a similarity-based self-constructing fuzzy clustering algorithm which is an incremental-based approach to reduce the number of instances for the classification task. The proposed approach has two advantages. One is that it can be faster and use less storage memory. The other is that the number of new representative instances need not be specified in advance by the user. Moreover, when calculating similarity, the variance of the underlying cluster is taken into consideration.

A. Self-Constructing Fuzzy Clustering

The basic concept of the self-constructing fuzzy clustering (SCFC) algorithm is that one training instance is considered at a time, and then the similarity measures between this instance and the existing fuzzy clusters are calculated to determine either to assign it to the most similar cluster or to create a new cluster for it. Once the training instance is combined into an existing cluster, the membership function of that cluster should be updated accordingly. On the contrary, when a new cluster is created, the corresponding membership function should be initialized. Our proposed SCFC is a five-layer network structure. When all the training instances have been fed in, a desired number of clusters are formed automatically.

Suppose we are given $\ell$ labeled training data $S_{tr} = \{(x_1, y_1), (x_2, y_2), \ldots, (x_l, y_l)\}$, where $x_p = [x_{p,1}, x_{p,2}, \ldots, x_{p,n_1,1}, x_{p,n_1,2}, \ldots, x_{p,n_1}]$, $p = 1, 2, \ldots, \ell$, $n_1$ is the number of continuous features, $n$ is the total number of features, $\ell$ is the number of training instances, $y_p \in \{1, 2, \ldots, k\}$, and $k$ is the number of classes. Note that $[x_{p,1}, x_{p,2}, \ldots, x_{p,n_1}]$ is continuous part of $x_p$; $[x_{p,n_1+1}, x_{p,n_1+2}, \ldots, x_{p,n}]$ is discrete part of $x_p$. The clusters are $c_1, c_2, \ldots, c_J$, respectively. Each cluster $c_j$ has mean $m_j = [m_{j,1}, m_{j,2}, \ldots, m_{j,n_1}, m_{j,n_1+1}, \ldots, m_{n}]$ and standard deviation $\sigma_j = [\sigma_{j,1}, \sigma_{j,2}, \ldots, \sigma_{j,n_1}]$. Let $s_j$ be the size of cluster $c_j$. Initially, we have $J = 0$; namely, no clusters exist at the beginning. Then, the first cluster $c_1$ is created with the first instance, i.e., $m_1 = x_1$, $y_1 = y_1$, $\sigma_1 = \sigma_0$, and $s_1 = 1$, where $\sigma_0 = [\sigma_{0,1}, \sigma_{0,2}, \ldots, \sigma_{0,n_1}]$ is a user-defined constant vector. Now, we have $J = 1$.

Layer 1. This layer performs the fuzzification operation. Each node represents a cluster. Every node in this layer is an adaptive node. Note that if the training pattern $S_{tr}$ contains discrete features and continuous feature, the membership function should be considered separately. Gaussian functions are adopted for the continuous part because of their superiority over other functions in performance [26]. Fuzzy singleton whose support is a single point with a membership function of one is adopted for the discrete part. The output of this layer for the continuous part is defined as follows:

$$O_{j,i}^{(1)} = \exp \left[ - \frac{(x_{p,i} - m_{j,i})^2}{\sigma_{j,i}} \right]$$

where $i = 1, 2, \ldots, n_1$, $j = 1, 2, \ldots, J$, $x_{p,i}$ is the continuous part of instance $x_p$, and $m_{j,i}$ and $\sigma_{j,i}$ denote the mean and standard deviation, respectively, of dimension $i$ in cluster $c_j$. The outputs of this layer for discrete part is defined as follows:

$$O_{j,i}^{(1)} = \begin{cases} 1 & \text{if } x_{p,i} = m_{j,i} \\ 0 & \text{otherwise} \end{cases}$$

where $i = n_1 + 1, n_1 + 2, \ldots, n$, $j = 1, 2, \ldots, J$, $x_{p,i}$ is the discrete part of instance $x_p$, and $m_{j,i}$ is the discrete part of cluster $c_j$.

Layer 2. Every node in this layer is a fixed node labeled $\Pi$, whose output is the product of all the incoming signals:

$$O_j^{(2)} = \prod_{i=1}^n O_{j,i}^{(1)}$$

where $j = 1, 2, \ldots, J$. Each node output represents the input similarity of $x_p$ to an existing cluster $c_j$.

Layer 3. The single node in this layer is a fixed node labeled $C$, which performs competitive operation and the output is the largest input similarity, i.e.,

$$O_j^{(3)} = \max_{1 \leq j, l \leq J} O_j^{(2)}$$

Let cluster $c_o$ be the winner cluster, i.e.,

$$a = \arg \max_{1 \leq j \leq J} O_j^{(2)}.$$  

Layer 4. The single node in this layer is a fixed node, whose output represents the input-output similarity defined as follows:

$$O_j^{(4)} = O_j^{(3)} \times \delta(y_p, y_{c_a})$$

where the Kronecker delta function $\delta(\cdot, \cdot)$ is defined as follows:

$$\delta(y_p, y_{c_a}) = \begin{cases} 1 & \text{if } y_p = y_{c_a} \\ 0 & \text{otherwise} \end{cases}.$$  

Layer 5. The single node in this layer is a fixed node with a
hard limit function

\[ O^{(5)} = \text{hardlim} \left( O^{(4)} \right) = \begin{cases} 
1 & \text{if } O^{(4)} \geq \rho \\
0 & \text{otherwise} 
\end{cases} \]  

(8)

where \( 0 \leq \rho \leq 1 \) is a predefined threshold.

If \( O^{(5)} = 1 \), we say that \( x_p \) passes the input-output similarity test on winner cluster \( c_a \). In this case, we regard \( x_p \) to be most similar to cluster \( c_a \) and assign \( x_p \) to cluster \( c_a \). Besides, \( m_a \) and \( \sigma_a \) of cluster \( c_a \) should be modified to include \( x_p \) as its member. The modification to cluster \( c_a \) is defined as follows:

\[ m_{a,i} = \frac{s_a \times m_{a,i} + x_{p,i}}{s_a + 1} \]  

(9)

where \( i = 1, 2, ..., n_1 \),

\[ \sigma_{a,i} = \sigma_{0,i} + \sqrt{(s_a - 1)(\sigma_{0,i} - \sigma_{a,i})^2 + s_a \left(m_{a,i} - x_{a,i}\right)^2} \]  

(10)

where \( \sigma_{0,i} \) is a user-defined initial standard deviation, \( i = 1, 2, ..., n_1 \), and

\[ s_a = s_a + 1. \]  

(11)

Note that \( J \) and the discrete part of \( m_a \) is not changed in this case.

If \( O^{(5)} = 0 \), there are no existing fuzzy clusters on which \( x_p \) has passed the input-output similarity test. For this case, we assume that \( x_p \) is not similar enough to any existing cluster and a new fuzzy cluster \( c_{j+1} \), \( j = 1, 2, ..., J \), is created with

\[ m_{j+1} = x_p, \quad \sigma_{j+1} = \sigma_0. \]  

(12)

The instance \( x_p \) is assigned to cluster \( c_{j+1} \). Note that the size of cluster \( c_{j+1}, s_{j+1} \), should be initialized, i.e.,

\[ s_{j+1} = 1 \]  

(13)

and the number of clusters is increased by 1, i.e.,

\[ J = J + 1. \]  

(14)

The above process is iterated until all instances have been processed. Consequently, we have \( J \) clusters, i.e., new training dataset \( S_{tr}' = \{(x'_1, y_1), (x'_2, y_2), ..., (x'_J, y_J)\} \) where \( x'_j \) is a centroid (mean) of cluster \( c_j \), \( j = 1, 2, ..., J \). Note that the training instances in a cluster have a high degree of similarity to each other. Besides, when new training instances are considered, the existing clusters can be adjusted or new clusters can be created, without the necessity of generating the whole set of clusters from the scratch.

III. AN EXAMPLE

We give an example to illustrate how the proposed method works. Let \( S_{tr} \) be a simple training data, containing 10 instances \( \{x_1, y_1, x_2, y_2, ..., x_{10}, y_{10}\} \) of two classes \( C_1 \) and \( C_2 \), with 3 discrete features and 5 continuous features, as follows:

\[ X = \begin{bmatrix}
  x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6 \\
x_7 \\
x_8 \\
x_9 \\
x_{10}
\end{bmatrix} = \begin{bmatrix}
0.82 & 0.69 & 0.73 & 0.92 & 0.58 & A & D & H \\
0.78 & 0.82 & 0.75 & 0.88 & 0.63 & A & D & H \\
0.83 & 0.70 & 0.71 & 0.93 & 0.65 & B & E & G \\
0.48 & 0.39 & 0.31 & 0.51 & 0.25 & B & E & G \\
0.81 & 0.68 & 0.76 & 0.87 & 0.62 & C & E & G \\
0.25 & 0.31 & 0.41 & 0.19 & 0.28 & C & E & G \\
0.50 & 0.45 & 0.22 & 0.35 & 0.62 & A & F & K \\
0.52 & 0.47 & 0.25 & 0.33 & 0.65 & A & F & K \\
0.53 & 0.49 & 0.18 & 0.37 & 0.63 & A & F & K \\
0.27 & 0.30 & 0.40 & 0.20 & 0.30 & C & E & G
\end{bmatrix}, \]

\[ y = \begin{bmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4 \\
y_5 \\
y_6 \\
y_7 \\
y_8 \\
y_9 \\
y_{10}
\end{bmatrix}^T = \begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
2 \\
2 \\
2 \\
2 \\
2 \\
2
\end{bmatrix}^T. \]  

(15)

We run the proposed self-constructing fuzzy clustering algorithm, by setting \( \rho = \theta = 0.85 = 0.328 \) and \( \sigma_0 = [0, 0.1, 0.1, 0.1, 0.1, 0.1] \). Firstly, the first instance \( x_1 \) is fed in SCFC and obtain the first cluster \( c_1 \); we have

\[ m_1 = \begin{bmatrix}
0.82 & 0.69 & 0.73 & 0.92 & 0.58 & A & D & H \\
\end{bmatrix}, \]

\[ y_{c_1} = 1, \]

\[ \sigma_1 = [0.1, 0.1, 0.1, 0.1, 0.1]. \]

Then, the second instance \( x_2 \) is fed in SCFC.

Layer 1. The membership degree is

\[ O^{(1)}_{1,j} = \begin{bmatrix}
0.852 & 0.914 & 0.961 & 0.779 & 0.779 & 1 & 1 & 1
\end{bmatrix}. \]

Layer 2. The input similarity is

\[ O^{(2)}_{1} = 0.852 \times 0.914 \times 0.961 \times 0.779 \times 0.779 \times 1 \times 1 = 0.454. \]

Layer 3. The winner cluster is \( c_1 \) and

\[ O^{(3)} = 0.454. \]

Layer 4. The input-output similarity is

\[ O^{(4)} = 0.454 \times 1 = 0.454. \]

Layer 5. Because \( O^{(4)} > \rho \), we have \( O^{(5)} = 1 \). Thus, \( x_2 \) is assigned to cluster \( c_1 \), and \( m_1 \) and \( \sigma_1 \) of cluster \( c_1 \) should be modified as

\[ m_1 = \begin{bmatrix}
0.800 & 0.705 & 0.740 & 0.905 & 0.605 & A & D & H \\
\end{bmatrix}, \]

\[ \sigma_1 = [0.128, 0.121, 0.114, 0.135, 0.135]. \]

When all the training instances in \( S_{tr} \) have been fed in, we obtain 6 clusters \( c_1, c_2, c_3, c_4, c_5, \) and \( c_6 \), which are shown
in Table I. The transformed dataset $S'_{tr}$ is shown as follows

$$X = \begin{bmatrix} x_1' & x_2' & x_3' & x_4' & x_5' & x_6' \end{bmatrix}^T$$

$$= \begin{bmatrix} 0.800 & 0.705 & 0.740 & 0.905 & 0.605 & A \ D \ H \\ 0.830 & 0.700 & 0.710 & 0.930 & 0.650 & B \ E \ G \\ 0.480 & 0.390 & 0.310 & 0.510 & 0.250 & B \ E \ G \\ 0.810 & 0.680 & 0.760 & 0.870 & 0.620 & C \ E \ G \\ 0.260 & 0.305 & 0.405 & 0.195 & 0.290 & C \ E \ G \\ 0.517 & 0.470 & 0.217 & 0.350 & 0.633 & A \ F \ K \end{bmatrix},$$

$$y = \begin{bmatrix} y_1 & y_2 & y_3 & y_4 & y_5 & y_6 \end{bmatrix}^T$$

$$= \begin{bmatrix} 1 & 1 & 1 & 2 & 2 \end{bmatrix}^T.$$

Based on $S'_{tr}$, a classifier can be built.

IV. EXPERIMENTAL RESULTS

In this section, we present experimental results to show the effectiveness of the proposed self-constructing fuzzy clustering method. We compare the proposed method with two instance-filtering based data reduction methods: stratified sampling [23, 24] and DROP3 [7], and two instance-abstraction based data reduction methods: $k$-means [27–29] and RSP3 [10]. For convenience, the proposed method is abbreviated as SCFC and stratified sampling method is abbreviated as SS. We use support vectors machines (SVM) [16–18] as the classifier to test the effectiveness of the reduced datasets. Two well-known datasets, shuttle and 1999 KDD Cup, taken from the UCI Repository of Machine Learning Databases [30] and 1998 DARPA Intrusion Detection Evaluation Program administered by MIT Lincoln Labs [31], respectively, are used in the following experiments. The shuttle dataset contains 58,000 instances composed of 7 classes. Each instance consists of 9 numerical features which were then scaled to fit into a range from -1 through 1. The shuttle dataset has a skewed distribution and approximately 80% of the data belongs to class 1. We use 43,500 instances for training and the rest for testing. In the 1999 KDD dataset, 4898431 connection records are used as training data and 311029 connection records are used as testing data. Both training and testing data contain one normal network traffic (Normal) and four major attack categories: Denial-of-Service (DoS), Probing (Probing), User-to-Root (U2R), and Remote-to-Local (R2L). Each instance consists of 32 numerical features and 9 nominal features. The numerical features were then scaled to fit into a range from -1 through 1. This dataset has a skewed distribution, approximately 20% of the data belongs to class normal and approximately 80% of the data belongs to class DoS.

Stratified sampling (SS) and $k$-means need to know the number of representative instances in advance. The number of representative instances for each class is the same as that obtained by SCFC. Note that RSP3 and DROP3 do not need to know the number of representative instances in advance. The results are summarized in Table II and III in which reduction rates, execution time, and accuracy are listed. Because SS is sensitive to the randomly selected representative instances and $k$-means is sensitive to the initial randomly selected cluster centers, we conduct independently 10 times for each dataset. Each entry in the table represents the average result of the 10 runs except for “Original” column, “RSP3” column, and “DROP3” column. Apparently, SS method runs much faster than other methods because it requires no extra computation. However, it may select inappropriate instances and results in bad performance. For example, SS with 1-NN gets 96.86% in classification accuracy for the shuttle dataset. From Table II, we can see that SCFC runs much faster than $k$-means, RSP3, and DROP3 except for the SS method. For example, SCFC needs 9.25 seconds for about 280 representative instances, while $k$-means requires 58.45 seconds and RSP3 requires 2070.48 seconds. DROP3 requires 5389 seconds for 15614 representative instances. Although, RSP3 and DROP3 run significantly slow, the reduction rate of RSP3 (99.36%) is higher than that of DROP3 (91.12%). SCFC performs better than $k$-means, SS, and RSP3 in classification accuracy. DROP3 performs slightly better than SCFC, but the reduction rate of DROP3 (91.12%) is lower than that of SCFC (99.35%).

From Table III, we can see that SCFC runs much faster than $k$-means, RSP3, and DROP3 except for the SS the method. For example, SCFC needs 473.92 seconds for about 1470 representative instances, while $k$-means requires 12618.35 seconds and RSP3 requires 218208.58 seconds. DROP3 requires 157795.70 seconds for 49403 representative instances. Although, RSP3 and DROP3 run significantly slow, the reduction rate of RSP3 (99.70%) is higher than that of DROP3 (90.00%). SCFC performs better than $k$-means, SS, and RSP3 in classification accuracy. DROP3 (92.41%, 92.51%, 92.50%) performs slightly better than that of SCFC (92.51%, 92.83%, 92.11%), but the reduction rate of DROP3 (90.00%) is lower than SCFC (99.70%). SCFC can handle large-scale problem. We try to reduce the original 1999 KDD Cup dataset which contains 4,898,431 instances. SCFC spends 2048.66 seconds to abstract 3152 representative instances as shown in Table IV. The reduced instances get 92.38% in accuracy for SVM.

From Table IV, we can see that SCFC can handle the problem when pattern distributions are significantly different among different classes. Suppose one class contains patterns with a dense distribution, SCFC abstracts a small number of representative instances. On the contrary, if another class contains sparsely distributed patterns, SCFC abstracts a large number of representative instances. For example, class 1 (normal network traffic) in 1999 KDD Cup dataset is a sparse distribution, the reduction rate is 99.17%, while class 2 (DoS attack) is a dense distribution, the reduction rate is 99.91%. An interesting phenomenon in 1999 KDD Cup dataset is that the original size of class 2 is larger than that of class 1, but the reduced size of class 2 is smaller than that of class 1. However, this situation won’t affect the classification accuracy.

In summary, SS method runs much faster than other methods because it requires no extra computation, but the selected instances are not good for classification. SCFC can not only run much faster than $k$-means, RSP3, and DROP3 in data re-
duction, but also provide comparably good or better abstracted new instances for classification. RSP3 has the same reduction rate as SCFC, but spends more time for calculating distances between instances. DROP3 works well in classification, but spends more time in data reduction. Besides, k-means is sensitive to the initial randomly selected cluster centers.

V. Conclusion

We have presented a self-constructing fuzzy cluster (SCFC) algorithm to reduce the number of instances for classification. We have compared SCFC with two instance-filtering based data reduction methods, stratified sampling and DROP3, and two instance-abstraction based data reduction methods, k-means and RSP3. Experimental results from two well-known datasets have shown that SCFC can run faster and obtain better reduction rate than other methods.
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<table>
<thead>
<tr>
<th>(s)</th>
<th>(c_1)</th>
<th>(c_2)</th>
<th>(c_3)</th>
<th>(c_4)</th>
<th>(c_5)</th>
<th>(c_6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s)</td>
<td>(0.800)</td>
<td>(0.830)</td>
<td>(0.480)</td>
<td>(0.810)</td>
<td>(0.260)</td>
<td>(0.517)</td>
</tr>
<tr>
<td>(c)</td>
<td>(0.705)</td>
<td>(0.700)</td>
<td>(0.390)</td>
<td>(0.680)</td>
<td>(0.305)</td>
<td>(0.470)</td>
</tr>
<tr>
<td>(D)</td>
<td>(0.740)</td>
<td>(0.710)</td>
<td>(0.310)</td>
<td>(0.760)</td>
<td>(0.405)</td>
<td>(0.217)</td>
</tr>
<tr>
<td>(H)</td>
<td>(0.905)</td>
<td>(0.930)</td>
<td>(0.510)</td>
<td>(0.870)</td>
<td>(0.195)</td>
<td>(0.350)</td>
</tr>
<tr>
<td>(E)</td>
<td>(0.605)</td>
<td>(0.650)</td>
<td>(0.250)</td>
<td>(0.620)</td>
<td>(0.290)</td>
<td>(0.633)</td>
</tr>
<tr>
<td>(G)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table I**
FOUR CLUSTERS OBTAINED FOR \(S_{TF}\)

<table>
<thead>
<tr>
<th>(c)</th>
<th>(s)</th>
<th>(\text{mean})</th>
<th>(\text{standard deviation})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c_1)</td>
<td>2</td>
<td>0.800 0.705 0.740 0.905 0.605</td>
<td>(A\ D\ H) 0.128 0.121 0.114 0.135 0.135</td>
</tr>
<tr>
<td>(c_2)</td>
<td>1</td>
<td>0.830 0.700 0.710 0.930 0.650</td>
<td>(B\ E\ G) 0.100 0.100 0.100 0.100 0.100</td>
</tr>
<tr>
<td>(c_3)</td>
<td>1</td>
<td>0.480 0.390 0.310 0.510 0.250</td>
<td>(B\ E\ G) 0.100 0.100 0.100 0.100 0.100</td>
</tr>
<tr>
<td>(c_4)</td>
<td>1</td>
<td>0.810 0.680 0.760 0.870 0.620</td>
<td>(C\ E\ G) 0.100 0.100 0.100 0.100 0.100</td>
</tr>
<tr>
<td>(c_5)</td>
<td>2</td>
<td>0.260 0.305 0.405 0.195 0.290</td>
<td>(C\ E\ G) 0.114 0.107 0.107 0.107 0.114</td>
</tr>
<tr>
<td>(c_6)</td>
<td>3</td>
<td>0.517 0.470 0.217 0.350 0.633</td>
<td>(A\ F\ K) 0.115 0.120 0.135 0.120 0.115</td>
</tr>
</tbody>
</table>

**Table II**
A COMPARISON OF DATA REDUCTION METHODS FOR SHUTTLE DATASET.

<table>
<thead>
<tr>
<th>(\text{Abstraction-based})</th>
<th>(\text{Filtering-based})</th>
<th>(\text{Original})</th>
<th>(\text{SCFC})</th>
<th>(\text{k-means})</th>
<th>(\text{RSP3})</th>
<th>(\text{SS})</th>
<th>(\text{DROP3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Number of data})</td>
<td>43500</td>
<td>284.4</td>
<td>280</td>
<td>279</td>
<td>280</td>
<td>15614</td>
<td></td>
</tr>
<tr>
<td>(\text{Reduction rate (%)})</td>
<td>0.00</td>
<td>99.36</td>
<td>99.36</td>
<td>99.36</td>
<td>99.36</td>
<td>99.36</td>
<td>99.36</td>
</tr>
<tr>
<td>(\text{Time (sec)})</td>
<td>0.00</td>
<td>9.25</td>
<td>58.45</td>
<td>2070.48</td>
<td>0.13</td>
<td>5389.00</td>
<td></td>
</tr>
<tr>
<td>(\text{SVM (%)})</td>
<td>99.79</td>
<td>99.20</td>
<td>97.90</td>
<td>98.54</td>
<td>97.66</td>
<td>99.74</td>
<td></td>
</tr>
</tbody>
</table>

**Table III**
A COMPARISON OF DATA REDUCTION METHODS FOR 1999 KDD CUP DATASET.

<table>
<thead>
<tr>
<th>(\text{Abstraction-based})</th>
<th>(\text{Filtering-based})</th>
<th>(\text{Original})</th>
<th>(\text{SCFC})</th>
<th>(\text{k-means})</th>
<th>(\text{RSP3})</th>
<th>(\text{SS})</th>
<th>(\text{DROP3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Number of data})</td>
<td>494021</td>
<td>1470.8</td>
<td>1465</td>
<td>1555</td>
<td>1465</td>
<td>49403</td>
<td></td>
</tr>
<tr>
<td>(\text{Reduction rate (%)})</td>
<td>0.00</td>
<td>99.70</td>
<td>99.70</td>
<td>99.69</td>
<td>99.70</td>
<td>90.00</td>
<td></td>
</tr>
<tr>
<td>(\text{Time (sec)})</td>
<td>0.00</td>
<td>473.92</td>
<td>12618.35</td>
<td>218208.58</td>
<td>1.22</td>
<td>157795.70</td>
<td></td>
</tr>
<tr>
<td>(\text{SVM (%)})</td>
<td>92.51</td>
<td>91.97</td>
<td>87.56</td>
<td>92.20</td>
<td>76.05</td>
<td>92.41</td>
<td></td>
</tr>
</tbody>
</table>

**Table IV**
DETAILED REDUCTION RESULTS FOR EACH DATASET.

<table>
<thead>
<tr>
<th>(\text{Class})</th>
<th>Shuttle</th>
<th>1999 KDD Cup</th>
<th>1999 KDD Cup (10%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Original})</td>
<td>(\text{Reduced})</td>
<td>(\text{Original})</td>
<td>(\text{Reduced})</td>
</tr>
<tr>
<td>Class 1</td>
<td>34108</td>
<td>134</td>
<td>972781</td>
</tr>
<tr>
<td>Class 2</td>
<td>37</td>
<td>9</td>
<td>3883370</td>
</tr>
<tr>
<td>Class 3</td>
<td>132</td>
<td>9</td>
<td>41102</td>
</tr>
<tr>
<td>Class 4</td>
<td>6748</td>
<td>76</td>
<td>52</td>
</tr>
<tr>
<td>Class 5</td>
<td>2458</td>
<td>36</td>
<td>1126</td>
</tr>
<tr>
<td>Class 6</td>
<td>6</td>
<td>58</td>
<td>-</td>
</tr>
<tr>
<td>Class 7</td>
<td>11</td>
<td>11</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>43500</td>
<td>280</td>
<td>4898431</td>
</tr>
</tbody>
</table>