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Abstract

In this paper, we consider the role of “leads” of the first difference of integrated variables in the dynamic OLS estimation of cointegrating regression models. Specifically, we investigate Stock and Watson’s (1993) claim that the role of leads is related to the concept of Granger causality by a Monte Carlo simulation. From the simulation results, we find that the dynamic OLS estimator without leads substantially outperforms that with leads and lags; we therefore recommend testing for Granger non-causality before estimating models.

JEL classification: C13; C22

Key Words: Cointegration; dynamic ordinary least squares estimator; Granger causality

---

*Hayakawa is a JSPS research fellow and acknowledges its financial support.
†Kurozumi’s research was partially supported by the Ministry of Education, Culture, Sports, Science and Technology under Grants-in-Aid No. 17203016 and 18730142.
1 Introduction

Since the seminal work of Engle and Granger (1987), cointegrating regressions have become one of the standard tools in analyzing integrated (I(1)) variables. Although the ordinary least squares (OLS) estimator is consistent in the presence of a serial correlation in the error term and/or a correlation between the regressors and cointegration errors, it is well known that the OLS estimator contains the so-called second-order bias. In the literature, there are three typical estimators that deal with this problem: the fully modified OLS estimator proposed by Phillips and Hansen (1990), Park’s (1992) canonical cointegrating regression estimator, and the dynamic OLS (DOLS) estimator of Phillips and Loretan (1991), Saikkonen (1991), and Stock and Watson (1993). These three estimators are known to be asymptotically equivalent and efficient. In this paper, we focus on the DOLS estimator among the three estimators and consider the role of “leads” of the first difference of the integrated variables in DOLS. Specifically, we focus on Stock and Watson’s (1993, p.786) claim that leads are unnecessary if the cointegrating error does not Granger-cause the first-difference of I(1) variables that appear in the right side. To the best of authors’ knowledge, no studies have investigated the finite sample performance of the DOLS estimator without leads after Granger non-causality test. Thus, we investigate the case where leads are unnecessary for the DOLS method, and by using the Monte Carlo simulation, we demonstrate that in such a case, we can expect the improvement of the DOLS estimator in terms of the mean squared error (MSE) by excluding leads from the regressors.

2 Relation between Leads and Granger Causality

We consider a typical cointegrating regression model as follows:

\[
y_t = \alpha + \beta' x_t + u_{1t} = \theta' z_t + u_{1t} \\
\Delta x_t = u_{2t}
\]  

\( y_t \) = \( \alpha + \beta' x_t + u_{1t} = \theta' z_t + u_{1t} \)  

\( \Delta x_t = u_{2t} \)
where \( \theta = [\alpha, \beta']' \), \( z_t = [1, x_t']' \) and \( x_t \) is an \( n \)-dimensional I(1) vector. As in Saikkonen (1991) we assume that \( u_t = [u_{1t}, u_{2t}']' \) is a stationary process with
\[
\sum_{j=-\infty}^{\infty} \|E[u_{t-j}u_t]\| < \infty, \quad \sum_{m_1,m_2,m_3=-\infty}^{\infty} |\kappa_{ijkl}(m_1,m_2,m_3)| < \infty
\]
where \( \kappa_{ijkl}(m_1,m_2,m_3) \) is the fourth order cumulant of \( u_t \), and the spectral density matrix of \( u_t \), denoted by \( f_{uu}(\lambda) \), is bounded away from zero. Under this condition, \( u_{1t} \) is expressed as
\[
u_{1t} = \sum_{j=-\infty}^{\infty} \Pi_j' u_{2t-j} + v_j \quad (2)
\]
where
\[
\Pi_j = \frac{1}{2\pi} \int_0^{2\pi} f_{12}(\lambda) f_{22}(\lambda)^{-1} \exp(ij\lambda) d\lambda
\]
with \( f_{12}(\lambda) \) and \( f_{22}(\lambda) \) are the (1,2) and (2,2) blocks of \( f_{uu}(\lambda) \). It is known that \( \sum_{j=-\infty}^{\infty} \|\Pi_j\| < \infty \) and that \( v_t \) is a stationary process such that \( E(u_{2s}v_t) = 0 \) for all \( s \) and \( t \). See also Brillinger (1981). By inserting (2) into (1), the model can be expressed as
\[
y_t = \alpha + \beta' x_t + \sum_{j=-K}^{K} \Pi_j' \Delta x_{t-j} + \hat{v}_t \quad (3)
\]
where \( \hat{v}_t = v_t + \sum_{|j|>K} \Pi_j' u_{2t-j} \) and \( K \) is known as the lead-lag truncation parameter. Saikkonen (1991) showed that the OLS estimator of \( \beta \) based on (3) does not suffer from the second-order bias and is efficient in a certain class of distributions.

Let us consider the case where
\[
\Pi_j = 0 \quad \forall j < 0. \quad (4)
\]
In this case, the model becomes
\[
y_t = \alpha + \beta' x_t + \sum_{j=0}^{K} \Pi_j' \Delta x_{t-j} + \hat{v}_t \quad (5)
\]
and then we do not have to include the leads of \( \Delta x_t \) as regressors. We therefore expect an improvement of the finite sample efficiency by estimating (5) because we do not have to include extra regressors. In this case, we note that condition (4) is related to the concept of Granger causality. According to Sims (1972) and Proposition 11.3 in Hamilton (1994), condition (4) holds if and only if \( u_{1t} \) does not Granger-cause
In other words, it is possible to efficiently estimate the cointegrating regression model without any leads of the first difference of integrated variables if the past values of \(u_{1t}\) do not help to predict \(u_{2t}\). Therefore, we recommend that the null of Granger non-causality be tested before estimating the cointegrating regression model.

Tests for Granger non-causality can be conducted by approximating the process of \(u_t\) by a finite-order vector autoregressive model: \(u_t = \Psi_1 u_{t-1} + \Psi_2 u_{t-2} + \cdots + \Psi_p u_{t-p} + e_t\). Let \(\hat{u}_t = [\hat{u}_{1t}, u_{2t}]'\), where \(\hat{u}_{1t} = u_{1t} - (\hat{\theta} - \theta)' z_t\) is the regression residual from (1) with \(\hat{\theta}\) being the OLS estimator of \(\theta\). We then estimate

\[
\hat{u}_t = \Psi_1 \hat{u}_{t-1} + \Psi_2 \hat{u}_{t-2} + \cdots + \Psi_p \hat{u}_{t-p} + \hat{e}_t
\]  

and test the hypothesis that \(H_0 : \Psi_{1,21} = \Psi_{2,21} = \cdots = \Psi_{p,21} = 0\) where \(\Psi_{j,21}\) is the (2, 1) block of \(\Psi_j\) and \(\hat{e}_t = [\hat{e}_{1t}, \hat{e}_{2t}]'\) with \(\hat{e}_{1t} = e_{1t} - (I_{n+1} - L - \cdots - L^p)(\hat{\theta} - \theta)' z_t\) and \(L\) being the lag operator. Although \(\hat{u}_{1t}\) includes an estimation error, its effect is asymptotically negligible. In fact, we can show that for \(j = -p, \cdots, p\),

\[
\frac{1}{T} \sum_{1 \leq t-j, t \leq T} \hat{u}_{1t} \hat{u}_{1t-j} = \frac{1}{T} \sum_{1 \leq t-j, t \leq T} u_{1t} u_{1t-j} + O_p \left( \frac{1}{T} \right),
\]

\[
\frac{1}{T} \sum_{1 \leq t-j, t \leq T} \hat{u}_{2t} \hat{u}_{2t-j} = \frac{1}{T} \sum_{1 \leq t-j, t \leq T} u_{2t} u_{2t-j} + O_p \left( \frac{1}{T} \right),
\]

while for \(j \geq 0\),

\[
\frac{1}{\sqrt{T}} \sum_{1 \leq t-j, t \leq T} \hat{u}_{t-j} \hat{e}_t' = \frac{1}{\sqrt{T}} \sum_{1 \leq t-j, t \leq T} u_{t-j} e_t' + O_p \left( \frac{1}{\sqrt{T}} \right).
\]

by the asymptotic technique explained in, for example, Chapters 17–19 in Hamilton (1994). If the evidence of Granger non-causality is observed by tests based on (6), we can expect the finite sample efficiency gain by excluding the leads of \(\Delta x_t\) from (3) and estimating (5).

We may also consider verifying condition (4) by investigating whether or not the regression error from (5) is serially uncorrelated. For this purpose, the portmanteau tests are available as explained in Lütkepohl (1993).

To demonstrate the case where the model can be expressed as (5), we consider the following case:

\[u_{1t} = \sum_{j=0}^{\infty} \phi_j \varepsilon_{1t-j} \quad \text{and} \quad u_{2t} = \varepsilon_{2t}\quad \text{where} \quad \sum_{j=0}^{\infty} j|\phi_j| < \infty\]
and \[ \varepsilon_t = \begin{bmatrix} \varepsilon_{1t} \\ \varepsilon_{2t} \end{bmatrix} \sim iid \begin{pmatrix} 0 \\ \begin{pmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{21} & \Sigma_{22} \end{pmatrix} \end{pmatrix}. \]

(7)

We then decompose \( \varepsilon_{1t} \) as

\[ \varepsilon_{1t} = \varepsilon_{1.2t} + \tilde{\varepsilon}_{2t} \]

(8)

where \( \varepsilon_{1.2t} = \varepsilon_{1t} - \sigma_{12} \Sigma_{22}^{-1} \varepsilon_{2t} \) and \( \tilde{\varepsilon}_{2t} = \sigma_{12} \Sigma_{22}^{-1} \varepsilon_{2t} \). Note that \( \varepsilon_{1.2t} \) is uncorrelated with all the leads and lags of \( \varepsilon_{2t} \) and \( \tilde{\varepsilon}_{2t} \). Using this decomposition, \( u_{1t} \) can be expressed as

\[
\begin{align*}
\text{For } j = 0, K & \quad u_{1t} = \sum_{j=0}^{K} \phi_j \varepsilon_{1.2t-j} + \sum_{j=K+1}^{\infty} \phi_j \tilde{\varepsilon}_{2t-j} \\
\text{For } j = 0, K & \quad u_{2t} = \sum_{j=0}^{K} \phi_j \varepsilon_{2t-j} + \sum_{j=K+1}^{\infty} \phi_j \tilde{\varepsilon}_{2t-j}
\end{align*}
\]

(9)

where \( \Pi_j = \phi_j \sigma_{12} \Sigma_{22}^{-1} \) and \( v_t = \sum_{j=0}^{\infty} \phi_j \varepsilon_{1.2t-j} \). Since \( E(\varepsilon_{2s} \varepsilon_{1.2t}) = 0 \) for all \( s \) and \( t \), it is evident that \( v_t \) is uncorrelated with \( \Delta x_{t-j} \) for all \( j \). The regression form in (5) is obtained by inserting (9) into (1).

### 3 Monte Carlo experiments

To investigate the finite sample performance of the dynamic OLS estimator without leads, we conduct a Monte Carlo experiment. We consider the following data generating process with one dimensional I(1) regressor:

\[ y_t = 1 + x_t + u_{1t}, \quad \Delta x_t = u_{2t} \quad \text{with} \quad x_0 = 0, \]

\[
\begin{bmatrix} u_{1t} \\ u_{2t} \end{bmatrix} = \begin{bmatrix} a_{11} & 0 \\ 0 & a_{22} \end{bmatrix} \begin{bmatrix} u_{1t-1} \\ u_{2t-1} \end{bmatrix} + \begin{bmatrix} \varepsilon_{1t} \\ \varepsilon_{2t} \end{bmatrix} \quad \text{with} \quad \begin{bmatrix} u_{10} \\ u_{20} \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix},
\]

\[
\begin{bmatrix} \varepsilon_{1t} \\ \varepsilon_{2t} \end{bmatrix} \sim iidN \left( \begin{bmatrix} 0 \\ \begin{pmatrix} 1 & \sigma_{12} \\ \sigma_{12} & 1 \end{pmatrix} \end{pmatrix} \right).
\]

We set \( T = 100, \ \sigma_{12} = \sigma_{21} = 0.4,0.8, \) and \( a_{11} \) and \( a_{22} \) are 0.2,0.5,0.8. The computation was conducted by using the GAUSS matrix language, and the number of replications is 10,000 for all the cases with the first 50 observations discarded.
Note that we do not have to include leads when $a_{22} = 0$ whereas we do need leads when $a_{22} \neq 0$. The simulation results are summarized in Tables 1 and 2 (further simulation results are available from the author upon request).

For the choice of $K$, we use the general-to-specific method by Ng and Perron (1995) with 1% and 5% significant levels and information criteria, i.e., the Akaike information criterion (AIC) and the Bayesian information criterion (BIC).

To test for Granger non-causality, we use the residuals obtained from the DOLS estimators with four types of $K$. With regard to the choice of $p$, we use the larger $p$ selected by AIC and BIC, and conduct Wald test with 5% significant level. If the null of Granger non-causality $H_0$ is rejected we use leads and lags, and if $H_0$ is not rejected, we use only lags in the estimation.

Table 1 reports the case where we do not have to include leads in the regression model. From the table we observe that the dynamic OLS estimator after Granger non-causality test substantially outperforms that with leads and lags in all the cases. In particular, in terms of the MSE, the MSE of the DOLS estimator without leads are approximately half of that with leads and lags in many cases. We also observe that the bias of the estimator is much reduced when we use the information criteria for the selection of $K$.

Table 2 shows the results when $a_{22} \neq 0$; in this case we should include both leads and lags. We observe that the bias becomes larger in many cases when we do not include leads in the model. However, we also observe from Table 2 that the exclusion of leads results in the smaller MSE in some cases, even though both leads and lags should be included based on the asymptotic theory. The possible reason is that the degrees of freedom with both leads and lags are smaller than those with only lags and hence the finite sample performance with leads and lags becomes poor.

\section{Conclusion}

In this paper, we considered the role of leads of the first difference of the I(1) regressors in the dynamic OLS estimation. Based on a Monte Carlo simulation, we found that the dynamic OLS estimator without leads after Granger non-causality test substantially outperforms that with leads and lags when leads are, in fact, un-
necessary. We also found that even if both leads and lags are required in the model, the pretest of Granger non-causality results in a better finite sample performance in view of the MSE in some cases.
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### Table 1: Simulation Results (Non-Causal Case)

<table>
<thead>
<tr>
<th>$a_{11}$</th>
<th>$a_{22}$</th>
<th>$\sigma_{12}$</th>
<th>GS001</th>
<th></th>
<th></th>
<th>GS005</th>
<th></th>
<th></th>
<th>AIC</th>
<th></th>
<th></th>
<th>BIC</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>L&amp;L</td>
<td>Lags</td>
<td></td>
<td>L&amp;L</td>
<td>Lags</td>
<td></td>
<td>L&amp;L</td>
<td>Lags</td>
<td></td>
<td>L&amp;L</td>
<td>Lags</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>STDEV</td>
<td>0.00294</td>
<td>0.00393</td>
<td>0.05492</td>
<td>0.02043</td>
<td>0.00989</td>
<td>0.03775</td>
<td>0.04145</td>
<td>0.0173</td>
<td>0.00891</td>
<td>0.01455</td>
<td>0.00456</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>0.0096</td>
<td>0.0233</td>
<td>0.0368</td>
<td>0.0215</td>
<td>0.0088</td>
<td>0.0215</td>
<td>0.0215</td>
<td>0.0013</td>
<td>0.0093</td>
<td>0.0319</td>
<td>0.0026</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2</td>
<td>0.4</td>
<td>STDEV</td>
<td>0.06261</td>
<td>0.06098</td>
<td>0.12518</td>
<td>0.01568</td>
<td>0.09891</td>
<td>0.12313</td>
<td>0.04154</td>
<td>0.01733</td>
<td>0.17094</td>
<td>0.07771</td>
<td>0.05485</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>0.04816</td>
<td>0.0023</td>
<td>0.0574</td>
<td>0.00791</td>
<td>0.0760</td>
<td>0.20314</td>
<td>0.0319</td>
<td>0.0331</td>
<td>0.0175</td>
<td>0.01415</td>
<td>0.0263</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>0.8</td>
<td>STDEV</td>
<td>0.00933</td>
<td>0.00101</td>
<td>0.01568</td>
<td>0.00791</td>
<td>0.09891</td>
<td>0.07771</td>
<td>0.04154</td>
<td>0.01733</td>
<td>0.17094</td>
<td>0.07771</td>
<td>0.05485</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>0.00035</td>
<td>0.00144</td>
<td>0.00427</td>
<td>0.00139</td>
<td>0.00735</td>
<td>0.02843</td>
<td>0.00146</td>
<td>0.000103</td>
<td>0.000097</td>
<td>0.00456</td>
<td>0.000075</td>
</tr>
</tbody>
</table>

Note: “GS001”, “GS005”, “AIC”, “BIC” denote the dynamic OLS estimator with $K$ chosen by the general to specific approach with 1% and 5% significant levels, AIC, and BIC, respectively. “L&L” denotes the dynamic OLS estimator with the leads and lags, and “Lags” denotes the dynamic OLS estimator without leads after testing for Granger non-causality.

### Table 2: Simulation Results (Causal Case)

<table>
<thead>
<tr>
<th>$a_{11}$</th>
<th>$a_{22}$</th>
<th>$\sigma_{12}$</th>
<th>GS001</th>
<th></th>
<th></th>
<th>GS005</th>
<th></th>
<th></th>
<th>AIC</th>
<th></th>
<th></th>
<th>BIC</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>L&amp;L</td>
<td>Lags</td>
<td></td>
<td>L&amp;L</td>
<td>Lags</td>
<td></td>
<td>L&amp;L</td>
<td>Lags</td>
<td></td>
<td>L&amp;L</td>
<td>Lags</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>STDEV</td>
<td>0.00027</td>
<td>0.00035</td>
<td>0.06603</td>
<td>0.0436</td>
<td>0.00294</td>
<td>0.00045</td>
<td>0.04301</td>
<td>0.00184</td>
<td>0.00009</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>0.00035</td>
<td>0.04694</td>
<td>0.04694</td>
<td>0.00220</td>
<td>0.00045</td>
<td>0.04694</td>
<td>0.04694</td>
<td>0.00014</td>
<td>0.00009</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2</td>
<td>0.4</td>
<td>STDEV</td>
<td>0.00533</td>
<td>0.03857</td>
<td>0.06603</td>
<td>0.0436</td>
<td>0.00294</td>
<td>0.00045</td>
<td>0.04301</td>
<td>0.00184</td>
<td>0.00009</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>0.00035</td>
<td>0.04694</td>
<td>0.04694</td>
<td>0.00220</td>
<td>0.00045</td>
<td>0.04694</td>
<td>0.04694</td>
<td>0.00014</td>
<td>0.00009</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>0.8</td>
<td>0.2</td>
<td>0.8</td>
<td>STDEV</td>
<td>0.00533</td>
<td>0.04239</td>
<td>0.06700</td>
<td>0.00449</td>
<td>0.00989</td>
<td>0.0264</td>
<td>0.00449</td>
<td>0.00229</td>
<td>0.00015</td>
<td>0.00032</td>
<td>0.00009</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSE</td>
<td>0.00533</td>
<td>0.04239</td>
<td>0.06700</td>
<td>0.00449</td>
<td>0.00989</td>
<td>0.0264</td>
<td>0.00449</td>
<td>0.00229</td>
<td>0.00015</td>
<td>0.00032</td>
<td>0.00009</td>
</tr>
</tbody>
</table>

Note: “GS001”, “GS005”, “AIC”, “BIC” denote the dynamic OLS estimator with $K$ chosen by the general to specific approach with 1% and 5% significant levels, AIC, and BIC, respectively. “L&L” denotes the dynamic OLS estimator with the leads and lags, and “Lags” denotes the dynamic OLS estimator without leads after testing for Granger non-causality.