ALEXANDER POLYNOMIALS OF DOUBLY PRIMITIVE KNOTS
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Abstract. We give a formula for Alexander polynomials of doubly primitive knots. This also gives a practical algorithm to determine the genus of any doubly primitive knot.

1. Introduction

Let $S$ be a standardly embedded closed orientable surface of genus two in the 3-sphere $S^3$. Then $S^3$ is divided into two handlebodies $H$ and $H'$ of genus two by $S$. Let $K$ be a non-trivial knot in $S^3$, which lies on $S$. Then $K$ is said to be doubly primitive if $K$ represents a free generator of both $\pi_1(H)$ and $\pi_1(H')$. This notion was introduced by Berge [1], and he observed that every doubly primitive knot admits Dehn surgery which yields a lens space. Moreover, he suggested that if a knot admits such Dehn surgery then the knot is doubly primitive. See also [5, Conjecture 4.5] and [9, Problem 1.78]. Thus it is not too much to say that doubly primitive knots constitute one important class of knots from the viewpoint of Dehn surgery.

Recently, Ozsváth and Szabó [12] gave strong restrictions on the Alexander polynomials of knots which admit lens space surgeries by using knot Floer homology. However, as they commented, their condition is not sufficient. For example, the Alexander polynomial of the knot $10_{1212}$ satisfies their condition, but this knot has no lens space surgery. Also, such restrictions are obtained in [6, 7, 8, 10]. In this paper, we will give an explicit formula for the Alexander polynomials of doubly primitive knots, and recover Ozsváth and Szabó's condition. Although we need to know the description of the dual knot, defined below, of a doubly primitive knot, it is easy to calculate the Alexander polynomial by hand or computer.

To state the result, we describe the parameters of doubly primitive knots. Let $K$ be a doubly primitive knot in $S^3$. Suppose that $K$ lies on $S$ as above. Then $S \cap \partial N(K)$ consists of two essential loops on $\partial N(K)$, where $N(K)$ denotes a regular neighborhood of $K$. The isotopy class $\gamma$ of one of these loops is called the surface slope with respect to the pair $(S, K)$. As Berge observed, $\gamma$-Dehn surgery on $K$ yields a lens space. Since the surface slope depends on the position of $K$ on $S$, it is not unique in general. In fact, any doubly primitive knot admits at most two surface slopes. For, a surface slope corresponds to an integer in the usual way ([13]), and any non-trivial knot admits at most two integral slopes which yield lens spaces by [3, 11]. Suppose that the $\gamma$-surgtered manifold $K(\gamma)$ on $K$ is a lens space $L(p, q)$. (We can assume that $0 < q < p$.) Let $K^*$ be the core of the attached solid torus of $K(\gamma)$. We call it the associated dual knot of $K$ with respect to $(S, K)$. Let $(V_1, V_2)$ be a genus one Heegaard splitting of $L(p, q)$. A properly embedded arc $t$ in
V_i is said to be trivial if t is isotopic into ∂V_i. Then Berge [1] proved that K^* can be expressed as the union of two trivial arcs in V_1 and V_2. (Unfortunately, Berge’s paper [1] is unpublished, but the proof can be found in [14].) Furthermore, K^* is isotopic to a knot K/L(p, q); k) in L(p, q) for some integer k, 1 ≤ k < p, which will be defined in Section 2. For the doubly primitive knots constructed by Berge in [1], which are expected to give all doubly primitive knots, there is a way to obtain such a presentation [15].

For the triplet (p, q, k), we define a Laurent polynomial. For i ∈ {0, 1, 2, ..., p − 1}, let ψ(i) be the unique integer such that ψ(i)q ≡ i (mod p) and 1 ≤ ψ(i) ≤ p. Let Φ(i) = \# \{j | ψ(j) < ψ(i) and 1 ≤ j ≤ k − 1\}, where \# means the cardinality. Then put

\[ F(t) = \sum_{i=0}^{k-1} t^{Φ(i)p−ψ(i)k} \]

and \([k] = t^{k-1} + t^{k-2} + \cdots + t + 1\).

**Theorem 1.1.** Let K be a doubly primitive knot in S^3. For a surface slope γ of K, suppose that K(γ) = L(p, q). Let K(L(p, q); k) be the associated dual knot in L(p, q). Then the Alexander polynomial ΔK(t) of K is equal to F(t)/[k], up to multiplication by a unit ±tn.

Once we have (p, q, k), it is easy to calculate F(t). We will demonstrate some calculations in Section 6.

Ozsváth and Szabó [12] showed that any doubly primitive knot is fibered. Hence the degree of the Alexander polynomial of a doubly primitive knot K is equal to twice the genus g(K). Thus our theorem gives a practical algorithm to determine the genus of any doubly primitive knot.

The following recovers the condition by Ozsváth and Szabó [12, Corollary 1.3].

**Theorem 1.2.** Let K be a doubly primitive knot in S^3. Then the Alexander polynomial of K has the form

\[ Δ_K(t) = 1 + \sum_{i=1}^{m} (-1)^i (t^{n_i} + t^{-n_i}) \]

for some sequence 0 < n_1 < n_2 < \cdots < n_m.

2. **Standard position**

Let K be a doubly primitive knot on S as in Section 1. Suppose that K has the surface slope γ with respect to (S, K), and K(γ) = L(p, q). Let (V_1, V_2) be a genus one Heegaard splitting of L(p, q). Figure 1 shows V_1 with its meridian disk D_1 and ∂D_2 on ∂V_1, where D_2 is a meridian disk of V_2. We assume that ∂D_2 gives a (p, q)-curve on ∂V_1 with the indicated orientation.

The intersection points of ∂D_1 and ∂D_2 are labelled P_0, P_1, ..., P_{p-1} successively along the positive direction of ∂D_1. Let k ∈ {1, 2, ..., p−1}. For i = 1, 2, let t_k^i be a simple arc in D_1 joining P_i to P_k. Then the knot t_k^i ∪ t_k^j is denoted by K(L(p, q); k).

In Figure 1, a projection of t_k^2 on ∂V_1 is illustrated.

For i ∈ {0, 1, 2, ..., p−1}, let ψ(i) be the unique integer such that ψ(i)q ≡ i (mod p) and 1 ≤ ψ(i) ≤ p, and let Φ(i) = \# \{j | ψ(j) < ψ(i) and 1 ≤ j ≤ k − 1\} as in Section 1. Although the function Ψ(i) does not depend on k, Φ(i) depends on k.

We call the sequence \{qψ(p) \mod p\}_i=1^m the basic sequence. Then Ψ(i) indicates the position of i in the basic sequence. For convenience, let Ψ(p) = p and Φ(p) = p − 1. Thus Ψ determines a permutation on the set {1, 2, ..., p}, since p and q are coprime. We remark that Ψ(k) = Ψ_p(k) and Φ(k) = Φ_p(k) in the notation of [14]. Saito [14, Theorem 4.5] shows that p · Φ(k) − k · Ψ(k) = ±1 or ±1 − p. In fact, this condition
Lemma 2.1. $p$ and $k$ are coprime.

3. Presentation of knot group

For $i \in \{1, 2, \ldots, p\}$, let

$$E(i) = \begin{cases} 1 & \text{if there is some integer } 0 \leq j < k \text{ with } j \equiv iq \pmod{p}, \\ 0 & \text{otherwise.} \end{cases}$$

We remark that exactly $k$ terms are non-zero among $\{E(i)\}$. Let $G = \pi_1(L(p,q) - K(L(p,q);k))$. Then $G$ has a presentation $(X, Y | R(X,Y))$, where $R(X,Y) = \prod_{j=1}^{p} (XY^{E(i)})$ and the abelianizer $a : G \to \mathbb{Z} = \langle t \rangle$ sends $X$ to $t^{-k}$ and $Y$ to $t^p$.

Let $F = \langle X, Y \rangle$ be the free group generated by $\{X, Y\}$, and let $\phi : F \to G = F/(R(X,Y))$ be the canonical homomorphism. The unique extensions of $\phi$ and $a$ to the group rings are denoted by the same symbols. Then the Alexander matrix of the above presentation of $G$ is

$$\begin{pmatrix} F_X(t) & F_Y(t) \end{pmatrix} = \left( a\phi(\frac{\partial R(X,Y)}{\partial X}) & a\phi(\frac{\partial R(X,Y)}{\partial Y}) \right).$$

Thus the Alexander polynomial $\Delta_K(t)$ is the greatest common divisor of $F_X(t)$ and $F_Y(t)$ (cf. [2]).

Lemma 3.2. $\frac{\partial R(X,Y)}{\partial X} = 1 + \sum_{i=1}^{p-1} \prod_{j=1}^{i} XY^{E(i)}$ and $\frac{\partial R(X,Y)}{\partial Y} = \sum_{i=1}^{p} E(i)\left(\prod_{j=1}^{i-1} XY^{E(j)}\right)X$.

Proof. This is a straightforward calculation. See [2].

Suppose $E(i_j) \neq 0$ for $i_j$, where $i_1 < i_2 < \cdots < i_k$. For convenience, let $i_0 = 1$ when $i_1 > 1$. Notice that $i_k = p$.

Let $s(i) = \sum_{j=1}^{i} E(j)$ and $c(i) = -ik + ps(i)$. Then $s(p) = k$ and $c(p) = 0$. 

Lemma 3.3. $F_X(t) = \sum_{i=1}^{p} t^{c(i)}$ and $F_Y(t) = \sum_{i=1}^{k} t^{c(i)-p}$.

Proof. By Lemma 3.2, $F_X(t) = 1 + \sum_{i=1}^{p-1} \prod_{j=1}^{i} t^{-k+E(i)p} = 1 + \sum_{i=1}^{p-1} t^{-ik+ps(i)} = \sum_{i=1}^{p} t^{-ik+ps(i)}$. Similarly, $\frac{\partial R(X,Y)}{\partial Y} = \sum_{i=1}^{k} (\prod_{h=1}^{i-1} XY^{E(h)})X$, and hence $F_Y(t) = \sum_{i=1}^{k} t^{-ik+(j-1)p}$. Since $c(i_j) = -i_j k + ps(i_j) = -i_j k + pj$, we have $F_Y(t) = \sum_{j=1}^{k} t^{c(i_j)-p}$. 

\[ \text{Figure 1} \]
Lemma 3.4. \( |p| \) divides \( F_X(t) \), and \( |k| \) divides \( F_Y(t) \).

**Proof.** Let \( \zeta \neq 1 \) be a \( p \)-th root of unity. Then \( F_X(\zeta) = \sum_{i=1}^{p} \zeta^{-ik} = 0 \), since \( p \) and \( k \) are coprime. Hence \( |p| \) divides \( F_X(t) \).

Similarly, if \( \xi \neq 1 \) is a \( k \)-th root of unity, then \( F_Y(\xi) = \sum_{j=1}^{k} \xi^{(j-1)p} = 0 \), since \( p \) and \( k \) are coprime again. Thus \( |k| \) divides \( F_Y(t) \). \(\square\)

By Lemma 3.4, we can set \( F_X(t) = |p| f_X(t) \) and \( F_Y(t) = |k| f_Y(t) \). Since \( p \) and \( k \) are coprime by Lemma 2.1, two polynomials \( |p| \) and \( |k| \) are also coprime. Hence the greatest common divisor of \( F_X(t) \) and \( F_Y(t) \) coincides with that of \( f_X(t) \) and \( f_Y(t) \).

Let \( d = \min\{c(i) \mid 1 \leq i \leq p\} \) and \( e = \min\{c(i_j) - p \mid 1 \leq j \leq k\} \). Consider the polynomial \( G_X(t) = t^{-d} F_X(t) \). Hence the lowest degree of the terms in \( G_X(t) \) is zero. Then \( G_X(t) = \sum_{i=1}^{p} t^{c(i)-d} \) by Lemma 3.3. A term \( t^{c(i)-d} \) of \( G_X(t) \) is said to be excessive if \( c(i) - d \geq p \). Similarly, let \( G_Y(t) = t^{-e} F_Y(t) \). Then the lowest degree of the terms in \( G_Y(t) \) is also zero, and \( G_Y(t) = \sum_{j=1}^{k} t^{c(i_j)-p-e} \). A term \( t^{c(i_j)-p-e} \) of \( G_Y(t) \) is said to be excessive if \( c(i_j) - p - e \geq k \). For a term \( t^{c(i_j)-p-e} \) of \( G_Y(t) \), let \( d(i_j) \) be the unique integer such that \( 0 \leq d(i_j) < k \) and \( c(i_j) - p - e \equiv d(i_j) \) (mod \( k \)). Then \( c(i_j) - p - e - d(i_j) = m(i_j)k \) for some \( m(i_j) \geq 0 \). This integer \( m(i_j) \) is called the multiplicity of the term. In particular, \( m(i_j) = 0 \) for a non-excessive term. Since \( G_Y(t) \) contains a constant term, \( m(i_j) = 0 \) for some \( j \).

The next two propositions will be proved in Section 4.

**Proposition 3.5.** \( t^{-e} f_Y(t) = 1 + (t-1) \sum_{m(i_j) > 0} t^{d(i_j)} [m(i_j)]^k \).

**Proposition 3.6.** \( t^{-d} f_X(t) = 1 + (t-1) \sum_{m(i_j) > 0} t^{d(i_j)} [m(i_j)]^k \).

**Proof of Theorem 1.1.** By Propositions 3.5 and 3.6, the Alexander polynomial \( \Delta_K(t) = f_Y(t) / F_Y(t) \). Hence it suffices to show that \( F(t) \), defined in Section 1, coincides with \( F_Y(t) \).

Let \( \Psi^{-1} \) be the inverse of the permutation \( \Psi \). Then \( \Psi^{-1}\{i_1, i_2, \ldots, i_k\} = \{0, 1, 2, \ldots, k-1\} \). Since \( \Phi(\Psi^{-1}(i_j)) = j-1 \), \( c(i_j) - p = (-i_jk + jp) - p = -i_j + \Phi(\Psi^{-1}(i_j))p \). Hence

\[
F(t) = \sum_{i=0}^{k-1} t^{\Phi(i)p - \Phi(i)k} = \sum_{j=1}^{k} t^{\Phi(\Psi^{-1}(i_j))p - \Phi(\Psi^{-1}(i_j))k} = \sum_{j=1}^{k} t^{c(i_j)-p} = F_Y(t)
\]

by Lemma 3.3. This completes the proof of Theorem 1.1. \(\square\)

Similarly, we can show that \( F_X(t) = \sum_{i=0}^{p-1} t^{(1-\Psi(i))k + \Phi(i)p} \). Thus the Alexander polynomial \( \Delta_K(t) \) is also equal to \( F_X(t) / F_Y(t) \). But the calculation \( F_Y(t) / |k| \) is simpler, because \( k < p \).

4. Degree sequences

If \( 1 \leq a < b \leq p \), then the interval \([a, b]\) means the set \( \{i \mid a \leq i \leq b\} \subset \{1, 2, \ldots, p\} \), and \([b, a]\) means \( \{i \mid b \leq i \leq p \text{ or } 1 \leq i \leq a\} \). Moreover, if \( 1 \leq a \leq p < c < a + p \), then let \([a, c] = [a, p] \cup [1, c - p] \). Thus \([a, c] = [a, c - p] \).

**Lemma 4.1.** (1) Let \( j \in \{0, 1, 2, \ldots, k-1\} \). On the interval \([i_j, i_{j+1} - 1]\),

\( c(i) = -ik + pj \), and \( c(i_{j+1}) = c(i_{j+1} - 1) + p - k \). (Here, \( i_1 - 1 = i_k \) if \( i_1 = 1 \).)
(2) \{c(i) \mid 1 \leq i \leq p\} = \{0, 1, 2, \ldots, p - 1\} (\text{mod} \ p).

(3) Let \(i_a \leq i < i_{a+1}\) for \(a \in \{0, 1, 2, \ldots, k - 1\}\). Then \(c(i) = c(i_j) - (i - i_j)k + (a - j)p\) for \(1 \leq j \leq k\).

Proof. (1) On the interval \([i_j, i_{j+1} - 1]\), \(s(i) = j\). Hence \(c(i) = -ik + pj\). Since \(s(i_{j+1}) = j + 1\), \(c(i_{j+1}) = -(i_{j+1})k + p(j + 1) = c(i_{j+1} - 1) + p - k\).

(2) Since \(c(i) \equiv -ik \pmod{p}\), the conclusion follows from the fact that \(p\) and \(k\) are coprime.

(3) From (1), \(c(i) = -ik + pa\) and \(c(i_a) = -ia_k + pa\). Hence \(c(i) = c(i_a) - (i - i_a)k\).

If \(a \geq 2\), \(c(i_a) = c(i_{a-1}) - (i_a - i_{a-1})k + p\), so \(c(i) = c(i_{a-1}) - (i - i_a)k + p\). Thus we have \(c(i) = c(i_j) - (i - i_j)k + (a - j)p\) for \(1 \leq j \leq a\).

From (1), \(c(i_{a+1}) = c(i_{a+1} - 1) + (p - k) = c(i) - (i_{a+1} - 1 - i)k + p - k = c(i) - (i_{a+1} - i)k + p\). Thus \(c(i) = c(i_{a+1}) - (i - i_{a+1})k - p\). For \(j \geq a + 2\), \(c(i_j) = c(i_{a+1}) - (i_j - i_{a+1})k + (j - a - 1)p\). Hence \(c(i) = c(i_j) - (i_j - i_j)k + (a - j)p\).

Thus the degree sequence \(\{c(i)\}_i=1^p\) of \(F_X(t)\) increases by \(p - k\) at \(i_1, i_2, \ldots, i_k\), and decreases by \(k\) elsewhere.

Lemma 4.2. \(\{d(i_1), d(i_2), \ldots, d(i_k)\} = \{0, 1, 2, \ldots, k - 1\}\).

Proof. Assume \(d(i_j) = d(i_k)\). Then \(c(i_j) \equiv c(i_k) \pmod{k}\). Since \(c(i_j) \equiv pj \pmod{k}\) and \(c(i_k) \equiv ph \pmod{k}\), we have \(pj \equiv ph \pmod{k}\). Thus \(j = h\), because \(p\) and \(k\) are coprime. Hence \(\{d(i_1), d(i_2), \ldots, d(i_k)\} = \{0, 1, 2, \ldots, k - 1\}\).

Proof of Proposition 3.5. By Lemma 4.2,

\[
G_Y(t) = \sum_{j=1}^{k} t^{c(i_j) - p - e} = \sum_{j=1}^{k} t^{d(i_j) + m(i_j)k} = \sum_{m(i_j)=0} t^{d(i_j)} + \sum_{m(i_j)>0} t^{d(i_j)+m(i_j)k} = [k] + \sum_{m(i_j)>0} \left(t^{d(i_j) + m(i_j)k} - t^{d(i_j)}\right) = [k] + \sum_{m(i_j)>0} t^{d(i_j)\{m(i_j)\}k} = [k] + \sum_{m(i_j)>0} t^{\{m(i_j)\}k} \left(1 + (t - 1) \sum_{m(i_j)>0} t^{\{m(i_j)\}k}\right).
\]

Since \(G_Y(t) = t^{-e}F_Y(t) = t^{-e}[k]f_Y(t)\), we have the conclusion.

To prove Proposition 3.6, we need some technical lemmas.

Lemma 4.3. Let \(m(i_j) > 0\) and \(n \geq 0\).

(1) \(c(i_j) - d - nk \geq p\) if and only if \(n \leq m(i_j) - 1\).

(2) \(\sum_{n=0}^{m(i_j)-1} c^{(i_j)-d-nk-p} = \sum_{n=0}^{m(i_j)-1} t^{d(i_j)+(m(i_j)-1)k} + \sum_{n=0}^{m(i_j)-2} t^{d(i_j)+(m(i_j)-2)k} + \ldots + t^{d(i_j)+k} + t^{d(i_j)}\)

Proof. (1) First, we claim

Claim 4.4. \(d = e + k\).

Proof of Claim 4.4. By Lemma 4.1, \(d = c(i_\ell - 1)\) for some \(\ell\), and \(e = c(i_\ell - p)\).

Since \(c(i_j) = c(i_\ell - 1) + (p - k)\), \(e + p = d + (p - k)\).

By Claim 4.4, \(c(i_j) - d - nk - p = (c(i_j) - p - e) - (n + 1)k = d(i_j) + (m(i_j) - 1 - n)k\).

Thus \(c(i_j) - d - nk - p \geq 0\) if and only if \(m(i_j) - 1 \geq n\).

(2) \(\sum_{n=0}^{m(i_j)-1} c^{(i_j)-d-nk-p} = \sum_{n=0}^{m(i_j)-1} t^{d(i_j)+(m(i_j)-1)k} + \sum_{n=0}^{m(i_j)-2} t^{d(i_j)+(m(i_j)-2)k} + \ldots + t^{d(i_j)+k} + t^{d(i_j)}\)

= \(t^{d(i_j)\{m(i_j)\}k} \left(1 + (t - 1) \sum_{m(i_j)>0} t^{\{m(i_j)\}k}\right)\).
Let $\mathcal{E} = \{i : \text{the } i\text{-th term of } G_X(t) \text{ is excessive}\}$, and let $\mathcal{E}'$ be its complement in $\{1, 2, \ldots, p\}$. Since $G_X(t)$ contains a constant term, $\mathcal{E}' \neq \emptyset$. Then

$$G_X(t) = \sum_{i \in \mathcal{E}'} c(i)-d + \sum_{i \in \mathcal{E}} c(i)-d.$$ 

Consider a partition of $\mathcal{E}$ as follows. Let $W(h) = \{i \mid hp \leq c(i) - d < (h + 1)p\}$ for a positive integer $h$, and let $\mathcal{E} = W(1) \cup W(2) \cup \cdots \cup W(\ell)$.

**Lemma 4.5.** $\ell \leq k - 1$.

**Proof.** By Lemma 4.1, the sequence $\{c(i)\}_{i=1}^{p}$ increases only $k$ times. (If $i_1 = 1$, then count $c(i_1) \rightarrow c(i_2)$.) Thus deg $G_X(t) \leq k(p - k) < kp$. □

**Lemma 4.6.** Let $i \in \mathcal{E}$, and let $A = \{j \mid m(i_j) > 0 \text{ and } i \in \{i_j, i_j + m(i_j) - 1\}\}$. Then $i \in W(h)$ if and only if $2A = h$.

**Proof.** Choose the biggest $i_a$ with $i_a \leq i$ among $\{i_1, i_2, \ldots, i_k\}$. (If $i < i_1$, then let $i_a = i_k$.) Assume $i \in W(h)$. Then $hp \leq c(i) - d < (h + 1)p$. We distinguish two cases.

**Case 1:** $a > h$.

For $j \in \{0, 1, \ldots, h - 1\}$, $c(i) - d = c(i_{a-j}) - e - (i - i_{a-j} + 1)k + jp$ by Lemma 4.1(3) and Claim 4.4. Hence $c(i_{a-j}) - e - (i - i_{a-j} + 1)k + jp \geq hp$, giving $c(i_{a-j}) - p - e \geq (i - i_{a-j} + 1)k \geq k$. Hence $m(i_{a-j}) > 0$.

Furthermore, $c(i_{a-j}) - p - e = d(i_{a-j}) + m(i_{a-j})k \geq (i - i_{a-j} + 1)k$ gives $(1 + m(i_{a-j}))k > (i - i_{a-j} + 1)k$, since $d(i_{a-j}) < k$. Thus $m(i_{a-j}) > i - i_{a-j}$, so $i \in \{i_{a-j}, i_{a-j} + m(i_{a-j}) - 1\}$.

Since $c(i) = c(i_{a-h}) - (i - i_{a-h})k + hp$, $c(i) - d - hp = c(i_{a-h}) - d - (i - i_{a-h})k < p$. Then $i - i_{a-h} \geq m(i_{a-h})$ by Lemma 4.3(1). That is, $i \geq i_{a-h}$. Hence $A = \{a - j \mid 0 \leq j \leq h - 1\}$.

**Case 2:** $a \leq h$.

For $1 \leq j \leq a$, we can show that $m(i_j) > 0$ and $i \in \{i_j, i_j + m(i_j) - 1\}$ exactly as in Case 1. By Lemma 4.1, $c(i) = c(i_k) - ik + ap$. If $a = h$, then $c(i_k) - d - ik = c(i) - d - hp < p$. Thus $i \geq m(i_k)$ by Lemma 4.3(1). Hence $A = \{1, 2, \ldots, h\}$. Thus we suppose $a < h$. Consider $i_{k-j}$ for $j = 0, 1, 2, \ldots, h - a - 1$. By Lemma 4.5, $h \leq \ell \leq k - 1$. Hence $k(h - a - 1) \geq a + 2$. Then $c(i) = c(i_{k-j}) - (i - i_{k-j})k + (a - (k - j))p$ by Lemma 4.1(3). Thus $c(i_{k-j}) - p - e = c(i) - d - (j + 1)p + a + (i - i_{k-j} - 1)k \geq k$, so $m(i_{k-j}) > 0$.

Also, $c(i_{k-j}) - p - e = d(i_{k-j}) + m(i_{k-j})k \geq (i + p - i_{k-j} + 1)k$ gives $m(i_{k-j}) > i + p - i_{k-j}$. Therefore $i < i_{k-j} + m(i_{k-j}) - p$, which means $i \in \{i_{k-j}, i_{k-j} + m(i_{k-j}) - 1\}$.

Finally, $c(i) = c(i_{k-h+a}) - (i - i_{k-h+a})k + (a - (k - h + a))p = c(i_{k-h+a}) - (i - i_{k-h+a})k + (h - k)p$. Then $c(i) - d - hp = c(i_{k-h+a}) - d - (i + p - i_{k-h+a})k < p$. By Lemma 4.3(1), $i + p - i_{k-h+a} \geq m(i_{k-h+a})$. That is, $i \geq i_{k-h+a} + m(i_{k-h+a}) - p$. Hence $\mathcal{A} = h$.

Conversely, if $\mathcal{A} = h$, then we can verify that $A = \{a - j \mid 0 \leq j \leq h - 1\}$ if $a \geq h$ or $A = \{k - j \mid 0 \leq j \leq h - a - 1\} \cup \{1, 2, \ldots, a\}$ if $a < h$.

In the former, $c(i) = c(i_{a-h+1}) - (i - i_{a-h+1})k + (h - 1)p$. Since $c(i_{a-h+1}) - d - (i - i_{a-h+1})k \geq p$ by Lemma 4.3(1), $c(i) - d - hp = c(i_{a-h+1}) - d - (i - i_{a-h+1})k - p \geq 0$. Thus $c(i) - d \geq hp$. If $c(i) - d \geq (h + 1)p$, then $a - h \in A$ if $a > h$, or $k \in A$ if $a = h$, a contradiction. Hence $i \in W(h)$.

If $a < h$, then $c(i) = c(i_{k-h+a+1}) - (i - i_{k-h+a+1})k + (a - (k - h + a + 1))p = c(i_{k-h+a+1}) - (i - i_{k-h+a+1})k + (h - k - 1)p$. Since $c(i_{k-h+a+1}) - d - (i + p - i_{k-h+a+1})k \geq p$, $c(i) - d - hp = c(i_{k-h+a+1}) - d - (i + p - i_{k-h+a+1})k - p \geq 0$. If $c(i) - d \geq (h + 1)p$, then $k - h + a \in A$, a contradiction. Hence $i \in W(h)$.
Proof of Proposition 3.6. Let \( R(t) = \sum_{i \in \mathcal{E}} t^c(i)-d \). Then
\[
R(t) = t^p \sum_{i \in W(1)} t^c(i)-d-p + t^{2p} \sum_{i \in W(2)} t^c(i)-d-2p + \ldots + t^{fp} \sum_{i \in W(f)} t^c(i)-d-fp.
\]

Thus
\[
G_X(t) = [p] + R(t) - \left( \sum_{i \in W(1)} t^c(i)-d-p + \sum_{i \in W(2)} t^c(i)-d-2p + \ldots + \sum_{i \in W(f)} t^c(i)-d-fp \right)
\]
\[
= [p] + (t^p - 1) \sum_{i \in W(1)} t^c(i)-d-p + (t^{2p} - 1) \sum_{i \in W(2)} t^c(i)-d-2p + \ldots
\]
\[
+ \ldots + (t^{fp} - 1) \sum_{i \in W(f)} t^c(i)-d-fp
\]
\[
= [p] \left( 1 + (t - 1) \sum_{i \in W(1)} t^c(i)-d-p + (t - 1)[2^p] \sum_{i \in W(2)} t^c(i)-d-2p + \ldots
\]
\[
+ \ldots + (t - 1)[\ell]^p \sum_{i \in W(\ell)} t^c(i)-d-\ell p \right)
\]
\[
= [p] \left( 1 + (t - 1) \left[ \left[ 1 \right] \sum_{i \in W(1)} t^c(i)-d-p + [2^p] \sum_{i \in W(2)} t^c(i)-d-2p + \ldots
\]
\[
+ \ldots + [\ell]^p \sum_{i \in W(\ell)} t^c(i)-d-\ell p \right) \right).
\]

Let \( S_h(t) = [h]^p \sum_{i \in W(h)} t^c(i)-d-hp \) for \( 1 \leq h \leq \ell \). Since \( G_X(t) = t^{-d}F_X(t) = t^{-d}[p]f_X(t) \), we have \( t^{-d}f_X(t) = G_X(t)/[p] \). Thus it suffices to show that \( \sum_{h=1}^{\ell} S_h(t) = \sum_{m_{i(j)} > 0} t^{d(i)}[m(i)]^k \).

First,
\[
S_h(t) = (t^{(h-1)p} + t^{(h-2)p} + \ldots + t^p + 1) \sum_{i \in W(h)} t^c(i)-d-hp
\]
\[
= \sum_{i \in W(h)} t^c(i)-d-p + \sum_{i \in W(h)} t^c(i)-d-2p + \ldots + \sum_{i \in W(h)} t^c(i)-d-hp.
\]

Suppose \( i \in W(h) \). Let \( A = \{j \mid m(i_j) > 0 \text{ and } i \in [i_j, i_j + m(i_j) - 1]\} \). By Lemma 4.6, \( \sharp A = h \). Let \( i_o \) be the biggest in \( A \) as in the proof of Lemma 4.6. Recall that \( A = \{a-j \mid 0 \leq j \leq h-1\} \) if \( a \geq h \) or \( A = \{k-j \mid 0 \leq j \leq h-a-1\} \cup \{1, 2, \ldots, a\} \) if \( a < h \). Then \( t^{c(i)-d-p} \) appears in \( t^{d(i)}[m(i)]^k \) by Lemma 4.3(2). Similarly, \( t^{c(i)-d-2p} \) appears in \( t^{d(i+1)}[m(i+1)]^k \) if \( a > 1 \), or \( t^{d(i)}[m(i)]^k \) if \( a = 1 \). Continuing this, we see that \( t^{c(i)-d-p}, t^{c(i)-d-2p}, \ldots, t^{c(i)-d-hp} \) appear in \( \sum_{j \in A} t^{d(i)}[m(i)]^k \) and the correspondence is one-one.

Conversely, let \( m(i_j) > 0 \), and choose a term \( t^{c(i_j)-d-p-nk} \) in \( t^{d(i)}[m(i_j)]^k \). Let \( i = i_j + n \). Then \( c(i) - d = c(i_j) - d - nk \geq p \) by Lemma 4.3(1). Hence \( i \in W(h) \) for some \( h \). Thus the term \( t^{c(i_j)-d-p-nk} \) appears in \( S_h(t) \).

\( \square \)

Remark 4.7. A computer experiment suggests that \( \mathcal{E} = W(1) \), that is, \( \deg G_X(t) < 2p \). If this is true, then the proofs of Lemma 4.6 and Proposition 3.6 would be greatly simplified.

5. Proof of Theorem 1.2

Let \( \{a_1, a_2, \ldots, a_h\} = \{i_j \mid m(i_j) > 0\} \) and \( a_1 < a_2 < \cdots < a_h \). By Propositions 3.5 and 3.6, the Alexander polynomial of \( K \) has the form \( 1 + (t - 1) \sum_{i=1}^{h} t^{d(a_i)}[m(a_i)]^k = 1 + (t - 1) \sum_{i=1}^{h} (t^{d(a_i)+m(a_i)-1})k + t^{d(a_i)+m(a_i)-2})k + \ldots + t^{d(a_i)+k} + t^{d(a_i)}) \). Let
Let \( V_i = \{ d(a_i) + (m(a_i) - j)k \mid 1 \leq j \leq m(a_i) \} \) and \( V_i^h = \{ d(a_i) + (m(a_i) - j)k + 1 \mid 1 \leq j \leq m(a_i) \} \) for \( 1 \leq i \leq h \). Also, let \( U_i = \bigcup_{i=1}^{h} U_i \) and \( V = \bigcup_{i=1}^{h} V_i \).

**Lemma 5.1.** If \( i \neq j \), then \( U_i \cap U_j = \emptyset \), and hence \( V_i \cap V_j = \emptyset \).

**Proof.** Since any element of \( U_i \) is congruent to \( d(a_i) \mod k \), the conclusion immediately follows from Lemma 4.2. \( \square \)

Lemma 5.1 implies that any coefficient in \( \Delta_K(t) \) is \( \pm 1 \).

**Lemma 5.2.** The elements of \( U \cup V - (U \cap V) \) have the order \( u_1 < u_2 < v_2 < \cdots < u_m < v_m \), where \( u_i \in U \) and \( v_j \in V \).

**Proof.** Let \( u_1 = \min \{ d(a_i) \mid 1 \leq i \leq h \} \). Then \( u_1 \) is the minimal number of \( U \) and \( u_1 \notin V \), but \( u_1 + 1 \in V \). If \( u_1 + 1 \notin U \), then let \( v_1 = u_1 + 1 \). Otherwise, \( u_1 + 2 \in V \). If \( u_1 + 2 \notin U \), then let \( v_1 = u_1 + 2 \). Continuing this process, we finally find \( v_1 \in V - U \) satisfying that \( u_1 < v_1 \) and there is no element of \( U \cup V - (U \cap V) \) between \( u_1 \) and \( v_1 \). The same argument shows that for any \( u \notin U - V \), the next element appears in \( V \). Since \( U \) and \( V \) have the same cardinality, the elements of \( U \) and \( V \) must alternate. \( \square \)

**Proof of Theorem 1.2.** Since \( G_Y(t) \) contains a constant term, the corresponding \( d(i_j) \) is zero. Hence \( d(a_i) \neq 0 \) for \( 1 \leq i \leq h \). This means \( u_i \neq 0 \). Thus the set \( U \cup V - (U \cap V) \) gives all degrees of the terms in \( \Delta_K(t) \) except the constant term 1. Thus \( \Delta_K(t) = 1 - t^{u_1} + \cdots - t^{u_m} + t^{v_m} \). From the reciprocity of Alexander polynomials ([2]), this completes the proof of Theorem 1.2. \( \square \)

6. Examples

**Example 6.1.** Let \( K \) be the right-handed trefoil. Then 5-surgery on \( K \) yields \( L(5, 4) \). The associated dual knot is \( K(L(5, 4); 2) \) as shown in [14, Example 5.1]. Set \( p = 5, \ q = 4 \) and \( k = 2 \). Let us consider the basic sequence

\[
\{nq\}_{n=1}^{5} : 4, 3, 2, 1, 0.
\]

Then \( \Psi(i) \) is equal to the position of \( i \) in this sequence, and \( \Phi(i) \) is equal to the number of terms smaller than \( k \) before the term \( i \) in the sequence. See Table 1.

<table>
<thead>
<tr>
<th>( i )</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Psi(i) )</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>( \Phi(i) )</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( \Phi(i)p - \Psi(i)k )</td>
<td>-5</td>
<td>-8</td>
</tr>
</tbody>
</table>

Thus \( F(t) = t^{-5} + t^{-4} = t^{-3}(t^3 + 1) \). Since \( [k] = [2] = t + 1 \), \( \Delta_K(t) = F(t)/[2] = t^{k-3}(t^2 - t + 1) \).\( \square \)

**Example 6.2.** Let \( K \) be the \((-2, 3, 7)\)-pretzel knot. It is well known that 18-surgery on \( K \) yields \( L(18, 5) \) ([4]). In fact, \( K \) is doubly primitive, and the associated dual knot in \( L(18, 5) \) is \( K(L(18, 5); 7) \) as shown in [14, Example 5.2]. Set \( p = 18, q = 5 \) and \( k = 7 \). Then the basic sequence is

\[
\{nq\}_{n=1}^{18} : 5, 10, 15, 2, 7, 12, 17, 4, 9, 14, 1, 6, 11, 16, 3, 8, 13, 0.
\]

Thus we can calculate \( \Psi(i) \) and \( \Phi(i) \) as in Table 2.

Hence \( F(t) = t^{-23}(t^5 + 1 + t^3 + t^3 + t^3 + t^3 + t^{10} + t^{11}) \). Since \( [k] = [7] = t^6 + t^5 + t^4 + t^3 + t^2 + t + 1 \), \( \Delta_K(t) = F(t)/[7] = 1 - t + t^3 - t^4 + t^5 - t^6 + t^7 - t^8 + t^{10} \).\( \square \)
Table 2

<table>
<thead>
<tr>
<th>$i$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi(i)$</td>
<td>18</td>
<td>11</td>
<td>4</td>
<td>15</td>
<td>8</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>$\Phi(i)$</td>
<td>63</td>
<td>15</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>18</td>
<td>23</td>
</tr>
</tbody>
</table>
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