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The fixed vector of any $m$-sequence based on a trinomial is explicitly obtained. Local non-randomness around the fixed vector is analyzed through model-construction and experiments. We conclude that the initial vector near the fixed vector should be avoided.
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1. Characteristic $M$-Sequence

The shift-register method is widely used for generating pseudo-random numbers for Monte-Carlo simulations. The generated sequence of 0 and 1 is called an $m$-sequence. The most common way is to use three-term linear recursion, in other words, to use primitive trinomials as characteristic polynomial. These primitive trinomials are intensively searched in [4][5]. In this paper, however, we shall show up a serious flaw of trinomial generators. That is, for some bad initial vectors, terrible non-randomness continues for extraordinarily long time. We will see an example in Section 2 for which during approximately two billions generations ($521 \times 2^{31}$ successive values), the deviation of the number of ones from its theoretical mean will always be more than thirty times the standard deviation.

This is a serious defect of trinomial-based $m$-sequences. We should comment that another defect, the deviation of the third moment, was already discovered by Lindholm[6] in 1998. He dealt with the whole period (for relatively short-period sequences, from nowadays point of view), while here we concentrate on a local bad behaviour near the initial vector (for arbitrarily long period sequences). We should also comment that a global bad behaviour of trinomials is also warned in [2] and, for $k$-nomials with small $k$, in [1] (see also its references), from the viewpoint of
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correlation coefficients.

For a given primitive polynomial \( \varphi(t) = t^n + \sum_{i=0}^{n-1} a_i t^i \) over GF(2), an \( m \)-sequence based on \( \varphi \) is a nonzero sequence \( (x_k)_{k \in \mathbb{N}} \) of GF(2) satisfying the linear recurrence

\[
x_{k+n} = \sum_{i=0}^{n-1} a_i x_{k+i}.
\]

The \( n \)-tuple \( (x_0, x_1, \ldots, x_{n-1}) \) is called the initial vector of the \( m \)-sequence. There exists a unique initial vector for which the corresponding \( m \)-sequence satisfies \( x_l = x_{2l} \) for every integer \( l \) [3]. This sequence is said to be characteristic, and the initial vector is called the fixed vector. A list of fixed vectors for primitive trinomial polynomials of degree from 2 to 168 is obtained in [11] with the aid of a computer. It has an application to coding theory (see [10]). We shall give the explicit form of the fixed vector for trinomials. The notation \( 0^n \) indicates the sequence of \( 0 \)'s of length \( n \).

**Theorem 1.** If an \( m \)-sequence \( (x_k)_{k \in \mathbb{N}} \) is based on a trinomial \( t^n + t^m + 1 \) with \( n \geq 2m \), then its fixed vector is determined as follows.

1. If \( n \) and \( m \) are odd, then the fixed vector is \( (10^{n-1}) \).
2. If \( n \) is odd and \( m \) is even, then the fixed vector is \( (10^{2n-1}10^{m-1}) \).
3. If \( n \) is even, \( m \) must be odd and the fixed vector is \( (0^n10^{m-1}) \).

Thus, the fixed vector contains at most two 1's.

**Proof.** The necessary and sufficient condition for \( (x_{l_0}, x_{l_0+1}, \ldots, x_{l_0+n-1}) \) to be the fixed vector is that \( x_{l_0+i} = x_{l_0+2i} \) holds for \( n \) consecutive integers \( l \). In fact, if the above equality holds for \( l = l_0, l_0 + 1, \ldots, l_0 + n - 1 \), then \( (x_{l_0+l_0+j})_{j \in \mathbb{N}} = (x_{l_0+2l_0+j})_{j \in \mathbb{N}} \) holds by these two sequences have the same initial vector and the same characteristic polynomial (note that \( \varphi(t)^2 = \varphi(t) \)). Since an \( m \)-sequence can be extended in reverse order, the above equality implies that \( (x_{l_0+j})_{j \in \mathbb{N}} = (x_{l_0+2j})_{j \in \mathbb{N}} \). Let us fix the initial vector to be \( (1, 0, \ldots, 0) \), which is not necessarily the fixed vector. Generate the next \( n \) bits. Since \( n \geq 2m \) we obtain

\[
\begin{array}{cccccccc}
0 & 1 & \cdots & x_{n-1} & x_m & x_{n+1} & \cdots & x_{2n-m-1} & x_{2n-m} & x_{2n-m+1} & \cdots & x_{2n-1} \\
0 & 1 & \cdots & 0 & 1 & 0 & \cdots & 1 & 0 & \cdots & 0.
\end{array}
\]

Generate the previous \( m \) bits backward and we obtain

\[
\begin{array}{cccccccc}
0 & 1 & \cdots & x_{n-1} & x_m & x_{n+1} & \cdots & x_{2n-m} & x_{2n-m+1} & \cdots & x_{2n-1} \\
1 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 & 1 & \cdots & 0.
\end{array}
\]

**Case 1.** \( n \) and \( m \) are odd.

Since both \( x_n \) and \( x_{2n-m} \) have odd indices, we have

\[
(0, x_2, \ldots, x_{2(n-1)}) = (1, 0, \ldots, 0) = (x_0, x_1, \ldots, x_{n-1}),
\]

hence \( k_0 \) is 0 and the fixed vector is \( (10^{n-1}) \).

**Case 2.** \( n \) is odd and \( m \) is even.


In this case \( k_0 \) is proved to be \( n \) as follows. Set \( k_0 := n, h := (n - 1)/2 \), and we have
\[
\begin{align*}
(x_{2k_0}, x_{2k_0} + 2, \ldots, x_{2k_0} + 2h) & = (x_1, x_3, \ldots, x_{n-2}, x_{n}, x_{n+2}, \ldots, x_{2n-1}) \\
& = (0, 0, \ldots, 0, 1, 0, \ldots, 0) \\
& = (x_{k_0}, x_{k_0} + h, x_{k_0} + 1, \ldots, x_{k_0} + h - 1, x_{k_0} + h + 1, \ldots, x_{k_0} + 2h).
\end{align*}
\]
This implies that \( k_0 \equiv n \) and that the fixed vector is \( (10^{n-m-1}10^{n-1}) \).

**Case 3. Otherwise.**

By the irreducibility of the characteristic polynomial, \( n \) even implies \( m \) odd. Since
\[
\begin{align*}
(x_{-m}, x_{-m+2}, \ldots, x_{m-2}, x_m, x_{m+2}, \ldots, x_{2n-2}) & = (0, 0, \ldots, 0, 1, 0, \ldots, 0) \\
& = (x_0, x_1, \ldots, x_{n-1}, x_n, x_{n+1}, \ldots, x_{n-1}),
\end{align*}
\]
k_0 is equal to \( m \) and the fixed vector is \( (0^{n-m}10^{n-1}) \).

\[\Box\]

Note that if \( n < 2m \), the reversed sequence \( (x_{-k})_{k \in \mathbb{N}} \) has the characteristic polynomial \( t^n + t^{n-m} + 1 \). Thus, we can obtain the fixed vector with a little calculation, and there is no problem in assuming \( n \geq 2m \) as far as randomness is concerned.

2. **NORandomness**

In this section, we show terrible nonrandomness around the fixed vector, for an \( m \)-sequence based on a trinomial. Let \( (x_k)_{k \in \mathbb{N}} \) be a characteristic \( m \)-sequence. The weight \( w_{k,M} \) of the \( k \)th \( M \)-tuple \((x_k, x_{k+1}, \ldots, x_{k+M-1})\) of an \( m \)-sequence is defined as the number of 1’s appearing in this tuple. The density \( d_{k,M} \) of the same \( M \)-tuple is defined by \( d_{k,M} := w_{k,M}/M \). The normalized deviation \( v_{k,M} \) is defined by \( v_{k,M} := (w_{k,M} - \mu)/\sigma \) with the mean value \( \mu = M/2 \) and the standard deviation \( \sigma = \sqrt{M}/2 \).

Suppose that the \( m \)-sequence is characteristic and based on a trinomial \( t^n + t^m + 1 \). We assume that \( n \) is odd since most of implementation satisfies this. We may assume that \( m \) is even by considering the reciprocal trinomial if needed. Let \( p_0 \) be the density of 1’s in the tuple \((x_0, x_1, \ldots, x_{n-1})\); in other words, \( p_0 \) is the number of 1’s in this tuple divided by \( n \). We shall predict the density of the next \( n \) bits \( x := (x_n, x_{n+1}, \ldots, x_{2n-1}) \). Since \( n \) is odd, \( x_{n+1} = x_{n+1}/2, x_{n+3} = x_{n+3}/2, \ldots, x_{2n-2} = x_{n-1} \) hold, and hence these halves of \( x \) would have almost the same density \( p_0 \). The remaining half \( n \) bits \((x_n, x_{n+2}, \ldots, x_{2n-1})\) of odd index are determined by the relation \( x_{k+n} = x_{k+n} + x_k \). By the assumption that \( n \) is odd and \( m \) is even, each of these bits is the sum of previous two \( x_i \)’s of even index. Since an \( x_i \) of even index will be 1 with “probability” \( p_0 \), it would be predicted that each \( x_i \) of odd index contained in \( x \) would be 1 with “probability” \( 2p_0(1 - p_0) \). Then the density \( p_1 \) of the vector \((x_n, x_{n+1}, \ldots, x_{2n-1})\) would be

\[\text{1The suffix } -k \text{ is considered to be modulo } 2^n - 1.\]
\[ p_n / 2 + 2p_n(1 - p_n) / 2 = (3p_n - 2p^2_n) / 2. \] This argument holds without the assumption that the starting index of the vector is the degree of the characteristic polynomial. Let \( p_n \) be the predicted density of the vector \( (x_{2^{-1}n}, x_{2^{-1}n+1}, \ldots, x_{2^{-1}n-1}) \) for \( l \geq 1 \). Then for every integer \( l \geq 1 \)

\[ n = (3p_{n-1} - 2p^2_{n-1}) / 2 \]

would hold. This is a well-known logistic recursion in Mathematical Biology. In Section 1 we showed that \( p_0 \) is very close to 0. Thus, it takes much time for recovering \( p_0 \) near 1/2.

Figure 1. Recovery of The Ratio of 1s

Figure 1 compares the density of an \( m \)-sequence with the one predicted by the model. The abscissa is the logarithm of the number of generated bits, and the ordinate is the density. Let \( (x_k)_{k \in \mathbb{N}} \) be the considered \( m \)-sequence. A point \((a, b)\) on the curve indicates that \( b = d_k \mod M \) with \( k = M = 2^{a-1} \cdot 521 \) for \( a = 1, 2, \ldots, 22 \). For \( a = 0 \), \( b \) is the weight of the fixed vector. Thus, this figure illustrates 23 of disjoint \( M \)-tuples with \( M \) increasing exponentially.

The curve labeled “Fixed” represents the \( m \)-sequence based on a trinomial \( \overline{t}^{521} + \overline{t}^{138} + 1 \) with initial vector \((1036710117)\), which is the fixed vector. The curve labeled “Not fixed” represents the \( m \)-sequence based on the same trinomial with initial vector \((1105119)\), which is not the fixed vector. The curve labeled “Predicted” is one predicted by the model. Thus, these curves indicate the behavior of 521 \( \cdot \) 22 bits of the \( m \)-sequences. From this graph, we see that the non-fixed vector recovers far more quickly than the fixed vector.
Figure 2. Normalized Deviation

Table 1. Normalized Deviation of Subsequences of m-sequences

<table>
<thead>
<tr>
<th>s</th>
<th>Fixed</th>
<th>Not Fixed</th>
<th>Penta 1</th>
<th>Penta 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2.2e+01</td>
<td>-2.2e+01</td>
<td>-1.8e+01</td>
<td>-2.2e+01</td>
</tr>
<tr>
<td>1</td>
<td>-2.2e+01</td>
<td>-2.2e+01</td>
<td>-1.8e+01</td>
<td>-2.2e+01</td>
</tr>
<tr>
<td>2</td>
<td>-4.3e+01</td>
<td>-4.3e+01</td>
<td>-2.8e+01</td>
<td>-3.7e+01</td>
</tr>
<tr>
<td>3</td>
<td>-6.5e+01</td>
<td>-6.5e+01</td>
<td>-3.3e+01</td>
<td>-4.1e+01</td>
</tr>
<tr>
<td>4</td>
<td>-8.7e+01</td>
<td>-8.7e+01</td>
<td>-4.2e+01</td>
<td>-4.3e+01</td>
</tr>
<tr>
<td>5</td>
<td>-1.1e+02</td>
<td>-1.1e+02</td>
<td>-5.1e+01</td>
<td>-5.8e+01</td>
</tr>
<tr>
<td>6</td>
<td>-1.4e+02</td>
<td>-1.4e+02</td>
<td>-6.3e+01</td>
<td>-7.9e+01</td>
</tr>
<tr>
<td>7</td>
<td>-2.1e+02</td>
<td>-2.1e+02</td>
<td>-5.7e+01</td>
<td>-7.8e+01</td>
</tr>
<tr>
<td>8</td>
<td>-2.5e+02</td>
<td>-2.5e+02</td>
<td>-4.3e+01</td>
<td>-6.4e+01</td>
</tr>
<tr>
<td>9</td>
<td>-3.3e+02</td>
<td>-3.3e+02</td>
<td>-3.7e+01</td>
<td>-6.1e+01</td>
</tr>
<tr>
<td>10</td>
<td>-4.2e+02</td>
<td>-4.2e+02</td>
<td>-3.1e+01</td>
<td>-5.8e+01</td>
</tr>
<tr>
<td>11</td>
<td>-5.3e+02</td>
<td>-5.3e+02</td>
<td>-2.5e+01</td>
<td>-5.4e+01</td>
</tr>
<tr>
<td>12</td>
<td>-6.5e+02</td>
<td>-6.5e+02</td>
<td>-2.0e+01</td>
<td>-5.0e+01</td>
</tr>
<tr>
<td>13</td>
<td>-8.0e+02</td>
<td>-8.0e+02</td>
<td>-1.6e+01</td>
<td>-4.8e+01</td>
</tr>
<tr>
<td>14</td>
<td>-1.0e+03</td>
<td>-1.0e+03</td>
<td>-1.3e+01</td>
<td>-4.6e+01</td>
</tr>
<tr>
<td>15</td>
<td>-1.3e+03</td>
<td>-1.3e+03</td>
<td>-1.0e+01</td>
<td>-4.4e+01</td>
</tr>
<tr>
<td>16</td>
<td>-1.6e+03</td>
<td>-1.6e+03</td>
<td>-8.9e+00</td>
<td>-4.3e+01</td>
</tr>
<tr>
<td>17</td>
<td>-2.2e+03</td>
<td>-2.2e+03</td>
<td>-7.4e+00</td>
<td>-3.9e+01</td>
</tr>
<tr>
<td>18</td>
<td>-2.6e+03</td>
<td>-2.6e+03</td>
<td>-6.3e+00</td>
<td>-3.6e+01</td>
</tr>
<tr>
<td>19</td>
<td>-3.2e+03</td>
<td>-3.2e+03</td>
<td>-5.4e+00</td>
<td>-3.4e+01</td>
</tr>
<tr>
<td>20</td>
<td>-3.8e+03</td>
<td>-3.8e+03</td>
<td>-4.6e+00</td>
<td>-3.2e+01</td>
</tr>
<tr>
<td>21</td>
<td>-4.5e+03</td>
<td>-4.5e+03</td>
<td>-3.9e+00</td>
<td>-3.0e+01</td>
</tr>
<tr>
<td>22</td>
<td>-5.3e+03</td>
<td>-5.3e+03</td>
<td>-3.3e+00</td>
<td>-2.9e+01</td>
</tr>
<tr>
<td>23</td>
<td>-6.2e+03</td>
<td>-6.2e+03</td>
<td>-2.7e+00</td>
<td>-2.8e+01</td>
</tr>
<tr>
<td>24</td>
<td>-7.2e+03</td>
<td>-7.2e+03</td>
<td>-2.1e+00</td>
<td>-2.7e+01</td>
</tr>
</tbody>
</table>

Figure 2 illustrates the normalized deviation of the weight from the expectation. The abscissa is the same one as in Figure 1. The ordinate is the normalized deviation. Let a be a positive integer. After calculating the normalized deviation $s_a := v_{k,M}$ with $k = M = 2^{n-1} \cdot 521$, we plot the point $(a, s_a)$ to obtain Figure 2. For $a = 0$, $s_a$ is the normalized deviation of the initial vector. The range of the ordinate is from -500 to 0. The same data are listed in Table 1. Since $s_a$ should approximately conform to the standard Gaussian distribution, if $s_a < -2$,
then the subsequence will be rejected with a 2.5% significance level. The curves labeled “Fixed” and “Not fixed” represent the same sequences as in Figure 1. The $m$-sequence “Fixed” is rejected throughout $521 \cdot 2^{22}$ bits, though “Not Fixed” recovers after $521 \cdot 2^{17}$ bits. The curve labeled “Penta-1” represents the $m$-sequence based on a primitive pentanomial $t^{521} + t^{170} + t^{119} + t^{138} + 1$, starting with its fixed vector $((10^{16}117103))$. Though “Penta-1” is better than “Not fixed” for the first $521 \cdot 2^{15}$ bits, it cannot enter the 95% area throughout $521 \cdot 2^{22}$ bits (see Table 1). This implies that pentanomials do not necessarily solve the problem completely. The curve labeled “Penta-2” represents the $m$-sequence based on a primitive pentanomial $t^{521} + t^{170} + t^{119} + t^{2} + 1$ starting with its fixed vector $((10^{50}10^{16}10))$. It can be seen from Table 1 that, in the long run, “Penta-2” is far better than “Penta-1”.

Figure 3. Normalized Deviation (Nonlogarithmic Abscissa)

Figure 3 illustrates the normalized deviation of disjoint $M$-tuples of the $m$-sequence “Fixed” for fixed $M = 521 \cdot 2^{15}$. We plot $(a, w_{a,M,M})$ for $a = 0, 1, \ldots, 149$. The obtained curve is not so smooth as Figure 1 or 2, and has rather “fractal” structure. This can be explained as follows. Since $x_l = x_{2l}$ for every $l$, the weight $w_{a,M,M}$ would be much influenced by $w_{a,M/2,M/2}$ rather than $w_{(a-1),M,M}$ if $M$ is sufficiently large. Thus, the curve obtained by plotting $(a, w_{a,M,M})$ is possibly not continuous and would have self-similarity. In fact, Figure 3 shows steep valleys at $a = 7, 15, 31, 63, 127$. This justifies the method used in Figures 1 and 2, where the size of the tested $M$-tuples is increased exponentially to make the curve smooth.

3. CONCLUDING DISCUSSIONS

How strong is the deviation observed in Table 1? A rough estimate of the probability that the normalized deviation exceeds a large positive constant $C$ is:

$$
\frac{1}{\sqrt{2\pi}} \int_{C}^{\infty} \exp\left(-\frac{t^2}{2}\right) dt \leq \frac{1}{\sqrt{2\pi}} \int_{C}^{\infty} \frac{t}{C} \exp\left(-\frac{t^2}{2}\right) dt
$$
\[
= \frac{1}{C \sqrt{2\pi}} \exp(-\frac{t^2}{2})^C
= \frac{1}{C \sqrt{2\pi}} \exp(-\frac{C^2}{2}).
\]

We consider the probability that a tuple of length \( M \) with normalized deviation less than \(-C\) occurs at least once in a random 0-1 sequence of length \( p \gg M \). There are nearly \( p \) tuples in this sequence. If 0 and 1 are randomly chosen, the probability that at least one such tuple occurs is bounded from above by

\[
p \times \frac{1}{C \sqrt{2\pi}} \exp(-\frac{C^2}{2}).
\]

From Table 1, we observe in “Fixed” 13 consecutive tuples (6th to 18th) with normalized deviation smaller than \(-100\). Since \( p \approx 2^{521} \approx 10^{157} \) and \( \exp(-5000) \approx 10^{-2000} \), a tuple appears once (or more) with probability less than \( 10^{-2000} \). Even for \( C = -30 \), this probability is less than \( 10^{-2} \). This shows that these deviations are terribly improbable in a truly random sequence.

Thus, if trinomials are used, then one should pay special attention in choosing an initial vector which is far from the fixed vector. For this, one can take an index far away from the fixed vector, and then calculate the corresponding vector by a jumping-ahead technique.

However, we note that there are other dangerous zones than the one around the fixed vector. Let \( p = 2^n - 1 \) be the period. Then, since \( x_{(p+1)/2} = x_{p+1} = x_1, x_{(p+3)/2} = x_{p+3} = x_3, \ldots \), those \( x_i \) with index \( i \) near \((p+1)/2\) inherit the same deviation as around the fixed vector. Similarly, it holds that \( x_{(p+1)/3} = x_{p+1} = x_1, x_{(p+5)/4} = x_{p+5} = x_5, \ldots \), and \( x_{(3p+3)/4} = x_{3p+3} = x_3, x_{(3p+7)/4} = x_{3p+7} = x_7, \ldots \). Thus, the vectors with indices \( 0 \) modulo \( 2^n - j \) for small integer \( j \) (say, \( j \leq 20 \)) would have the same tendency. There are \( 2^{n-j} \) such indices.

We conclude that trinomials should be avoided for serious simulations, since the generated sequence will show terrible nonrandom deviation many times in a period. If trinomials are used, then one should make sure that the initial vector is far from the fixed vector and from those vectors with index divisible by \( 2^n - j \) for small \( j \).

There are several alternatives to trinomials. Some of them are: to use pentanomials [5], to combine trinomials [8][9], and to twist [7]. It seems that, also for these generators, the behaviour around the fixed vector would be worth testing.

ACKNOWLEDGMENTS

The authors are grateful to Prof. Nobuo Yoneda for helpful discussion, and to the anonymous referees for valuable comments.

REFERENCES


