Hiroshima University Doctoral Thesis

# Neutrinos and lepton number oscillations in quantum field theory <br> （場の量子論に基づく <br> ニュートリノとレプトン数振動） 

Department of Physics，
Graduate School of Science，
Hiroshima University

Benoit，Nicholas James

## Table of Contents

## 1．Main Thesis

Neutrinos and lepton number oscillations in quantum field theory （場の量子論に基づくニュートリノとレプトン数振動）
Benoit，Nicholas James

2．Articles
（1）Time Evolution of Lepton Number Carried by Majorana Neutrinos
A．S．Adam，N．J．Benoit，Y．Kawamura，Y．Matsuo，T．Morozumi， Y．Shimizu，Y．Tokunaga and N．Toyota
．．．．．．．Prog．Theor．Exp．Phys．2021，053B01．

## Part I

## Main Thesis


#### Abstract

Neutrino physics has changed significantly since the discovery of flavor oscillations by Super Kamiokande and the Sudbury Neutrino Observatory. Starting with the work of Pontecovo, the theory of neutrino flavor oscillations in quantum mechanics has been established for some time. However, a consensus for the theory of neutrino flavor oscillations in quantum field theory has not been reached and is an active area of research.

We developed a formulation of neutrino flavor oscillations based on lepton family numbers in quantum field theory. We will start with a derivation of lepton family number for neutrinos with Majorana masses. Then, we will derive the lepton family number for neutrinos with Dirac masses. The main result of those derivations are a Majorana expectation value from our original work and a Dirac expectation value that is new for this thesis.

Some important results from of the expectation values are time dependent oscillations, total lepton number violation or conservation, and the recovery of the quantum mechanics formulation in the ultra-relativistic limit. We also compare the Majorana expectation value and the Dirac expectation value, which is a new comparison for this thesis. We compare them in two ways, first by studying the total lepton number and second by comparing the low momentum phenomenology. For total lepton number, we find the Dirac expectation value to conserve total lepton number, whereas the Majorana expectation value violates total lepton number. In the low momentum phenomenology our formulation has three interesting properties, we can distinguish the neutrino mass type, differences from the neutrino mass hierarchy are enhanced, and the Majorana phases can play an important role to the Majorana Expectation value.

Lastly, we prove our formulation is the same in the Schrödinger and Heisenberg pictures. We study a non-trivial relationship between the Fock spaces of the operators, which is not usually considered in high energy physics. That non-trivial relationship leads to a Bogolyubov transformation that connects the operators of the Fock spaces. This is sometimes considered in Thermal field theory and gives an interesting theoretical background to our model.


## Contents

I Main Thesis ..... 3
1 Introduction to neutrino physics ..... 3
1.1 Brief history of neutrinos ..... 3
1.1.1 Fermi Theory and Parity ..... 4
1.1.2 Lepton families and number ..... 5
1.2 Neutrinos in the Standard Model ..... 6
1.3 Neutrino flavor oscillations ..... 8
1.3.1 Super-Kamiokande and the Sudbury Neutrino Ob- servatory ..... 9
1.3.2 Neutrino flavor oscillations in quantum mechanics ..... 10
1.3.3 Breakdown of the ultrarelativistic approximation ..... 12
1.3.4 Neutrino flavor oscillations in Quantum Field The- ory ..... 14
1.4 Open questions and prospects ..... 17
2 Framework for the lepton number carried by neutrinos ..... 18
2.1 Single flavor Majorana neutrinos ..... 19
2.2 Lepton number for Majorana neutrinos ..... 21
2.2.1 Time evolution of the lepton family numbers ..... 26
2.2.2 Comparison to the quantum mechanic formulation ..... 28
2.3 Lepton number for Dirac neutrinos ..... 34
2.3.1 Time evolution of Dirac family numbers ..... 39
3 Comparison of Majorana and Dirac Expectation Values ..... 43
3.1 Total Lepton Number ..... 44
3.2 Phenomenology of the lepton family numbers ..... 47
3.3 Summary ..... 52
4 Lepton number in the Schrödinger picture ..... 53
4.1 Unitarily inequivalent representations ..... 54
4.2 The Bogolyubov transformation ..... 55
4.3 Expectation value in the Schrödinger picture ..... 58
5 Conclusions ..... 61
A Parameterization of the unitary mixing matrix ..... 65
$B$ Regions of the momentum ..... 68
B. 1 The continuity condition ..... 68
B. 2 The momentum regions ..... 69

## Chapter 1

## Introduction to neutrino physics

Neutrinos are one of the most interesting particles in our universe. They are the only known particle to break from the Standard Model. This comes from the results of neutrino oscillations experiments, for example Super Kamiokande [1, 2, 3] and NOvA [4, 5, 6], requiring massive neutrinos. Neutrino oscillation phenomenon has grown into a vast field, originating with the work of Pontecovo and quantum mechanics [47]. Nowadays, there are numerous experiments that aim to take precision measurements within the next ten years. Some of these measurements include:

- Neutrino mass hierarchy,
- Neutrino mass type,
- CP violation in the leptonic sector,
- Absolute mass scale of the neutrinos.

In spite of the numerous precision experiments, the theory of neutrino oscillations is not fully established.

### 1.1 Brief history of neutrinos

This is not an exhaustive review, for more details on the history of neutrinos please see the database at neutrino-history.in2p3.fr and the references [7, 9, 8].

In the late 19th century a kind of radioactive decay called $\beta$-decay was discovered. Today, we know $\beta$-decay is the release of an electron $e^{-}$from the atomic nucleus; at that time it was understood as $A \rightarrow B+\beta^{-}$, where $A$ is the parent and $B$ is the daughter nuclei. The electron and atomic nucleus are known to have a fixed mass, so studies of $\beta$-decay expected the released electron to be monoenergetic. However, multiple experiments found the electron energy to be smoothly distributed $[10,11]$ that lead to two possible explanations.

1. Energy was only conserved in a statistical sense for atomic processes,
2. Or some other, unmeasurable, particle was involved in $\beta$-decay [12].

For the second explanation, an unmeasurable particle would have to be electrically neutral otherwise it could be measured with the same techniques as the electron. At that time no electrically neutral particles were known. In addition, to reproduce the smooth distribution of $\beta$ decay energies it would have to be effectively massless. These concepts lead Fermi to the name neutrino, which is derived from Italian for little (effectively massless), neutral one (electrically neutral) [13].

Around the 1930s it was discussed whether neutrinos were undetectable [14]. Nevertheless, in 1946 Pontecorvo proposed a method to detect neutrinos that is called Inverse $\beta$-decay [15]. Inverse $\beta$-decay is the interaction between an electron antineutrino and the proton that produces a neutron and positron, $\overline{\nu_{e}}+p \rightarrow n+e^{+}$. Such an experiment would have to detect the neutron and the positron. Ten years after the proposal by Pontecorvo, the neutrino was experimentally discovered by Reines and Cowan using inverse $\beta$-decay [16]. The discovery of the neutrino removed the idea that energy is not exactly conserved for atomic processes.

### 1.1.1 Fermi Theory and Parity

The first quantum theory of nuclear $\beta$-decays was formulated by Fermi starting in the year 1934 [17]. He described $\beta$-decays as a four fermion interaction with the rate being suppressed by an overall constant term $G_{f}$. At the time, Fermi theory was analogous with the new theory of quantum electrodynamics (QED) and Fermi theory formed the beginning of neutrino physics.

Gamow and Teller extended Fermi theory with a parity conserving axial-vector interaction [18]. Furthermore, Pontecorvo suggested Fermi theory should also apply to the newly discovered muons [19] and about this time $\beta$-decays started to be generalized into the Weak Interaction. Perhaps famously, Fermi theory is nonrenormalizable and is only accurate for energies near the nuclear mass range.

After the experimental discovery of parity violation in the Weak Interaction [20, 21], the theory for Weak Interactions became more complicated. The complications arose as the Gamow and Teller model had to be extended with parity violating interactions that greatly increased the allowed interaction structures. Many people worked to remedy those complications, coalescing in the formulation of $V-A$ theory [22, 23, 24, 25, 26, 27]. To achieve the $V-A$ interaction, the neutrinos are massless left-handed fermions and antineutrinos are massless right-handed fermions.

### 1.1.2 Lepton families and number

After Pontecorvo suggested Fermi theory should be applied to both electrons and muons, the concept of Lepton families started to appear [28, 29, 30, 31]. It was until 1953 that Konopinski and Mahmoud introduced the more modern notation of lepton number $L$ [32], and today we use their notation to write the following assignments,

$$
\begin{array}{cccccc|c}
e^{-} & \nu_{e} & \mu^{-} & \nu_{\mu} & \tau^{-} & \nu_{\tau} & L=+1 \\
\hline e^{+} & \overline{\nu_{e}} & \mu^{+} & \overline{\nu_{\mu}} & \tau^{+} & \overline{\nu_{\tau}} & L=-1
\end{array}
$$

The lepton numbers are then broken down into families denoted by the charged leptons,

$$
\begin{array}{cc|c}
e^{-} & \nu_{e} & L_{e}=+1 \\
\hline \mu^{-} & \nu_{\mu} & L_{\mu}=+1 \\
\hline \tau^{-} & \nu_{\tau} & L_{\tau}=+1 .
\end{array}
$$

These assignments for lepton number and lepton family number mean that $L$ is a conserved value in $V-A$ theory, and forbids the processes $\mu \rightarrow e+\gamma$ and $\overline{\nu_{e}}+{ }^{37} \mathrm{Cl} \rightarrow{ }^{37} \mathrm{Ar}+e^{-}$. The first process of $\mu \rightarrow e+\gamma$ breaks lepton family number conservation as the muon is assigned $L_{\mu}=+1$ and electron is assigned $L_{e}=+1$. So the muon family in that process is nonzero, implying family violation, similarly for the electron family. The second process of $\overline{\nu_{e}}+{ }^{37} \mathrm{Cl} \rightarrow{ }^{37} \mathrm{Ar}+e^{-}$breaks lepton number conservation for the anti-electron neutrino minus the
electron is nonzero $(+1)-(-1)=2$. Schwartz used lepton family number conservation to prove the existence of the muon neutrino in 1962, in an experiment suggested by Pontecorvo [33, 34].

### 1.2 Neutrinos in the Standard Model

The next big step for neutrino physics occurred in 1961, when Glashow incorporated the $V-A$ theory with quantum electrodynamics in an $S U(2) \times U(1)$ gauge model [35]. Then Weinberg and Salam included the Higgs mechanism in the Glashow model to produce the Glashow-Weinberg-Salam Standard Model (SM) [36, 37]. In the Standard Model, neutrinos are only involved with the electroweak interactions. They are left-handed massless fermions described as Weyl fields often denoted $\nu_{\alpha}$ taken from $V-A$ theory, where $\alpha=e, \mu, \tau$ marks the lepton family or flavor.

The electroweak Lagrangian in the Standard Model is summarized as,

$$
\begin{equation*}
\mathcal{L}_{\nu}=-i \sum_{\alpha} \overline{l_{\alpha L}} \not D l_{\alpha L}+\text { h.c. } \tag{1.1}
\end{equation*}
$$

which involves left-handed neutrinos in the lepton $S U(2)$ doublet,

$$
\begin{equation*}
l_{\alpha L}=\binom{\nu_{\alpha L}}{\alpha_{L}} \tag{1.2}
\end{equation*}
$$

Right-handed neutrinos are not included, the same as $V-A$ theory. We can expand the covariant derivative of Eq.(1.1) $D=\partial_{\mu}+i g A_{\mu} \cdot I+i g^{\prime} B_{\mu} \frac{Y}{2}$ into kinetic and interaction sections. The interaction section describes how neutrinos couple with the weak interaction gauge bosons W and Z,

$$
\begin{align*}
\mathcal{L}_{\nu, I}^{C C} & =-\sum_{\alpha} \frac{g}{\sqrt{2}}\left(\overline{\nu_{\alpha L}} \gamma^{\rho} l_{\alpha L} W_{\rho}+\text { h.c. }\right),  \tag{1.3}\\
\mathcal{L}_{\nu, I}^{N C} & =-\sum_{\alpha} \frac{g}{2 \cos \vartheta_{W}} \overline{\nu_{\alpha L}} \gamma^{\rho} \nu_{\alpha L} Z_{\rho} . \tag{1.4}
\end{align*}
$$

The charged current (CC) interaction of Eq.(1.3) with the W-Boson are direct replacements of Fermi theory and $V-A$ theory. The original Fermi constant, $G_{f}$, is replaced by the interaction coupling $g$ divided by the mass of the W -Boson $m_{W}$ resulting in the relation $G_{f}=\left(g^{2} \sqrt{2}\right) /\left(8 m_{W}^{2}\right)$. The Feynman diagrams for the charged current interactions are,



The neutral current (NC) interaction of Eq.(1.4) with the Z-Boson are new in the Standard Model. For neutrinos, the Feynman diagram for the neutral current interaction is,


Similar to the charged current interactions, the Fermi constant can be derived from a four fermion interaction that exchanges a Z-Boson. The result is the relation $G_{f}=\left(g^{2} \sqrt{2}\right) /\left(8 \cos ^{2} \vartheta_{W} m_{Z}^{2}\right)$. Practically, the Standard Model inherits the electrically neutral and massless neutrinos from the $V-A$ and Fermi theories.

In 1973, muon neutrinos were measured to have been scattered off electrons and nucleons by the neutral current interaction at the Gargamelle experiment [38, 39, 40]. The Gargamelle results helped to validate the neutral current and Standard Model, cementing the importance of the neutrino. Another important experiment for neutrinos in the Standard Model is a measurement of the effective number of neutrino flavors via the decay width of the Z-boson. The effective number of flavors is measured from the invisible decay of the Z-boson,

$$
\begin{equation*}
\Gamma_{\text {inv }}=\Gamma_{Z}-\left(\Gamma_{\text {hadron }}+\Gamma_{\tau \tau}+\Gamma_{\mu \mu}+\Gamma_{e e}\right) . \tag{1.5}
\end{equation*}
$$

If we assume only Standard Model particles, then the invisible decay is written $\Gamma_{\text {inv }}=N_{\nu} \Gamma_{\nu \bar{\nu}}$ where $N_{\nu}$ is the effective number of flavors.

The most precise measurement was done by the LEP experiment and concluded only three flavors of neutrinos exist, section 7.2.2 of [41].

Electric neutrality often poses a problem for experiments, because the only probe available for neutrinos are the weak interactions, which have very small cross-sections. For that reason neutrinos are not experimentally measured unless it is done by a dedicated experiment. Instead, experiments treat neutrinos as missing energy who's degrees-of-freedom (DOF) are integrated over, as was the case for the LEP experiment. This has lead neutrinos to be the least experimentally understood fermions in the Standard Model.

### 1.3 Neutrino flavor oscillations

Even though neutrinos are the least understood fermions, they are also the only experimentally confirmed particles to be beyond the Standard Model. This fact came to light starting the in the late 1960s with the Homestake experiment, which was designed to measure electron neutrinos from nuclear fusion in the sun [42]. The experiment was designed to capture the neutrinos with chlorine ${ }^{37} \mathrm{Cl}$ and transform into an isotope of argon ${ }^{37} \mathrm{Ar}$,

$$
\begin{equation*}
\nu_{e}+{ }^{37} \mathrm{Cl} \rightarrow{ }^{37} \mathrm{Ar}+e^{-} . \tag{1.6}
\end{equation*}
$$

Then, after some weeks the argon could be extracted and measured, which would be directly correlated to the number of neutrino events. Rather famously, only about a third of the expected argon was measured [43]. This led to years of research into solar modeling and repeated experiments at Homestake.

Simultaneously in the 1980s, the Kamiokande experiment was searching for proton decays predicted by numerous Grand Unified Theories (GUTs). Proton decay is a signature of GUTs and is physics beyond the Standard Model following the general form,

$$
\begin{equation*}
p^{+} \rightarrow e^{+}+\pi^{0}, \tag{1.7}
\end{equation*}
$$

where the neutral pion decays into two photons $\pi^{0} \rightarrow 2 \gamma$. How the positron and pion is produced depend on the details of the exact GUT model.

To preform a proton decay search, the Kamiokande experiment had to develop software that could distinguish proton decay from atmospheric neutrino interactions of $\nu_{\mu}$ and $\nu_{e}$. Their software was able
to distinguish simple atmospheric neutrino interactions easily and predictions for the number of events was created; however, when the software was applied to experimental data the number of $\nu_{\mu}$ events was fewer than predictions [44]. Investigations of the software found no issues and the neutrino deficit was suggested to be real measurement.

Before the Homestake experiment, in 1958, Pontecorvo suggested electron neutrinos could oscillate to electron antineutrinos $\nu_{e} \rightleftarrows \overline{\nu_{e}}$ [45, 46]. Primarily, he based his work on neutral Kaon oscillations $K^{0} \rightleftarrows \overline{K^{0}}$ that had been experimentally discovered. After the Homestake experiment results were released, he offered a solution to the $\nu_{e}$ deficit based on his particle-antiparticle oscillation work. His solution assumed neutrinos were massive particles that oscillated between flavors $\nu_{e} \rightleftarrows \nu_{\mu}$ not particle-antiparticles [47, 48]. Unknown to him, neutrino flavor oscillations had been separately discussed by Maki, Nakagawa and Sakata a few years before [49].

Neutrino flavor oscillations were also taken up by the Kamiokande experiment as a possible solution to their measured $\nu_{\mu}$ deficit. However, neither the Homestake nor the Kamiokande experiment was statistically significant enough to warrant any conclusions In addition, the flavor oscillations proposed by Pontecorvo could not explain the all the Homestake experiment $\nu_{e}$ deficit.

### 1.3.1 Super-Kamiokande and the Sudbury Neutrino Observatory

The next generation of experiments were built with the intention of measuring the same neutrinos as Kamiokande and Homestake. There were two main experiments focused on those neutrinos,

- Super-Kamiokande,
- Sudbury Neutrino Observatory (SNO).

Super-Kamiokande is a larger version of the Kamiokande experiment and used the larger volume to increase the number of measured $\nu_{\mu}$ events. More measured events meant a smaller statistical uncertainty. The Sudbury Neutrino Observatory was a superseding version of the Homestake experiment and was able to measure all neutrino flavors $\nu_{e}, \nu_{\mu}$, and $\nu_{\tau}$. Importantly, Super-Kamiokande reported above 5 -sigma deficits in $\nu_{\mu}$ compared to the Standard Model expected value
and the Sudbury Neutrino Observatory reported no deficits when all the neutrino flavors were summed. But, the Sudbury Neutrino Observatory reported the same deficit as the Homestake experiment in $\nu_{e}$ and enhancements in $\nu_{\mu}$ and $\nu_{\tau}$. Both results strongly favored a neutrino flavor oscillation solution [50, 51].

As a note, for both experiments to realize their results the flavor oscillations proposed by Pontecorvo, Maki, Nakagawa, and Sakata (PMNS) had to be extended. Mikheev, Smirnov, and Wolfenstein (MSW) accomplished the extension by modifying the oscillation phases with potential effects from propagation though matter [52, 53, 54]. SuperKamiokande used the MSW effect, or matter effect, to measure differences in neutrino fluxes coming from above vs below the detector. The fluxes of neutrinos observed by the Sudbury Neutrino Observatory were modified by matter in the sun.

### 1.3.2 Neutrino flavor oscillations in quantum mechanics

This will be a brief review of how neutrino flavor oscillations are formulated in quantum mechanics. For a detailed discussion see the works of $[8,9,55,56]$. We assume the neutrinos are already produced in a charged current weak interaction similar to Eq.(1.3). The flavor of the neutrino is defined by the $S U(2)$ lepton pair. These flavors are denoted with Greek symbols $\alpha=e, \mu, \tau$;

$$
\begin{equation*}
\left|\nu_{\alpha}\right\rangle=\sum_{i} U_{\alpha i}^{*}\left|\nu_{i}\right\rangle, \tag{1.8}
\end{equation*}
$$

where from the weak interaction the PMNS matrix $U_{\alpha i}$ is unitary and the massive neutrino states are orthonormal $\left\langle\nu_{j} \mid \nu_{i}\right\rangle=\delta_{j i}{ }^{1}$. A brief overview of the PMNS matrix is in appendix A. We do not completely constrain the number of massive neutrino states $i \geq 3$. In the flavor basis, states above three are called sterile neutrinos, because any states above three would not participate in the weak interaction. In this way, since sterile neutrinos do not participate in the weak interaction they avoid the effective number measured by the LEP experiment [41].

Next, we treat the massive neutrino states as eigenstates of the Hamiltonian,

$$
\begin{equation*}
\mathcal{H}\left|\nu_{i}\right\rangle=E_{i}(\vec{p})\left|\nu_{i}\right\rangle . \tag{1.9}
\end{equation*}
$$

[^0]That Hamiltonian evolves according to the Schrödinger equation and leads to a time evolution solution for the massive neutrino states,

$$
\begin{equation*}
\left|\nu_{i}(t)\right\rangle=e^{-i E_{i}(\vec{p}) t}\left|\nu_{i}\right\rangle \tag{1.10}
\end{equation*}
$$

We desire the time evolution in the flavor basis, so we use Eq.(1.8) and the unitary property of the PMNS matrix to write,

$$
\begin{align*}
\left|\nu_{\alpha}(t)\right\rangle & =\sum_{i} U_{\alpha i}^{*} e^{-i E_{i}(\vec{p}) t}\left|\nu_{i}\right\rangle \\
& =\sum_{\beta}\left(\sum_{i} U_{\alpha i}^{*} e^{-i E_{i}(\vec{p}) t} U_{\beta i}\right)\left|\nu_{i}\right\rangle . \tag{1.11}
\end{align*}
$$

We highlight that at $t=0$ the flavor neutrino state of Eq.(1.11) is a pure flavor i.e., $\alpha=e, \mu, \tau$ due to the unitary properties of the PMNS matrix. Then for $t>0$ the pure state becomes a superposition of flavor states. The transition probability of an initial flavor state $\alpha$ to be changed into a new state $\beta$ is calculated as,

$$
\begin{align*}
P_{\alpha \rightarrow \beta}(t) & =\left|\left\langle\nu_{\beta} \mid \nu_{\alpha}(t)\right\rangle\right|^{2} \\
& =\sum_{i, j} U_{\alpha i}^{*} U_{\beta i} U_{\alpha j} U_{\beta j}^{*} e^{-i\left(E_{i}(\vec{p})-E_{j}(\vec{p}) t\right.}, \tag{1.12}
\end{align*}
$$

where the phase of the oscillations are the energy differences $\phi_{i, j}=$ $-\left(E_{i}(\vec{p})-E_{j}(\vec{p})\right) t$. Typically, experiments are run for neutrinos that satisfy $|\vec{p}| \gg m_{i, j}$, which leads to the three ultrarelativistic approximations:

1. The dispersion relation of the massive neutrino eigenstates becomes $E_{i}(\vec{p}) \simeq|\vec{p}|+m_{i}^{2} /|\vec{p}|$.
2. The average energy is defined as $E=|\vec{p}|$.
3. The time evolution is rewritten as the distance from the neutrino source to the detector $t=L$.

The ultrarelativistic approximation transforms Eq.(1.12) the transition probability to be,

$$
\begin{equation*}
P_{\alpha \rightarrow \beta}(t) \simeq \sum_{i, j} U_{\alpha i}^{*} U_{\beta i} U_{\alpha j} U_{\beta j}^{*} \exp \left[-i \frac{\Delta m_{i, j}^{2} L}{2 E}\right], \tag{1.13}
\end{equation*}
$$

where $\Delta m_{i, j}^{2} \equiv\left(m_{i}^{2}-m_{j}^{2}\right)$ is the squared mass differences. Some important facts about Eq.(1.13), the elements of the PMNS matrix and the
squared mass differences are measured by experiments as described at the end of appendix A. In contrast, the macroscopic distance $L$ and the energy $E$ of the experiments are known. When we sum over $\alpha$ or $\beta$ the probability is conserved, equal to unity, because of the unitary property of the PMNS matrix. Lastly, Eq.(1.12) and Eq.(1.13) tell us neutrino flavor oscillations are periodic changes in flavor described by mass dependent phases and amplitudes. This is interesting, because no external influence is required to have a flavor transition.

### 1.3.3 Breakdown of the ultrarelativistic approximation

From the beginning the ultrarelativistic approximation was scrutinized and questioned [56, 60, 61, 62, 63, 64]. To list a few of the questions:

- When is the approximation applicable?
- Is energy-momentum conservation broken by oscillations?
- When are oscillations expected to be observed?

Let us briefly explore why these questions appear following the argument of Giunti and Kim [56]. When we consider a pion decay at rest following $\pi \rightarrow \mu+\nu$ the four momentum conservation leads to,

$$
\begin{align*}
& E_{k}^{2}=\frac{m_{\pi}^{2}}{4}\left(1-\frac{m_{\mu}^{2}}{m_{\pi}^{2}}\right)^{2}+\frac{m_{k}^{2}}{2}\left(1-\frac{m_{\mu}^{2}}{m_{\pi}^{2}}\right)+\frac{m_{k}^{4}}{4 m_{\pi}^{2}}  \tag{1.14}\\
& p_{k}^{2}=\frac{m_{\pi}^{2}}{4}\left(1-\frac{m_{\mu}^{2}}{m_{\pi}^{2}}\right)^{2}-\frac{m_{k}^{2}}{2}\left(1+\frac{m_{\mu}^{2}}{m_{\pi}^{2}}\right)+\frac{m_{k}^{4}}{4 m_{\pi}^{2}} \tag{1.15}
\end{align*}
$$

where $m_{k}$ is the mass of the neutrino mass eigenstates. If we neglect the $m_{k}^{4}$ terms, because the neutrino masses are tiny compared to the pion and muon, the conservation equations are rewritten as,

$$
\begin{gather*}
E_{k} \simeq A+\eta \frac{m_{k}^{2}}{2 A},  \tag{1.16}\\
p_{k} \simeq A-(1-\eta) \frac{m_{k}^{2}}{2 A} . \tag{1.17}
\end{gather*}
$$

For the pion decay to a muon and neutrino, $A$ and $\eta$ take on the values of,

$$
\begin{gather*}
A=\frac{m_{\pi}}{2}\left(1-\frac{m_{\mu}^{2}}{m_{\pi}^{2}}\right) \simeq 30 \mathrm{MeV},  \tag{1.18}\\
\eta=\frac{1}{2}\left(1-\frac{m_{\mu}^{2}}{m_{\pi}^{2}}\right) \simeq 0.2 . \tag{1.19}
\end{gather*}
$$

When deriving the transition probability of Eq.(1.13) we assumed the neutrino mass eigenstates have the same momentum $\vec{p}$ and defined the average energy to be $E=|\vec{p}|$. For the mass eigenstates to have the same momentum, the four component conservation equation of Eq.(1.17) tells us $\eta=1$. Clearly, this is contradictory to the value of $\eta \simeq 0.2$ for conservation in the pion decay at rest. Even if we change the decay channel to be $\pi \rightarrow e+\nu$ for a pion at rest, the four component conservation gives $\eta \simeq 0.5$, which is not the same as our assumptions for Eq.(1.13) tell us. We conclude that the assumptions leading to Eq.(1.13) break energy-momentum conservation, and we should consider when Eq.(1.13) is applicable.

The resolution to these questions is found by considering wave packet for the neutrinos, as opposed to plane waves. Details on wave packets in quantum mechanics can be found in the beginning of older textbooks [65, 66].

In the most general sense, wave packets are localized expressions built with interfering plain waves that can be expressed,

$$
\begin{equation*}
\psi(\vec{x}, t)=\int d \vec{k} f\left(\vec{k}-\overrightarrow{k_{0}}\right) e^{i \vec{k} \cdot \vec{x}-i E(\vec{k}) t} \tag{1.20}
\end{equation*}
$$

where $f\left(k-k_{0}\right)$ is called the damping function, or weighting function. See figure 1.1 for an example, the plain waves have constructive and destructive interference. This leads to a localized wave function. For neutrino flavor oscillations, wave packets modify the oscillation formula of Eq.(1.13) with additional terms related to energy-momentum conservation and damping from decoherence. We rewrite Eq.(1.11) in terms of a wave packet,

$$
\begin{equation*}
\left|\nu_{\alpha}(t)\right\rangle=\sum_{i} U_{\alpha i}^{*} \psi_{i}(\vec{x}, t)\left|\nu_{i}\right\rangle . \tag{1.21}
\end{equation*}
$$

The wave function $\psi_{i}(\vec{x}, t)$ is different for each mass eigenstate. The damping factor $f_{i}\left(\vec{k}-\overrightarrow{k_{0}}\right)$ inside the wave function, acts to introduce


Figure 1.1: Example of wave packet where the damping function is Gaussian. The plane wave parts are enveloped by the damping function.
quantum uncertainties into the energy-momentum of the mass eigenstates. This modifies Eq.(1.12) and Eq.(1.13) to account for $\eta \neq 1$ from Eq.(1.16) and Eq.(1.17). Details of the resulting transition probability can be found in the work of Giunti and Kim [56].

Presently experiments have not observed effects due to wave packets, and the ultrarelativistic approximation is enough to explain their data.

### 1.3.4 Neutrino flavor oscillations in Quantum Field Theory

The use of Quantum Field Theory to describe neutrino flavor oscillations is more diverse than Quantum Mechanics [67, 68]. To list a few there are external wave packet models (virtual propagator models [69, 70, 71, 72] and real propagator models [74, 73]), source-propagator models [75, 76, 77], and the weak Fock space model (Blasone-Vitiello model) [78, 79, 80, 81, 82, 83]. All of those models reproduce the Quantum Mechanics derived oscillation formula Eq.(1.12) in some limit, but are in general different from each other.

The original motivation to use Quantum Field Theory was to resolve the issues of energy-momentum conservation and investigate if the assumptions of the Quantum Mechanics derivation are reasonable.

We will not give a full proof in the Quantum Field Theory formulation, but instead we will summarize the results of an external wave packet model. Please refer to the review by Beuthe [68] or the textbook by Giunti and Kim [8] for a complete proof.

External wave packet models are formulated with the neutrino detection and production processes. All the detection and production particles are treated as wave packets, often Gaussian, with asymptotic initial and finial states;

$$
\begin{array}{ll}
\left|f_{P}\right\rangle=\mathcal{S}\left|P_{I}\right\rangle & \text { production } \\
\left|f_{D}\right\rangle=\mathcal{S}\left|\nu, D_{I}\right\rangle & \text { detection } \tag{1.23}
\end{array}
$$

where $\mathcal{S}$ is the process S-matrix. At this point, we must consider the details of the production and detection processes to define $\left|f_{P}\right\rangle$ and $\left|f_{D}\right\rangle$. If, for example, we consider the production of a neutrino and then detection of a neutrino following lepton number conservation;

$$
\begin{array}{rlr}
P_{I} \rightarrow P_{F}+l_{\alpha}^{+}+\nu_{\alpha}^{P} & \text { production } \\
\nu_{\alpha}^{D}+D_{I} \rightarrow D_{F}+l_{\alpha}^{-} & & \text {detection } \tag{1.25}
\end{array}
$$

are general processes that could occur. Then we can identify the state $\left|f_{P}\right\rangle=\sum_{j} \mathcal{A}_{\alpha j}^{P}\left|\nu_{j}, l_{\alpha}^{+}, P_{F}\right\rangle$, where the coefficient $\mathcal{A}_{\alpha j}^{P}$ is the amplitude of production for this process. To solve for the neutrino flavor state we take the projection,

$$
\begin{equation*}
\left|\nu_{\alpha}^{P}\right\rangle=\left\langle P_{F}, l_{\alpha}^{+} \mid f_{P}\right\rangle=\sum_{j}\left\langle P_{F}, l_{\alpha}^{+}\right| \mathcal{A}_{\alpha j}^{P}\left|\nu_{j}, l_{\alpha}^{+}, P_{F}\right\rangle, \tag{1.26}
\end{equation*}
$$

which becomes the equation,

$$
\begin{equation*}
\left|\nu_{\alpha}^{P}\right\rangle=\frac{1}{\mathrm{~N}^{P}} \sum_{j} \mathcal{A}_{\alpha j}^{P}\left|\nu_{j}\right\rangle \tag{1.27}
\end{equation*}
$$

with the normalization $\mathrm{N}^{P}=\sqrt{\sum_{k}\left|\mathcal{A}_{\alpha k}^{P}\right|^{2}}$. A similar kind of formula can be found for the detection process,

$$
\begin{equation*}
\left|\nu_{\alpha}^{D}\right\rangle=\frac{1}{\mathrm{~N}^{D}} \sum_{j} \mathcal{A}_{\alpha j}^{D}\left|\nu_{j}\right\rangle . \tag{1.28}
\end{equation*}
$$

Neutrino flavor oscillations occur over a spacetime interval from the production location to the detection location. To represent that we evolve the production state Eq.(1.27) in spacetime,

$$
\begin{equation*}
\left|\nu_{\alpha}(\mathbf{L}, t)\right\rangle=e^{-i\left(q^{0} t-\mathbf{q} \cdot \mathbf{L}\right)}\left|\nu_{\alpha}^{P}\right\rangle \tag{1.29}
\end{equation*}
$$

where we have assumed the neutrinos to have a definite energy and momentum ${ }^{2}$. The transition amplitude for the measured process $\nu_{\alpha} \rightarrow$ $\nu_{\beta}$ is found by bringing Eq.(1.28) in from the left,

$$
\begin{align*}
A_{\alpha \rightarrow \beta}(\mathbf{L}, t) & =\left\langle\nu_{\beta}^{D} \mid \nu_{\alpha}(\mathbf{L}, t)\right\rangle \\
& =\left\langle\nu_{\beta}^{D}\right| e^{-i\left(q^{0} t-\mathbf{q} \cdot \mathbf{L}\right)}\left|\nu_{\alpha}^{P}\right\rangle  \tag{1.30}\\
& =\frac{1}{\mathbf{N}^{P} \mathbf{N}^{D}} \sum_{j} \mathcal{A}_{\alpha j}^{P} \mathcal{A}_{\beta j}^{D *} e^{-i\left(E_{j} t-\mathbf{q}_{j} \cdot \mathbf{L}\right)} .
\end{align*}
$$

For simplicity, we now consider the evolution to only occur in one spatial dimension writing $\mathbf{q}_{j} \cdot \mathbf{L} \approx q_{j} L$. Then the probability for the transition $\nu_{\alpha} \rightarrow \nu_{\beta}$ to occur is,

$$
\begin{align*}
P_{\alpha \rightarrow \beta}(L, t) & =\left|A_{\alpha \rightarrow \beta}(L, t)\right|^{2} \\
& =\frac{1}{\left(\mathbf{N}^{P} \mathrm{~N}^{D}\right)^{2}} \sum_{j, k} \mathcal{A}_{\alpha j}^{P} \mathcal{A}_{\beta j}^{D *} \mathcal{A}_{\alpha k}^{P *} \mathcal{A}_{\beta k}^{D} e^{i \Phi_{j k}}, \tag{1.31}
\end{align*}
$$

where the oscillation phase $\Phi_{j k}=-\left(\left(E_{j}-E_{k}\right) t-\left(q_{j}-q_{k}\right) L\right)$ is the same as the Quantum Mechanical version of Eq.(1.12). In fact, if we take the ultrarelativistic approximation of $t=L$ then $-E_{j} t+q_{j} L=$ $-\left(m_{j}^{2} L\right) /\left(E_{j}+q_{j}\right) \simeq-\left(m_{j}^{2} L\right) /(2 E)$, and the oscillation phase becomes;

$$
\begin{equation*}
\Phi_{j k} \simeq-\frac{\Delta m_{j, k}^{2} L}{2 E} \tag{1.32}
\end{equation*}
$$

The approximated phase is exactly the same as the Quantum Mechanical approximation Eq.(1.13).

Differences between the Quantum Mechanical and the external wave packet results are two modifications to the oscillation amplitudes.

1. The external wave packet amplitude is suppressed by normalization factors $\mathrm{N}^{P}$ and $\mathrm{N}^{D}$.
2. The amplitude is modified by the production $\mathcal{A}_{\alpha j}^{P}$ and detection $\mathcal{A}_{\beta k}^{D}$ amplitudes.

To understand those two modification we must consider the charged current interaction of Eq.(1.3). We do not go into details here, but after

[^1]considering the charged current interaction Eq.(1.27) and Eq.(1.28) are rewritten as;
\[

$$
\begin{align*}
& \left|\nu_{\alpha}^{P}\right\rangle=\sum_{j} \frac{\mathcal{M}_{\alpha j}^{P}}{\sqrt{\sum_{k}\left|U_{\alpha k}\right|^{2}\left|\mathcal{M}_{\alpha k}^{P}\right|^{2}}} U_{\alpha j}^{*}\left|\nu_{j}\right\rangle,  \tag{1.33}\\
& \left|\nu_{\alpha}^{D}\right\rangle=\sum_{j} \frac{\mathcal{M}_{\alpha j}^{D}}{\sqrt{\sum_{k}\left|U_{\alpha k}\right|^{2}\left|\mathcal{M}_{\alpha k}^{D}\right|^{2}}} U_{\alpha j}^{*}\left|\nu_{j}\right\rangle . \tag{1.34}
\end{align*}
$$
\]

The symbols $\mathcal{M}_{\alpha j}^{(P, D)}$ are the matrix elements of the production and detection charged current processes. Ultimately, this means the probability of Eq.(1.31) is written as,

$$
\begin{align*}
& P_{\alpha \rightarrow \beta}(L, t)=\sum_{j, k} \frac{\mathcal{M}_{\alpha j}^{P} \mathcal{M}_{\alpha k}^{P *}}{\sum_{i}\left|U_{\alpha i}\right|^{2}\left|\mathcal{M}_{\alpha i}^{P}\right|^{2}} \frac{\mathcal{M}_{\beta j}^{D} \mathcal{M}_{\beta k}^{D *}}{\sum_{i}\left|U_{\beta i}\right|{ }^{2}\left|\mathcal{M}_{\beta i}^{D}\right|^{2}} \\
& \quad \times U_{\alpha j}^{*} U_{\beta j} U_{\alpha k} U_{\beta k}^{*} e^{-i\left[\left(E_{j}-E_{k}\right) t-\left(q_{j}-q_{k}\right) L\right]} . \tag{1.35}
\end{align*}
$$

In summary, the external wave packet model modifies the quantum mechanic probability with corrections from the production and detection processes.

### 1.4 Open questions and prospects

Neutrino physics has evolved significantly since the discovery of flavor oscillations by Super Kamiokande [50] and the Sudbury Neutrino Observatory [51]. Nowadays, there are numerous experiments that aim to take precision measurements within the next ten years. Some measurements include:

- Neutrino mass hierarchy,
- Neutrino mass type,
- CP violation in the leptonic sector,
- Absolute mass scale of the neutrinos.

Furthermore, the originating work of Pontecovo with neutrino oscillations in quantum mechanics [47] has been established to not be a theoretically complete model for neutrino oscillations. And, a consensus for the theory of neutrino oscillations in quantum field theory has not been reached. In the next chapter, chapt. 2, we will discuss in detail how we have contributed to the discussion of neutrino oscillations in quantum field theory.

## Chapter 2

## Framework for the lepton number carried by neutrinos

We consider a formulation of neutrino flavor oscillations based on lepton family numbers in quantum field theory. As we introduced in section 1.1.2, lepton family numbers are conserved values in $V-A$ theory and are a $U(1)$ global symmetry in the Standard Model. However, an implication of neutrino flavor oscillations is lepton family number violation [8]. That implication is an important connection, for neutrino flavor oscillations, between the quantum mechanics of section 1.3.2 and quantum field theory of section 1.3.4.

Equally important is what occurs for total lepton number after the neutrino mass type is considered, as a reminder total lepton number is the sum over all the lepton family numbers. For example, if we assign neutrinos to have a Majorana mass type then the total lepton number would be violated. However, if we assign a Dirac mass type, the total lepton number is conserved. The reason for a difference in total lepton number can be seen from inspecting the mass construction,

where the subscripts are counting the lepton numbers for a single flavor and $\psi_{L}^{C}=\left(\psi_{L}\right)^{C}$. If a particle is described with a Majorana field $\psi_{M}=\psi_{L}+\psi_{L}^{C}$ the electromagnetic current $j^{\mu}=q \overline{\psi_{M}} \gamma^{\mu} \psi_{M}$ vanishes. This means only an electrically neutral particle can be a Majorana field and in the Standard Model, only the neutrino is electrically neutral.

We are interested in how the different mass types effect neutrino oscillations, as the current quantum mechanics and quantum field theory models provide no incite. Furthermore, we think the effect of the different mass types on total lepton number will be reflected in the flavor oscillations. To illustrate our ideas in a simple way, first we will consider a model with only one flavor.

### 2.1 Single flavor Majorana neutrinos

We write the single flavor Majorana Lagrangian as,

$$
\begin{equation*}
\mathcal{L}^{S}=\overline{\nu_{L}} i \gamma^{\mu} \partial_{\mu} \nu_{L}-\theta(t)\left(\frac{m_{M}}{2} \overline{\nu_{L}^{C}} \nu_{L}+\text { h.c. }\right), \tag{2.3}
\end{equation*}
$$

where we have used the notation $\nu_{L}^{C}=\left(\nu_{L}\right)^{C}$ for charge conjugation and the subscript $L$ denotes the left-handed projection operator $P_{L}=$ $\left(1-\gamma^{5}\right) / 2$. The Lagrangian of Eq.(2.3) has the structure where the first term is the kinetic part and the second term is the Majorana mass part. A step-function $\theta(t)$ controls the second term and separates the Lagrangian into two regions. In the first region, we approach the zero time from below until we are infinitesimally away,

$$
\begin{equation*}
\lim _{t \rightarrow 0-} t=-\epsilon . \tag{2.4}
\end{equation*}
$$

For that region, the fields of Eq.(2.3) are Fourier expanded as Weyl spinors,

$$
\begin{equation*}
\nu_{L}(-\epsilon, \mathbf{x})=\int^{\prime} \frac{d^{3} \mathbf{p}}{(2 \pi)^{3} 2|\mathbf{p}|}\left(a(\mathbf{p}) u_{L}(\mathbf{p}) e^{i \mathbf{p} \cdot \mathbf{x}}+b^{\dagger}(\mathbf{p}) v_{L}(\mathbf{p}) e^{-i \mathbf{p} \cdot \mathbf{x}}\right) . \tag{2.5}
\end{equation*}
$$

The creation and annihilation operators obey the usual anti-commutation relations,

$$
\begin{equation*}
\left\{a(\mathbf{p}), a^{\dagger}(\mathbf{q})\right\}=\left\{b(\mathbf{p}), b^{\dagger}(\mathbf{q})\right\}=2|\mathbf{p}|(2 \pi)^{3} \delta^{(3)}(\mathbf{p}-\mathbf{q}) \tag{2.6}
\end{equation*}
$$

with all others being zero. We constrain the left-handed spinors $u_{L}(\mathbf{p})$ and $v_{L}(\mathbf{p})$ to be normalized as,

$$
\begin{gather*}
u_{L}(\mathbf{p})=-v_{L}(\mathbf{p})=\sqrt{|2 \mathbf{p}|}\binom{0}{\phi_{-}(\mathbf{n})},  \tag{2.7}\\
\mathbf{n} \cdot \boldsymbol{\sigma} \phi_{ \pm}(\mathbf{n})= \pm \phi_{ \pm}(\mathbf{n}),  \tag{2.8}\\
\mathbf{n}=\frac{\mathbf{p}}{|\mathbf{p}|} \tag{2.9}
\end{gather*}
$$

The symbol $\sigma$ denotes a vector of the Pauli matrices. We use the integral notation of $\int^{\prime}$ to denote the regions of $\{\mathbf{p} \neq 0, \mathbf{p} \in A,-\mathbf{p} \in \bar{A}\}$ with details in appendix B.

We approach the zero time from above in the second region delimited by the step-function,

$$
\begin{equation*}
\lim _{t \rightarrow 0+} t=+\epsilon \tag{2.10}
\end{equation*}
$$

In this region, the neutrinos are Majorana fermions that are Fourier expanded to be,

$$
\begin{align*}
& P_{L} \nu(+\epsilon, \mathbf{x})=P_{L} \int^{\prime} \frac{d^{3} \mathbf{p}}{(2 \pi)^{3} 2 E(\mathbf{p})} \sum_{\lambda= \pm}\left(a_{M}(\mathbf{p}, \lambda) u(\mathbf{p}, \lambda) e^{i \mathbf{p} \cdot \mathbf{x}}\right. \\
&\left.\quad+a_{M}^{\dagger}(\mathbf{p}, \lambda) v(\mathbf{p}, \lambda) e^{-i \mathbf{p} \cdot \mathbf{x}}\right) \tag{2.11}
\end{align*}
$$

where $E(\mathbf{p})=\sqrt{\mathbf{p}^{2}+m^{2}}, \lambda$ is the spinor helicity, and $P_{L}=\left(1-\gamma^{5}\right) / 2$ is the left-handed projection operator. Again the creation and annihilation operators obey the relation,

$$
\begin{equation*}
\left\{a_{M}(\mathbf{p}, \lambda), a_{M}^{\dagger}\left(\mathbf{q}, \lambda^{\prime}\right)\right\}=2 E(\mathbf{p})(2 \pi)^{3} \delta^{(3)}(\mathbf{p}-\mathbf{q}) \delta_{\lambda \lambda^{\prime}}, \tag{2.12}
\end{equation*}
$$

and all others are zero. Next, we use the continuity condition described in appendix B to relate the two regions of the step-function,

$$
\begin{equation*}
\nu_{L}(-\epsilon, \mathbf{x})=P_{L} \nu(+\epsilon, \mathbf{x}) . \tag{2.13}
\end{equation*}
$$

This results in relations for the operators of Eq.(2.5) and Eq.(2.11),

$$
\begin{align*}
& \binom{a(\mathbf{p})}{a^{\dagger}(-\mathbf{p})}=\frac{\sqrt{2|\mathbf{p}| N(\mathbf{p})}}{2 E(\mathbf{p})}\left(\begin{array}{cc}
1 & i \frac{m}{N(\mathbf{p})} \\
i \frac{m}{N(\mathbf{p})} & 1
\end{array}\right)\binom{a_{M}(\mathbf{p},-)}{a_{M}^{\dagger}(-\mathbf{p},-)},  \tag{2.14}\\
& \binom{b(\mathbf{p})}{b^{\dagger}(-\mathbf{p})}=\frac{\sqrt{2|\mathbf{p}| N(\mathbf{p})}}{2 E(\mathbf{p})}\left(\begin{array}{cc}
1 & i \frac{m}{N(\mathbf{p})} \\
i \frac{m}{N(\mathbf{p})} & 1
\end{array}\right)\binom{a_{M}(\mathbf{p},+)}{a_{M}^{\dagger}(-\mathbf{p},+)} . \tag{2.15}
\end{align*}
$$

We have used the notation of $N(\mathbf{p})=E(\mathbf{p})+|\mathbf{p}|$. We find the time evolution form of the operators by writing $a_{M}(\mathbf{p}, \lambda)$ as $a_{M}(\mathbf{p}, \lambda) e^{-i E(\mathbf{p}) t}$ and using the operator relations of Eq.(2.14) and Eq.(2.15) to write
$a_{M}(\mathbf{p}, \lambda)$ in terms of $a(\mathbf{p}):$

$$
\begin{align*}
&\binom{a(\mathbf{p}, t)}{a^{\dagger}(-\mathbf{p}, t)}= {\left[\cos E(\mathbf{p}) t\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right)\right.} \\
&\left.-i \sin E(\mathbf{p}) t\left(\begin{array}{cc}
v & -i \sqrt{1-v^{2}} \\
i \sqrt{1-v^{2}} & -v
\end{array}\right)\right]\binom{a(\mathbf{p})}{a^{\dagger}(-\mathbf{p})}  \tag{2.16}\\
&\binom{b(\mathbf{p}, t)}{b^{\dagger}(-\mathbf{p}, t)}=\left[\begin{array}{c}
\cos E(\mathbf{p}) t\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right) \\
\\
\left.\quad-i \sin E(\mathbf{p}) t\left(\begin{array}{cc}
v & -i \sqrt{1-v^{2}} \\
i \sqrt{1-v^{2}} & -v
\end{array}\right)\right]\binom{a(\mathbf{p})}{a^{\dagger}(-\mathbf{p})}
\end{array} .\right.
\end{align*}
$$

For the single flavor case we define the lepton number to be a Heisenberg operator of the form,

$$
\begin{align*}
L^{S}(t)= & \int_{\mathbf{p} \in A}\left(a^{\dagger}(\mathbf{p}, t) a(\mathbf{p}, t)-b^{\dagger}(\mathbf{p}, t) b(\mathbf{p}, t)\right. \\
& \left.+a^{\dagger}(-\mathbf{p}, t) a(-\mathbf{p}, t)-b^{\dagger}(-\mathbf{p}, t) b(-\mathbf{p}, t)\right) \tag{2.18}
\end{align*}
$$

Then we prepare a normalized state such that,

$$
\begin{equation*}
\left|\nu_{L}(\mathbf{q})\right\rangle=\frac{a^{\dagger}(\mathbf{q})|0\rangle}{\sqrt{\langle 0| a(\mathbf{q}) a^{\dagger}(\mathbf{q})|0\rangle}} \tag{2.19}
\end{equation*}
$$

which we sandwich around Eq.(2.18) the single flavor operator. After substituting Eq.(2.16) and Eq.(2.17) we have a single flavor expectation value that oscillates in time,

$$
\begin{equation*}
\left\langle\nu_{L}(\mathbf{q})\right| L^{S}\left|\nu_{L}(\mathbf{q})\right\rangle=v^{2}+\left(1-v^{2}\right) \cos 2 E(\mathbf{q}) t \tag{2.20}
\end{equation*}
$$

As a final note, this oscillation is directly proportional to the mass of the neutrino though the term $\left(1-v^{2}\right)=m_{M}^{2} /(E(\mathbf{q}))$. When we consider the momenta to be greater than the neutrino mass, the amplitude of the oscillations decreases, until we reach the ultra-relativistic limit and all oscillations become negligible.

### 2.2 Lepton number for Majorana neutrinos

Next, we consider the following multi-flavor Lagrangian for Majorana neutrinos,

$$
\begin{equation*}
\mathcal{L}^{M}=i \overline{\psi_{L \alpha}} \gamma^{\mu} \partial_{\mu} \psi_{L \alpha}-\theta(t)\left(\frac{m_{\alpha \beta}}{2} \overline{\psi_{L \alpha}^{C}} \psi_{L \beta}+\text { h.c. }\right) . \tag{2.21}
\end{equation*}
$$

This Lagrangian has the same structure and notation as Eq.(2.3) the single flavor case. The first term is the usual kinetic term and the second term is the multi-flavor Majorana mass. We have included a time-dependent step-function, $\theta(t)$, in the second term to guarantee an initial pure flavor state i.e., $\alpha=e, \mu, \tau$.

A difference between the single and multi-flavor is the diagonalization process. The multi-flavor, Majorana mass matrix is complex and symmetric, so we can use the Takagi factorization for the diagonalization [85],

$$
\begin{gather*}
m_{k} \delta_{k j}=\left(U^{T}\right)_{k \alpha} m_{\alpha \beta} U_{\beta j},  \tag{2.22}\\
\psi_{L \alpha}=U_{\alpha k} \psi_{L k} . \tag{2.23}
\end{gather*}
$$

Which uses a unitary matrix $U$ for the diagonalization. Then, using the Majorana field $\psi_{k}=\psi_{L k}+\psi_{L k}^{C}$ we rewrite the Lagrangian of Eq.(2.21) when the mass matrix is diagonal,

$$
\begin{equation*}
\mathcal{L}^{M}=i \frac{1}{2} \overline{\psi_{k}} \gamma^{\mu} \partial_{\mu} \psi_{k}-\theta(t) \frac{m_{k}}{2} \overline{\psi_{k}} \psi_{k} \tag{2.24}
\end{equation*}
$$

Notice, the mass term is still separated by the step-function $\theta(t)$.
We use the step-function to separate two regions in our formulation. Then, we relate those two regions by continuity of the fields. In the first region, we approach the zero time from below until reaching an infinitesimal distance away,

$$
\begin{equation*}
\lim _{t \rightarrow 0-} t=-\epsilon . \tag{2.25}
\end{equation*}
$$

There we Fourier expand the neutrino fields of Eq.(2.21) as Weyl fermions,

$$
\begin{equation*}
\psi_{L \alpha}(-\epsilon, \mathbf{x})=\int^{\prime} \frac{d^{3} \mathbf{p}}{(2 \pi)^{3} 2|\mathbf{p}|}\left(a_{\alpha}(\mathbf{p}) u_{L}(\mathbf{p}) e^{i \mathbf{p} \cdot \mathbf{x}}+b_{\alpha}^{\dagger}(\mathbf{p}) v_{L}(\mathbf{p}) e^{-i \mathbf{p} \cdot \mathbf{x}}\right) \tag{2.26}
\end{equation*}
$$

We constrain the left-handed spinors $u_{L}(\mathbf{p})$ and $v_{L}(\mathbf{p})$ such that they obey the conditions,

$$
\begin{gather*}
u_{L}(\mathbf{p})=-v_{L}(\mathbf{p})=\sqrt{|2 \mathbf{p}|}\binom{0}{\phi_{-}(\mathbf{n})},  \tag{2.27}\\
\mathbf{n} \cdot \boldsymbol{\sigma} \phi_{ \pm}(\mathbf{n})= \pm \phi_{ \pm}(\mathbf{n})  \tag{2.28}\\
\mathbf{n}=\frac{\mathbf{p}}{|\mathbf{p}|} \tag{2.29}
\end{gather*}
$$

The symbol $\sigma$ denotes a vector of the Pauli matrices. In addition, the integral notation of $\int^{\prime}$ denotes regions allowed for the momentum $\{\mathbf{p} \neq 0, \mathbf{p} \in A,-\mathbf{p} \in \bar{A}\}$ with details in appendix B . The momentum regions appear in the spinors as the following,

$$
\begin{align*}
\phi_{+}(\mathbf{n}) & =\binom{e^{i \frac{\phi}{2}} \cos \frac{\theta}{2}}{e^{-i \frac{\phi}{2}} \sin \frac{\theta}{2}},  \tag{2.30}\\
\phi_{-}(\mathbf{n}) & =\binom{-e^{i \frac{\phi}{2}} \sin \frac{\theta}{2}}{e^{-i \frac{\phi}{2}} \cos \frac{\theta}{2}},  \tag{2.31}\\
\phi_{+}(-\mathbf{n}) & =\binom{-i e^{i \frac{\phi}{2}} \sin \frac{\theta}{2}}{i e^{-i \frac{\phi}{2}} \cos \frac{\theta}{2}},  \tag{2.32}\\
\phi_{-}(-\mathbf{n}) & =\binom{i e^{i \frac{\phi}{2}} \cos \frac{\theta}{2}}{i e^{-i \frac{\phi}{2}} \sin \frac{\theta}{2}} . \tag{2.33}
\end{align*}
$$

The phases of the spinors are adjusted such that $\phi_{ \pm}(\mathbf{n})= \pm i \sigma^{2} \phi_{\mp}^{*}(\mathbf{n})$. Lastly, the operators of Eq.(2.26) from the Fourier expansion obey the usual anti-commutation relations,

$$
\left.\begin{array}{l}
\left\{a_{\alpha}(\mathbf{p}), a_{\beta}^{\dagger}(\mathbf{q})\right\}  \tag{2.34}\\
\left\{b_{\alpha}(\mathbf{p}), b_{\alpha}^{\dagger}(\mathbf{q})\right\}
\end{array}\right\}=2|\mathbf{p}|(2 \pi)^{3} \delta^{(3)}(\mathbf{p}-\mathbf{q}) \delta_{\alpha \beta},
$$

with all other relations being zero.
For the second region delimited by the step-function, we approach the zero time from above,

$$
\begin{equation*}
\lim _{t \rightarrow 0+} t=+\epsilon \tag{2.35}
\end{equation*}
$$

For this region, the neutrinos are Majorana fermions that are Fourier expanded to be,

$$
\begin{align*}
& U_{\alpha k} \psi_{L k}(+\epsilon, \mathbf{x})=U_{\alpha k} P_{L} \int^{\prime} \frac{d^{3} \mathbf{p}}{(2 \pi)^{3} 2 E_{k}(\mathbf{p})} \sum_{\lambda= \pm} \\
&\left(a_{M k}(\mathbf{p}, \lambda) u_{k}(\mathbf{p}, \lambda) e^{i \mathbf{p} \cdot \mathbf{x}}\right.  \tag{2.36}\\
&\left.+a_{M k}^{\dagger}(\mathbf{p}, \lambda) v_{k}(\mathbf{p}, \lambda) e^{-i \mathbf{p} \cdot \mathbf{x}}\right)
\end{align*}
$$

where $E_{k}(\mathbf{p})=\sqrt{\mathbf{p}^{2}+m_{k}^{2}}$ is the energy of each mass state, $\lambda$ is the spinor helicity, and $P_{L}=\left(1-\gamma^{5}\right) / 2$ is the left-handed projection opera-
tor. We normalize the spinors so that they have definite helicities,

$$
\begin{align*}
& u_{k}(\mathbf{p},+)=\sqrt{E_{k}(\mathbf{p})+|\mathbf{p}|}\binom{\phi_{+}(\mathbf{n})}{\frac{m_{k}}{E_{k}(\mathbf{p})+|\mathbf{p}|} \phi_{+}(\mathbf{n})},  \tag{2.37}\\
& u_{k}(\mathbf{p},-)=\sqrt{E_{k}(\mathbf{p})+|\mathbf{p}|}\binom{\frac{m_{k}}{E_{k}(\mathbf{p})+|\mathbf{p}|} \phi_{-}(\mathbf{n})}{\phi_{-}(\mathbf{n})},  \tag{2.38}\\
& v_{k}(\mathbf{p},+)=\sqrt{E_{k}(\mathbf{p})+|\mathbf{p}|}\binom{\frac{m_{k}}{E_{k}(\mathbf{p})+|\mathbf{p}|} \phi_{-}(\mathbf{n})}{-\phi_{-}(\mathbf{n})},  \tag{2.39}\\
& v_{k}(\mathbf{p},-)=\sqrt{E_{k}(\mathbf{p})+|\mathbf{p}|}\binom{-\phi_{+}(\mathbf{n})}{\frac{m_{k}}{E_{k}(\mathbf{p})+|\mathbf{p}|} \phi_{+}(\mathbf{n})} . \tag{2.40}
\end{align*}
$$

Again, the integral notation of $\int^{\prime}$ denotes regions allowed for the momentum with details in appendix $B$. The momentum regions are the same for the spinors as Eq.(2.30) to Eq.(2.33). In addition, they obey the usual orthogonality and completeness relations,

$$
\begin{gather*}
u_{k}^{\dagger}(\mathbf{p}, \lambda) u_{k}\left(\mathbf{p}, \lambda^{\prime}\right)=v_{k}^{\dagger}(-\mathbf{p}, \lambda) v_{k}\left(-\mathbf{p}, \lambda^{\prime}\right)=\delta_{\lambda \lambda^{\prime}}  \tag{2.41}\\
\sum_{\lambda}\left(u_{k}^{\dagger}(\mathbf{p}, \lambda) u_{k}\left(\mathbf{p}, \lambda^{\prime}\right)+v_{k}^{\dagger}(-\mathbf{p}, \lambda) v_{k}\left(-\mathbf{p}, \lambda^{\prime}\right)\right)=1 \tag{2.42}
\end{gather*}
$$

Lastly, the operator $a_{M k}(\mathbf{p}, \lambda)$ of Eq.(2.36) is distinct from the operators of Eq.(2.26). Sometimes we will call $a_{M k}(\mathbf{p}, \lambda)$ the Majorana operators, and they obey the anti-commutation relation,

$$
\begin{equation*}
\left\{a_{M k}(\mathbf{p}, \lambda), a_{M j}^{\dagger}\left(\mathbf{q}, \lambda^{\prime}\right)\right\}=2 E(\mathbf{p})(2 \pi)^{3} \delta^{(3)}(\mathbf{p}-\mathbf{q}) \delta_{k j} \delta_{\lambda \lambda^{\prime}} \tag{2.43}
\end{equation*}
$$

with all others being zero.
The two regions separated by the step-function of Eq.(2.21) are connected by continuity of the equation of motion. This can be seen after integrating the equation of motion derived from Eq.(2.21) over an infinitesimal time interval,

$$
\begin{equation*}
\int_{-\epsilon}^{+\epsilon} d t \frac{\partial \psi_{L \alpha}}{\partial t}=-\int_{-\epsilon}^{+\epsilon} d t \gamma^{0} \gamma^{i} \frac{\partial \psi_{L \alpha}}{\partial x^{i}} \psi_{L \alpha}-i \int_{0}^{+\epsilon} d t \gamma^{0} m_{\alpha \beta}^{*} \gamma^{0} \psi_{L \beta}^{C} . \tag{2.44}
\end{equation*}
$$

We reexpress the continuity in terms of the fields Eq.(2.26) and Eq.(2.36),

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0+} \psi_{L \alpha}(-\epsilon, \mathbf{x})=\lim _{\epsilon \rightarrow 0+} U_{\alpha i} L \psi_{i}(+\epsilon, \mathbf{x}) \tag{2.45}
\end{equation*}
$$

The details of the calculation are in appendix B. The continuity condition allows us to write relations between the operators $a_{L \alpha}(\mathbf{p})$ and
$b_{L \alpha}^{\dagger}(\mathbf{p})$ of Eq.(2.26) with the Majorana operators $a_{M i}(\mathbf{p}, \lambda)$ and $a_{M i}^{\dagger}(\mathbf{p}, \lambda)$ of Eq.(2.36).

$$
\begin{align*}
& a_{\alpha}(\mathbf{p})=U_{\alpha k} \frac{\sqrt{2|\mathbf{p}| N_{k}(\mathbf{p})}}{2 E_{k}(\mathbf{p})}\left(a_{M k}(\mathbf{p},-)+\frac{i m_{k}}{N_{k}(\mathbf{p})} a_{M k}^{\dagger}(-\mathbf{p},-)\right),  \tag{2.46}\\
& b_{\alpha}(\mathbf{p})=U_{\alpha k} \frac{\sqrt{2|\mathbf{p}| N_{k}(\mathbf{p})}}{2 E_{k}(\mathbf{p})}\left(a_{M k}(\mathbf{p},+)+\frac{i m_{k}}{N_{k}(\mathbf{p})} a_{M k}^{\dagger}(-\mathbf{p},+)\right), \tag{2.47}
\end{align*}
$$

where $N_{k}(\mathbf{p})=E_{k}(\mathbf{p})+|\mathbf{p}|$. Notice, the relations are a non-trivial mixing of the Majorana annihilation and creation operators forming $a_{\alpha}(\mathbf{p})$ and $b_{\alpha}(\mathbf{p})$. Naively, we may have expected the relations to only depend on the Majorana annihilation operators. In addition, compared to the single flavor case of Eq.(2.14) and Eq.(2.15), the multi-flavored relations depend on the PMNS matrix $U_{\alpha k}$ because of the Takagi factorization Eq.(2.22). We will use Eq.(2.46) and Eq.(2.47) to assist with solving for the time evolution of $a_{\alpha}(\mathbf{p})$ and $b_{\alpha}(\mathbf{p})$.

For the time evolution, we are interested in region two where the neutrinos are massive Majorana fields. So, we write Eq.(2.26) as $U_{\alpha k} \psi_{L k}(t, \mathrm{x})$, which indicates the operator is multiplied by the time evolution to become,

$$
\begin{gather*}
a_{M k}(\mathbf{p}, \lambda) \rightarrow a_{M k}(\mathbf{p}, \lambda) e^{-i E_{k}(\mathbf{p}) t}  \tag{2.48}\\
a_{M k}^{\dagger}(\mathbf{p}, \lambda) \rightarrow a_{M k}^{\dagger}(\mathbf{p}, \lambda) e^{i E_{k}(\mathbf{p}) t} \tag{2.49}
\end{gather*}
$$

Then Eq.(2.46) and Eq.(2.47) become time dependent,

$$
\begin{align*}
a_{\alpha}(t, \mathbf{p})=U_{\alpha k} \frac{\sqrt{2|\mathbf{p}| N_{k}(\mathbf{p})}}{2 E_{k}(\mathbf{p})}( & a_{M k}(\mathbf{p},-) e^{-i E_{k}(\mathbf{p}) t}  \tag{2.50}\\
& \left.+\frac{i m_{k}}{N_{k}(\mathbf{p})} a_{M k}^{\dagger}(-\mathbf{p},-) e^{i E_{k}(\mathbf{p}) t}\right), \\
b_{\alpha}(t, \mathbf{p})=U_{\alpha k} \frac{\sqrt{2|\mathbf{p}| N_{k}(\mathbf{p})}}{2 E_{k}(\mathbf{p})}( & a_{M k}(\mathbf{p},+) e^{-i E_{k}(\mathbf{p}) t}  \tag{2.51}\\
& \left.+\frac{i m_{k}}{N_{k}(\mathbf{p})} a_{M k}^{\dagger}(-\mathbf{p},+) e^{i E_{k}(\mathbf{p}) t}\right) .
\end{align*}
$$

Our goal is to write the time evolution solely in terms of the operators $a_{\alpha}(\mathbf{p})$ and $b_{\alpha}(\mathbf{p})$. So we use the operator relations of Eq.(2.46) and Eq.(2.47), derived from the continuity condition, as substitutions for the operators $a_{M k}(\mathbf{p}, \lambda)$ and $a_{M k}^{\dagger}(\mathbf{p}, \lambda)$ of Eq.(2.50) and Eq.(2.51). Then,
we expand the time dependent exponential into sine and cosine components, and identify that $|\mathbf{p}| / E_{k}(\mathbf{p})=v_{k}$ and $m_{k} / E_{k}(\mathbf{p})=\sqrt{1-v_{k}^{2}}$;

$$
\begin{array}{r}
a_{\alpha}(t, \mathbf{p})=\sum_{\beta=e}^{\tau} \sum_{k}\left(U_{\alpha k} U_{\beta k}^{*}\left[\cos E_{k}(\mathbf{p}) t-i v_{k} \sin E_{k}(\mathbf{p}) t\right] a_{\beta}(\mathbf{p})\right. \\
\left.\quad-i U_{\alpha k} U_{\beta k} \sqrt{1-v_{k}^{2}} \sin \left[E_{k}(\mathbf{p}) t\right] a_{\beta}^{\dagger}(-\mathbf{p})\right) \\
b_{\alpha}(t, \mathbf{p})=\sum_{\gamma=e}^{\tau} \sum_{j}\left(U_{\alpha j}^{*} U_{\gamma j}\left[\cos E_{j}(\mathbf{p}) t-i v_{j} \sin E_{j}(\mathbf{p}) t\right] b_{\gamma}(\mathbf{p})\right.  \tag{2.53}\\
\\
\left.-i U_{\alpha j}^{*} U_{\gamma j}^{*} \sqrt{1-v_{j}^{2}} \sin \left[E_{j}(\mathbf{p}) t\right] b_{\gamma}^{\dagger}(-\mathbf{p})\right)
\end{array}
$$

These relations are a cornerstone of our work, and again we would like to highlight the non-trivial mixing of the operators. The non-trivial mixing will lead to phenomena similar to neutrino flavor oscillations. We will derive how that phenomena occurs in section 2.2.1, and then we will discuss how it compares to the quantum mechanic and quantum field theory models from chapter 1 in section 2.2.2.

### 2.2.1 Time evolution of the lepton family numbers

We assign lepton family numbers based on the charged lepton in the $\mathrm{SU}(2)_{L}$ doublet from the weak interaction $L_{e}, L_{\mu}, L_{\tau}$. The lepton family numbers are Heisenberg operators treated as,

$$
\begin{equation*}
L_{\alpha}^{M}(t)=\int d^{3} x: \overline{\psi_{L \alpha}}(t, \mathbf{x}) \gamma^{0} \psi_{L \alpha}(t, \mathbf{x}):, \tag{2.54}
\end{equation*}
$$

where $\alpha=e, \mu$, and $\tau$ and :: denotes normal ordering with respect to the $a_{\alpha}(\mathbf{p})$ and $b_{\alpha}(\mathbf{p})$ vacuum. We substitute in the time dependent form of Eq.(2.26), then take the integral over space. The lepton family numbers are then written in terms of time dependent operators,

$$
\begin{equation*}
L_{\alpha}^{M}(t)=\int^{\prime} \frac{d^{3} p}{(2 \pi)^{3}|2 \mathbf{p}|}\left(a_{\alpha}^{\dagger}(t, \mathbf{p}) a_{\alpha}(t, \mathbf{p})-b_{\alpha}^{\dagger}(t, \mathbf{p}) b_{\alpha}(t, \mathbf{p})\right) \tag{2.55}
\end{equation*}
$$

As a reminder, the integral notation of $\int^{\prime}$ denotes regions allowed for the momentum $\{\mathbf{p} \neq 0, \mathbf{p} \in A,-\mathbf{p} \in \bar{A}\}$ with details in appendix B. To relocate the time dependency outside the operators, we use Eq.(2.52) and Eq.(2.53) that we found using the continuity condition. The result
is the lepton family numbers written in terms of the time independent operators,

$$
\begin{align*}
L_{\alpha}^{M}(t)= & \int^{\prime} \frac{d \mathbf{p}}{(2 \pi)^{3}|2 \mathbf{p}|} \sum_{\beta \gamma} \sum_{k j} \\
& \times\left[\left(A_{\beta \gamma}(+, \mathbf{p}) U_{\alpha k}^{*} U_{\beta k} U_{\alpha j} U_{\gamma j}^{*}-B_{\beta \gamma}(+, \mathbf{p}) U_{\alpha k} U_{\beta k}^{*} U_{\alpha j}^{*} U_{\gamma j}\right)\right. \\
& \times\left(\cos E_{k}(\mathbf{p}) t \cos E_{j}(\mathbf{p}) t+v_{k} v_{j} \sin E_{k}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t\right. \\
& \left.+i v_{k} \sin E_{k}(\mathbf{p}) t \cos E_{j}(\mathbf{p}) t-i v_{j} \cos E_{k}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t\right) \\
- & \left(A_{\beta \gamma}(-, \mathbf{p}) U_{\alpha k}^{*} U_{\beta k} U_{\alpha j} U_{\gamma j}-B_{\beta \gamma}(-, \mathbf{p}) U_{\alpha k} U_{\beta k}^{*} U_{\alpha j}^{*} U_{\gamma j}^{*}\right) \\
& \times\left(\sqrt{1-v_{j}^{2}} \cos E_{k}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t+i v_{k} \sqrt{1-v_{j}^{2}} \sin E_{k}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t\right) \\
+ & \left(A_{\beta \gamma}(-, \mathbf{p}) U_{\alpha k}^{*} U_{\beta k}^{*} U_{\alpha j} U_{\gamma j}^{*}-B_{\beta \gamma}(-, \mathbf{p}) U_{\alpha k} U_{\beta k} U_{\alpha j}^{*} U_{\gamma j}\right) \\
& \times\left(\sqrt{1-v_{k}^{2}} \cos E_{j}(\mathbf{p}) t \sin E_{k}(\mathbf{p}) t+i v_{j} \sqrt{1-v_{k}^{2}} \sin E_{j}(\mathbf{p}) t \sin E_{k}(\mathbf{p}) t\right) \\
= & \left(A_{\gamma \beta}(+, \mathbf{p}) U_{\alpha k}^{*} U_{\beta k}^{*} U_{\alpha j} U_{\gamma j}-B_{\gamma \beta}(+, \mathbf{p}) U_{\alpha k} U_{\beta k} U_{\alpha j}^{*} U_{\gamma j}^{*}\right) \\
& \left.\times \sqrt{1-v_{k}^{2}} \sqrt{1-v_{j}^{2}} \sin E_{k}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t\right] \tag{2.56}
\end{align*}
$$

where we have used the notation $A_{\gamma \beta}( \pm, \mathbf{p})=a_{\gamma}^{\dagger}(\mathbf{p}) a_{\beta}(\mathbf{p}) \pm a_{\gamma}^{\dagger}(-\mathbf{p}) a_{\beta}(-\mathbf{p})$ and $B_{\gamma \beta}( \pm, \mathbf{p})=b_{\gamma}^{\dagger}(\mathbf{p}) b_{\beta}(\mathbf{p}) \pm b_{\gamma}^{\dagger}(-\mathbf{p}) b_{\beta}(-\mathbf{p})$.

To further study the time evolution, we take the expectation value of Eq.(2.56) the operator for the lepton family numbers. We prepare a normalized single flavor state, $\sigma=e, \mu, \tau$; per the weak interaction production and detection processes of a neutrino experiment,

$$
\begin{equation*}
|\sigma(\mathbf{q})\rangle=\frac{a_{\sigma}^{\dagger}(\mathbf{q})|0\rangle}{\sqrt{\langle 0| a_{\sigma}(\mathbf{q}) a_{\sigma}^{\dagger}(\mathbf{q})|0\rangle}}, \tag{2.57}
\end{equation*}
$$

and sandwich that state around Eq.(2.56). This results in a real valued
expectation value of,

$$
\begin{align*}
\left\langle L_{\alpha}^{M}(t)\right\rangle_{\sigma \rightarrow \alpha}=\sum_{k, j} & {\left[\operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right)\right.} \\
& \quad \times\left(\cos E_{k}(\mathbf{q}) t \cos E_{j}(\mathbf{q}) t+v_{k} v_{j} \sin E_{k}(\mathbf{q}) t \sin E_{j}(\mathbf{q}) t\right) \\
& \quad \operatorname{Im}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right) \\
& \times\left(v_{k} \sin E_{k}(\mathbf{q}) t \cos E_{j}(\mathbf{q}) t-v_{j} \cos E_{k}(\mathbf{q}) t \sin E_{j}(\mathbf{q}) t\right) \\
& \left.\quad \operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k}^{*} U_{\alpha j} U_{\sigma j}\right) \sqrt{1-v_{k}^{2}} \sqrt{1-v_{j}^{2}} \sin E_{k}(\mathbf{q}) t \sin E_{j}(\mathbf{q}) t\right] \tag{2.58}
\end{align*}
$$

where $\left\langle L_{\alpha}^{M}(t)\right\rangle_{\sigma \rightarrow \alpha}$ denotes $\langle\sigma(\mathbf{q})| L_{\alpha}^{M}(t)|\sigma(\mathbf{q})\rangle$. The Majorana expectation value of Eq.(2.58) is the main result of our original work [86]. Some important features of the Majorana expectation value are,

- The cosine and sine terms are responsible for time dependent oscillations of the expectation value.
- In the last line of the equation, the quantity $\operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k}^{*} U_{\alpha j} U_{\sigma j}\right)$ is dependent on the Majorana phases $\alpha_{21}$ and $\alpha_{31}$. Those Majorana phases are observable CP phases and could be determined by some experiments.
- A sum over all the lepton family numbers $\sum_{\alpha}\langle\sigma(\mathbf{q})| L_{\alpha}^{M}(t)|\sigma(\mathbf{q})\rangle$ is the total lepton number. The total lepton number is not a conserved, time independent, value because of the minus sign in the last term. We will explore this further in section 3.1.
- The quantum mechanics equation for neutrino flavor oscillation Eq.(1.13) is recovered from Eq.(2.58), the Majorana expectation value, using the ultra-relativistic limit.


### 2.2.2 Comparison to the quantum mechanic formulation

When we take the ultra-relativistic limit of Eq.(2.58) our formulation becomes equivalent to the neutrino flavor oscillation equation derived from quantum mechanics quoted in Eq.(1.13). To prove that we start with the ultra-relativistic condition $\mathbf{q}^{2} \gg m_{k} m_{j}$, which means
$E_{(k, j)}(\mathbf{q}) \approx m_{(k, j)}^{2} /(2|\mathbf{q}|)$. The velocities become $v_{(k, j)} \approx 1$ and $\sqrt{1-v_{(k, j)}^{2}} \approx$ 0 leading to,

$$
\begin{align*}
\lim _{\mathbf{q}^{2} \gg m_{k} m_{j}}\left\langle L_{\alpha}^{M}(t)\right\rangle_{\sigma \rightarrow \alpha} \approx \sum_{k, j}( & \operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right) \cos \frac{\Delta m_{k j}^{2} t}{2|\mathbf{q}|} \\
& \left.-\operatorname{Im}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right) \sin \frac{\Delta m_{k j}^{2} t}{2|\mathbf{q}|}\right) \tag{2.59}
\end{align*}
$$

Then, we rewrite the equation with the imaginary terms,

$$
\begin{align*}
\lim _{\mathbf{q}^{2} \gg m_{k} m_{j}}\left\langle L_{\alpha}^{M}(t)\right\rangle_{\sigma \rightarrow \alpha} \approx \sum_{k, j}( & \operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right) \cos \frac{\Delta m_{k, j}^{2} t}{2|\mathbf{q}|} \\
& +i \operatorname{Im}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right) \cos \frac{\Delta m_{k, j}^{2} t}{2|\mathbf{q}|}  \tag{2.60}\\
& +i \operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right) \sin \frac{\Delta m_{k, j}^{2} t}{2|\mathbf{q}|} \\
& \left.+i^{2} \operatorname{Im}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right) \sin \frac{\Delta m_{k, j}^{2} t}{2|\mathbf{q}|}\right),
\end{align*}
$$

because,

$$
\begin{align*}
i \sum_{k, j} \operatorname{Im}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right) \cos \frac{\Delta m_{k, j}^{2} t}{2|\mathbf{q}|} & =0  \tag{2.61}\\
i \sum_{k, j} \operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right) \sin \frac{\Delta m_{k, j}^{2} t}{2|\mathbf{q}|} & =0  \tag{2.62}\\
\operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right)+i \operatorname{Im}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right) & =\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right), \tag{2.63}
\end{align*}
$$

and

$$
\begin{gather*}
\operatorname{Im}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right)=-\operatorname{Im}\left(U_{\alpha j}^{*} U_{\sigma j} U_{\alpha k} U_{\sigma k}^{*}\right),  \tag{2.64}\\
\operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k} U_{\alpha j} U_{\sigma j}^{*}\right)=\operatorname{Re}\left(U_{\alpha j}^{*} U_{\sigma j} U_{\alpha k} U_{\sigma k}^{*}\right), \tag{2.65}
\end{gather*}
$$

from exchange of $k$ and $j$. Recall that $\Delta m_{k, j}^{2} \equiv\left(m_{k}^{2}-m_{j}^{2}\right)$ is the squared mass differences. Lastly, we use Euler's formula to find Eq.(1.13) and Eq.(2.59) match exactly,

$$
\begin{equation*}
\lim _{\mathbf{q}^{2} \gg m_{k} m_{j}}\left\langle L_{\alpha}^{M}(t)\right\rangle_{\sigma \rightarrow \alpha}=\lim _{|\vec{p}| \gg m_{i, j}} P_{\alpha \rightarrow \beta}(t) . \tag{2.66}
\end{equation*}
$$

Importantly, this means our formula is more general and can be distinguished when the ultra-relativistic approximation is invalid. For example, the ultra-relativistic approximation is invalid when the momentum of the neutrinos is near or below the neutrino masses.

The quantum mechanics formula, before the ultra-relativistic approximation, was written in Eq.(1.12) with one oscillation phase $\phi_{i, j}=$ - $\left(E_{i}(\vec{p})-E_{j}(\vec{p})\right) t$. We rewrite Eq.(2.58) in exponential form to compare to Eq.(1.12),

$$
\begin{align*}
\left\langle L_{\alpha}^{M}(t)\right\rangle_{\sigma \rightarrow \alpha}=\frac{1}{4} \sum_{k, j} & {\left[U _ { \alpha k } ^ { * } U _ { \sigma k } U _ { \alpha j } U _ { \sigma j } ^ { * } \left(\left(1+v_{k}\right)\left(1+v_{j}\right) e^{i\left(E_{k}(\mathbf{p})-E_{j}(\mathbf{p})\right) t}\right.\right.} \\
& +\left(1-v_{k}\right)\left(1-v_{j}\right) e^{-i\left(E_{k}(\mathbf{p})-E_{j}(\mathbf{p})\right) t} \\
& +\left(1+v_{k}\right)\left(1-v_{j}\right) e^{i\left(E_{k}(\mathbf{p})+E_{j}(\mathbf{p})\right) t} \\
& \left.+\left(1-v_{k}\right)\left(1+v_{j}\right) e^{-i\left(E_{k}(\mathbf{p})+E_{j}(\mathbf{p})\right) t}\right) \\
& -U_{\alpha k}^{*} U_{\sigma k}^{*} U_{\alpha j} U_{\sigma j} \sqrt{1-v_{i}^{2}} \sqrt{1-v_{j}^{2}} \\
& \times\left(e^{i\left(E_{k}(\mathbf{p})-E_{j}(\mathbf{p})\right) t}-e^{i\left(E_{k}(\mathbf{p})+E_{j}(\mathbf{p})\right) t}\right. \\
& \left.\left.\quad+e^{-i\left(E_{k}(\mathbf{p})-E_{j}(\mathbf{p})\right) t}-e^{-i\left(E_{k}(\mathbf{p})+E_{j}(\mathbf{p})\right) t}\right)\right] \tag{2.67}
\end{align*}
$$

A noticeable difference between Eq.(1.12) and Eq.(2.58) is the three additional oscillation phases of,

$$
\begin{align*}
\phi_{k, j}^{1} & =-\left(E_{i}(\mathbf{p})-E_{j}(\mathbf{p})\right) t  \tag{2.68}\\
\phi_{k, j}^{2} & =\left(E_{i}(\mathbf{p})+E_{j}(\mathbf{p})\right) t  \tag{2.69}\\
\phi_{k, j}^{3} & =-\left(E_{i}(\mathbf{p})+E_{j}(\mathbf{p})\right) t . \tag{2.70}
\end{align*}
$$

All the amplitude coefficients of those phases are zero under the ultrarelativistic condition of $\mathbf{q}^{2} \gg m_{k} m_{j}$ leading to $v_{k, j} \approx 1$. Which we can see by inspection,

$$
\begin{array}{ll}
\left(1-v_{k}\right)\left(1-v_{j}\right) & \text { coefficient of } \phi_{k, j}^{1}, \\
\left(1+v_{k}\right)\left(1-v_{j}\right) & \text { coefficient of } \phi_{k, j}^{2}, \\
\left(1-v_{k}\right)\left(1+v_{j}\right) & \text { coefficient of } \phi_{k, j}^{3}, \tag{2.73}
\end{array}
$$

This means only the first two lines of Eq.(2.67) are non-zero, which is the same as Eq.(1.12) up to a normalization of a half. An interesting point is the frequencies induced by the new phases $\phi_{k, j}^{1}, \phi_{k, j}^{2}$, and $\phi_{k, j}^{3}$. The summed energies $E_{k}(\mathbf{q})+E_{j}(\mathbf{q})$ will result in higher frequency oscillations compared to the subtracted energies of $E_{k}(\mathbf{q})-E_{j}(\mathbf{q})$.

To illustrate further how our formulation is distinguishable by the additional oscillation phases we plot the momentum dependence of the absolute deviation,

$$
\begin{equation*}
D(\mathbf{q})=\left|\left\langle L_{\alpha}^{M}(T)\right\rangle_{\sigma \rightarrow \alpha}-P_{\sigma \rightarrow \alpha}(T)\right| \tag{2.74}
\end{equation*}
$$

for a fixed time $T$ in figure 2.1 from Eq.(2.58) and Eq.(1.12). We consider the lightest neutrino mass to be $m_{\text {lightest }}=0.01 \mathrm{eV}$, which means at least one neutrino is non-relativistic when $q<0.1 \mathrm{eV}$. For the values of the mass squared differences $\Delta m_{k, j}^{2}$ and the PMNS matrix parameters we use the best-fit results of NuFITv5.0 [88]. Details on how the PMNS matrix is parametrized is in appendix A. Lastly, we take the Majorana phases to be zero.

In figure 2.1, for momentum below 0.1 eV the absolute deviation tends to increase when approaching zero that is the effect of the additional oscillation phases $\phi_{i, j}^{1}, \phi_{i, j}^{2}$, and $\phi_{i, j}^{3}$. Additionally, below 0.01 eV the absolute deviation can be greater than one. This is because the Majorana expectation value can become negative due to the last line in Eq.(2.58), which depends on the square root of $1-v_{(k, j)}^{2}$.


Figure 2.1: Absolute deviation between the Majorana expectation value and the quantum mechanic probability at a fixed time $T=15 \mathrm{ps}$. We assume the lightest neutrino mass to be 0.01 eV , the Majorana phases are set to zero, and all other oscillation parameters are the best-fit values from NuFITv5.0 [88]. The x-axis follows a logbase10 scaling.

For a different perspective, we plot the quantum mechanic probability Eq.(1.12) and the Majorana expectation value Eq.(2.58), separately, over a momentum interval at a fixed time $T$ in figure 2.2. We
see the quantum mechanic probability envelopes the Majorana expectation value that is due to the common phase $\phi_{(k, j)}$. The addition phases of the Majorana expectation value, $\phi_{k, j}^{1}, \phi_{k, j}^{2}$, and $\phi_{k, j}^{3}$, cause the higher frequencies, which lead to the small scale oscillations. This effect of the addition phases holds true for appearance $e \rightarrow e$ and disappearance $e \rightarrow \mu$ transitions as illustrated in the lower and upper panels of figure 2.2.


Figure 2.2: Oscillations of the Majorana expectation value overlaid with the quantum mechanic probability at a fixed time $T=15 \mathrm{ps}$. We assume the lightest neutrino mass to be 0.01 eV , and we set the Majorana phases to zero. All other oscillation parameters we use are the best-fit values from NuFITv5.0 [88].

Next we plot the appearance $e \rightarrow e$ and disappearance $e \rightarrow \mu$ transitions over a time interval for a fixed momentum of $\mathbf{q}=0.02 \mathrm{eV}$ in figure 2.3. We see the same higher frequencies of the Majorana expectation value being enveloped by the quantum mechanic probability. This illustrates how small scale resolution is important to distinguish our formalism.

Another distinction of our formulation, which is unrelated to the phases $\phi_{(k . j)}$, is the PMNS combination of $U_{\alpha k}^{*} U_{\sigma k}^{*} U_{\alpha j} U_{\sigma j}$. That combina-


Figure 2.3: Time evolution of the Majorana expectation value overlaid with the quantum mechanic probability for a fixed momentum $\mathbf{q}=$ 0.02 eV . We assume the lightest neutrino mass to be 0.01 eV , and we set the Majorana phases to zero. All other oscillation parameters we use are the best-fit values from NuFITv5.0 [88].
tion is unique to our Majorana expectation value and the combination depends directly on the Majorana CP phases. Importantly, that combination is suppressed by the absolute masses of the neutrinos through the term $\sqrt{1-v_{i}^{2}} \sqrt{1-v_{j}^{2}}=\left(m_{i} m_{j}\right) /\left(E_{i}(\mathbf{p}) E_{j}(\mathbf{p})\right)$. So, it only meaningfully contributes when the momentum is similar to, or below the absolute masses of the neutrinos. The suppression is the same reason we see greater than one values discussed before about the absolute deviation in figure 2.1.

For a final comment, the discussions of this section are also true for the external wave packet model in quantum field theory of section 1.3.4. This is because the external wave packet probability Eq.(1.31) shares the same phase, $\phi_{(k, j)}$, as the quantum mechanics probability Eq.(1.12). The external wave packet probability also has no PMNS combination of $U_{\alpha k}^{*} U_{\sigma k}^{*} U_{\alpha j} U_{\sigma j}$ or Majorana phase dependence.

### 2.3 Lepton number for Dirac neutrinos

We formulate the Dirac lepton number similarly to the Majorana lepton number of section 2.2. A major difference between the Majorana and Dirac lepton numbers is the new right-handed neutrino fields,

$$
\begin{equation*}
\mathcal{L}^{D}=\overline{\nu_{L \alpha}} i \gamma^{\mu} \partial_{\mu} \nu_{L \alpha}+\overline{\nu_{R \alpha}} i \gamma^{\mu} \partial_{\mu} \nu_{R \alpha}-\theta(t)\left(\overline{\nu_{R \alpha}} m_{\alpha \beta} \nu_{L \beta}+\text { h.c. }\right) \tag{2.75}
\end{equation*}
$$

which are used to construct the mass term. The time-dependent stepfunction $\theta(t)$, again, guarantees an initial pure flavor state. In contrast to Eq.(2.22) of the Majorana formalism, the Dirac mass is diagonalized by two distinct unitary matrices,

$$
\begin{gather*}
\nu_{L \beta}=U_{\beta j} \nu_{L j}  \tag{2.76}\\
\nu_{R \alpha}=V_{\alpha k} \nu_{R k}  \tag{2.77}\\
\left(V^{\dagger}\right)_{k \alpha} m_{\alpha \beta} U_{\beta j}=m_{k} \delta_{k j} . \tag{2.78}
\end{gather*}
$$

Rewriting the Lagrangian Eq.(2.75) with the four component Dirac field $\psi_{k}=\nu_{R k}+\nu_{L k}$ for a diagonal mass matrix results in the form,

$$
\begin{equation*}
\mathcal{L}^{D}=\overline{\psi_{k}}\left(i \gamma^{\mu} \partial_{\mu}-\theta(t) m_{k}\right) \psi_{k} \tag{2.79}
\end{equation*}
$$

In the same manner as the Majorana formalism, the step-function $\theta(t)$ separates two regions. We connect those two regions by continuity of the equation of motion for the separate fields $\nu_{L \alpha}$ and $\nu_{R \alpha}$. The zero time for the two regions is approached by reaching an infinitesimal time away,

$$
\begin{array}{ll}
\lim _{t \rightarrow 0-} t=-\epsilon & \\
\lim _{t \rightarrow 0+} t=+\epsilon &  \tag{2.81}\\
\text { region one, } \\
\text { region two. }
\end{array}
$$

In region one, we take the Fourier expansion of the left- and righthanded Weyl fields,

$$
\begin{align*}
& \nu_{L \alpha}(-\epsilon, \mathbf{x})=\int^{\prime} \frac{d^{3} \mathbf{p}}{(2 \pi)^{3} 2|\mathbf{p}|}\left(a_{L \alpha}(\mathbf{p}) u_{L}(\mathbf{p}) e^{i \mathbf{p} \cdot \mathbf{x}}+b_{L \alpha}^{\dagger}(\mathbf{p}) v_{L}(\mathbf{p}) e^{-i \mathbf{p} \cdot \mathbf{x}}\right)  \tag{2.82}\\
& \nu_{R \alpha}(-\epsilon, \mathbf{x})=\int^{\prime} \frac{d^{3} \mathbf{p}}{(2 \pi)^{3} 2|\mathbf{p}|}\left(a_{R \alpha}(\mathbf{p}) u_{R}(\mathbf{p}) e^{i \mathbf{p} \cdot \mathbf{x}}+b_{R \alpha}^{\dagger}(\mathbf{p}) v_{R}(\mathbf{p}) e^{-i \mathbf{p} \cdot \mathbf{x}}\right) \tag{2.83}
\end{align*}
$$

Recall, our integral notation $\int^{\prime}$ means the momentum regions $\{\mathbf{p} \neq$ $0, \mathbf{p} \in A,-\mathbf{p} \in \bar{A}\}$ with details in appendix $B$. We have constrained the
spinors to be normalized as,

$$
\begin{gather*}
u_{L}(\mathbf{p})=-v_{L}(\mathbf{p})=\sqrt{2|\mathbf{p}|}\binom{0}{\phi_{-}(\mathbf{n})},  \tag{2.84}\\
u_{L}(-\mathbf{p})=-v_{L}(-\mathbf{p})=i \sqrt{2|\mathbf{p}|}\binom{0}{\phi_{+}(\mathbf{n})},  \tag{2.85}\\
u_{R}(\mathbf{p})=-v_{R}(\mathbf{p})=\sqrt{2|\mathbf{p}|}\binom{\phi_{+}(\mathbf{n})}{0},  \tag{2.86}\\
u_{R}(-\mathbf{p})=-v_{R}(-\mathbf{p})=i \sqrt{2|\mathbf{p}|}\binom{\phi_{-}(\mathbf{n})}{0} . \tag{2.87}
\end{gather*}
$$

Notice the imaginary unit for the negative momentum spinors appears due to Eq.(2.28) and Eq.(2.29). For convenience, we rewrite the spinor momentum dependence here,

$$
\begin{align*}
\phi_{+}(\mathbf{n}) & =\left(\begin{array}{c}
i \frac{\phi}{2} \\
\cos \frac{\theta}{2} \\
e^{-i \frac{\phi}{2}} \sin \frac{\theta}{2}
\end{array}\right),  \tag{2.88}\\
\phi_{-}(\mathbf{n}) & =\binom{-e^{i \frac{\phi}{2}} \sin \frac{\theta}{2}}{e^{-i \frac{\phi}{2}} \cos \frac{\theta}{2}},  \tag{2.89}\\
\phi_{+}(-\mathbf{n}) & =\binom{-i e^{i \frac{\phi}{2}} \sin \frac{\theta}{2}}{i e^{-i \frac{\phi}{2}} \cos \frac{\theta}{2}},  \tag{2.90}\\
\phi_{-}(-\mathbf{n}) & =\binom{i e^{i \frac{\phi}{2}} \cos \frac{\theta}{2}}{i e^{-i \frac{\phi}{2}} \sin \frac{\theta}{2}} . \tag{2.91}
\end{align*}
$$

In addition, the operators after the expansion obey the usual anticommutation relations,

$$
\left.\begin{array}{l}
\left\{a_{L \alpha}(\mathbf{p}), a_{L \beta}^{\dagger}(\mathbf{q})\right\}  \tag{2.92}\\
\left\{b_{L \alpha}(\mathbf{p}), b_{L \beta}^{\dagger}(\mathbf{q})\right\}
\end{array}\right\}=2|\mathbf{p}|(2 \pi)^{3} \delta^{(3)}(\mathbf{p}-\mathbf{q}) \delta_{\alpha \beta}
$$

with all others being zero.
In region two, we use the on-shell Fourier expansion on the Dirac field $\psi_{i}(+\epsilon, \mathbf{x})$ from Eq.(2.79),

$$
\begin{align*}
\psi_{k}(+\epsilon, \mathbf{x})=\int^{\prime} \frac{d^{3} \mathbf{p}}{(2 \pi)^{3} 2 E_{k}(\mathbf{p})} \sum_{h} & \left(a_{k}(\mathbf{p}, h) u_{k}(\mathbf{p}, h) e^{i \mathbf{p} \cdot \mathbf{x}}\right.  \tag{2.93}\\
& \left.+b_{k}^{\dagger}(\mathbf{p}, h) v_{k}(\mathbf{p}, h) e^{-i \mathbf{p} \cdot \mathbf{x}}\right)
\end{align*}
$$

where $h$ denotes the spinor helicity and $E_{k}^{2}(\mathbf{p})=|\mathbf{p}|^{2}+m_{k}^{2}$ is the energy of the mass states. The spinors are normalized the same as Eq.(2.37) though Eq.(2.40) and obey the same orthogonality, completeness relations. Lastly, the operators obey the usual anti-commutation relations,

$$
\begin{equation*}
\left\{a_{k}(\mathbf{p}, h), a_{j}^{\dagger}(\mathbf{q}, h)\right\}=\left\{b_{k}(\mathbf{p}, h), b_{j}^{\dagger}(\mathbf{q}, h)\right\}=2 E_{k}(\mathbf{p})(2 \pi)^{3} \delta^{(3)}(\mathbf{p}-\mathbf{q}) \delta_{k j}, \tag{2.94}
\end{equation*}
$$

and all others are zero. The operators $a_{k}(\mathbf{p}, h)$ and $b_{k}(\mathbf{p}, h)$ are distinct from the creation and annihilation operators of Eq.(2.92). Then, we use the continuity of the equation of motion, discussed in appendix B, to find two connections between the Fourier expanded fields,

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0+} \nu_{L k}(+\epsilon, \mathbf{x})=\lim _{\epsilon \rightarrow 0+} \sum_{\alpha} U_{\alpha k}^{*} \nu_{L \alpha}(-\epsilon, \mathbf{x}),  \tag{2.95}\\
& \lim _{\epsilon \rightarrow 0+} \nu_{R k}(+\epsilon, \mathbf{x})=\lim _{\epsilon \rightarrow 0+} \sum_{\beta} V_{\beta k}^{*} \nu_{R \beta}(-\epsilon, \mathbf{x}) . \tag{2.96}
\end{align*}
$$

We use the connections of Eq.(2.95) and Eq.(2.96) to derive relations between the operators of Eq.(2.82), Eq.(2.83), and Eq.(2.93). After we split the momentum regions to be $\{\mathbf{p} \neq 0, \mathbf{p} \in A,-\mathbf{p} \in \bar{A}\}$ the operator connections are,

$$
\begin{align*}
& a_{L \alpha}( \pm \mathbf{p})=\sum_{k}^{3} U_{\alpha k} \frac{\sqrt{N_{k}(\mathbf{p}) 2|\mathbf{p}|}}{2 E_{k}(\mathbf{p})}\left(a_{k}( \pm \mathbf{p},-)+i \frac{m_{k}}{N_{k}} b_{k}^{\dagger}(\mp \mathbf{p},-)\right),  \tag{2.97}\\
& b_{L \alpha}^{\dagger}( \pm \mathbf{p})=\sum_{k}^{3} U_{\alpha k} \frac{\sqrt{N_{k}(\mathbf{p}) 2|\mathbf{p}|}}{2 E_{k}(\mathbf{p})}\left(b_{k}^{\dagger}( \pm \mathbf{p},+)-i \frac{m_{k}}{N_{k}} a_{k}(\mp \mathbf{p},+)\right),  \tag{2.98}\\
& a_{R \alpha}( \pm \mathbf{p})=\sum_{j}^{3} V_{\alpha j} \frac{\sqrt{N_{j}(\mathbf{p}) 2|\mathbf{p}|}}{2 E_{j}(\mathbf{p})}\left(a_{j}( \pm \mathbf{p},+)+i \frac{m_{j}}{N_{j}} b_{j}^{\dagger}(\mp \mathbf{p},+)\right),  \tag{2.99}\\
& b_{R \alpha}^{\dagger}( \pm \mathbf{p})=\sum_{j}^{3} V_{\alpha j} \frac{\sqrt{N_{j}(\mathbf{p}) 2|\mathbf{p}|}}{2 E_{j}(\mathbf{p})}\left(b_{j}^{\dagger}( \pm \mathbf{p},-)-i \frac{m_{j}}{N_{j}} a_{j}(\mp \mathbf{p},-)\right) . \tag{2.100}
\end{align*}
$$

Notice the two differences between the left-handed $a_{L \alpha}( \pm \mathbf{p})$ and the right-handed $a_{R \alpha}( \pm \mathbf{p})$ versions are,

1. the exchange of the mixing matrices $U_{\alpha k} \leftrightarrow V_{\alpha j}$,
2. and the exchange of the massive operator helicities $a_{k}( \pm \mathbf{p}, h) \leftrightarrow$ $a_{k}( \pm \mathbf{p},-h)$ and $b_{k}^{\dagger}( \pm \mathbf{p}, h) \leftrightarrow b_{k}^{\dagger}( \pm \mathbf{p},-h)$.

Similar to the Majorana relations of Eq.(2.46) and Eq.(2.47), there is a non-trivial mixing between the Dirac operators $a_{k}( \pm \mathbf{p}, h)$ and the Weyl operators $a_{L \alpha}( \pm \mathbf{p})$. The time evolution form of the operators are solved by writing Eq.(2.93) as $\psi_{k}(t, \mathbf{x})$, which means the operators are multiplied by,

$$
\begin{gather*}
a_{k}(\mathbf{p}, h) \rightarrow a_{k}(\mathbf{p}, h) e^{-i E_{k}(\mathbf{p}) t},  \tag{2.101}\\
b_{k}^{\dagger}(\mathbf{p}, h) \rightarrow b_{k}^{\dagger}(\mathbf{p}, h) e^{i E_{k}(\mathbf{p}) t} \tag{2.102}
\end{gather*}
$$

Then the equations Eq.(2.97) though Eq.(2.100) become time dependent,

$$
\left.\begin{array}{rl}
a_{L \alpha}( \pm \mathbf{p}, t)=\sum_{k}^{3} U_{\alpha k} \frac{\sqrt{N_{k}(\mathbf{p}) 2|\mathbf{p}|}}{2 E_{k}(\mathbf{p})}( & a_{k}(
\end{array}\right) \begin{aligned}
&\mathbf{p},-) e^{-i E_{k}(\mathbf{p}) t} \\
&\left.+i \frac{m_{k}}{N_{k}} b_{k}^{\dagger}(\mp \mathbf{p},-) e^{i E_{k}(\mathbf{p}) t}\right), \\
& b_{L \alpha}^{\dagger}( \pm \mathbf{p}, t)=\sum_{k}^{3} U_{\alpha k} \frac{\sqrt{N_{k}(\mathbf{p}) 2|\mathbf{p}|}}{2 E_{k}(\mathbf{p})}\left(b_{k}^{\dagger}( \right. \pm \mathbf{p},+) e^{i E_{k}(\mathbf{p}) t} \\
&\left.-i \frac{m_{k}}{N_{k}} a_{k}(\mp \mathbf{p},+) e^{-i E_{k}(\mathbf{p}) t}\right), \\
& a_{R \alpha}( \pm \mathbf{p}, t)=\sum_{j}^{3} V_{\alpha j} \frac{\sqrt{N_{j}(\mathbf{p}) 2|\mathbf{p}|}}{2 E_{j}(\mathbf{p})}\left(a_{j}( \pm \mathbf{p},+) e^{-i E_{j}(\mathbf{p}) t}\right. \\
&\left.+i \frac{m_{j}}{N_{j}} b_{j}^{\dagger}(\mp \mathbf{p},+) e^{i E_{j}(\mathbf{p}) t}\right), \\
& b_{R \alpha}^{\dagger}( \pm \mathbf{p}, t)=\sum_{j}^{3} V_{\alpha j} \frac{\sqrt{N_{j}(\mathbf{p}) 2|\mathbf{p}|}}{2 E_{j}(\mathbf{p})}\left(b_{j}^{\dagger}( \right. \pm \mathbf{p},-) e^{i E_{j}(\mathbf{p}) t}  \tag{2.106}\\
&\left.-i \frac{m_{j}}{N_{j}} a_{j}(\mp \mathbf{p},-) e^{-i E_{j}(\mathbf{p}) t}\right) .
\end{aligned}
$$

We desire to write the time evolution solely in terms of the Weyl operators $a_{L \alpha}( \pm \mathbf{p}), a_{R \alpha}( \pm \mathbf{p}), b_{L \alpha}^{\dagger}( \pm \mathbf{p}), b_{R \alpha}^{\dagger}( \pm \mathbf{p})$. To accomplish that we will substitute for the Dirac operators $a_{k}( \pm \mathbf{p}, h)$ and $b_{k}^{\dagger}(\mp \mathbf{p}, h)$ from Eq.(2.97) though (2.100), which we derived from the continuity condition. Then
we expand the exponential into sine and cosine components to find,

$$
\begin{array}{r}
a_{L \alpha}( \pm \mathbf{p}, t)=\sum_{\beta=e}^{\tau} \sum_{k}\left[U_{\alpha k} U_{\beta k}^{*}\left(\cos E_{k}(\mathbf{p}) t-i v_{k} \sin E_{k}(\mathbf{p}) t\right) a_{L \beta}( \pm \mathbf{p})\right. \\
\left.\mp U_{\alpha k} V_{\beta k}^{*} \sqrt{1-v_{k}^{2}} \sin E_{k}(\mathbf{p}) t b_{R \beta}^{\dagger}(\mp \mathbf{p})\right], \\
a_{L \alpha}^{\dagger}( \pm \mathbf{p}, t)=\sum_{\gamma=e}^{\tau} \sum_{k}\left[U_{\alpha k}^{*} U_{\gamma k}\left(\cos E_{k}(\mathbf{p}) t+i v_{k} \sin E_{k}(\mathbf{p}) t\right) a_{L \gamma}^{\dagger}( \pm \mathbf{p})\right. \\
\left.\mp U_{\alpha k}^{*} V_{\beta k} \sqrt{1-v_{k}^{2}} \sin E_{k}(\mathbf{p}) t b_{R \gamma}(\mp \mathbf{p})\right], \\
\left.\begin{array}{r}
b_{L \alpha}( \pm \mathbf{p}, t)=\sum_{\beta=e}^{\tau} \sum_{k}[
\end{array}\right] U_{\alpha i}^{*} U_{\beta k}\left(\cos E_{k}(\mathbf{p}) t-i v_{k} \sin E_{k}(\mathbf{p}) t\right) b_{L \beta}( \pm \mathbf{p}) \\
\left.\mp U_{\alpha k}^{*} V_{\beta k} \sqrt{1-v_{k}^{2}} \sin E_{k}(\mathbf{p}) t a_{R \beta}^{\dagger}(\mp \mathbf{p})\right], \\
b_{L \alpha}^{\dagger}( \pm \mathbf{p}, t)=\sum_{\gamma=e}^{\tau} \sum_{k}[ \tag{2.110}
\end{array}\left[U_{\alpha k} U_{\gamma k}^{*}\left(\cos E_{k}(\mathbf{p}) t+i v_{k} \sin E_{k}(\mathbf{p}) t\right) b_{L \gamma}^{\dagger}( \pm \mathbf{p})\right] .
$$

where $v_{k}=|\mathbf{p}| / E_{k}(\mathbf{p})$ and $\sqrt{1-v_{k}^{2}}=m_{k} / E_{k}(\mathbf{p})$. Using our knowledge from Eq.(2.97) though Eq.(2.100), we can identify the right-handed versions of Eq.(2.107) through Eq.(2.110) the time evolution operators from,

1. replacements of the mixing matrices $U_{(\alpha, \beta, \gamma) k} \leftrightarrow V_{(\alpha, \beta, \gamma) k}$,
2. swapping of the operator handedness $a_{R(\beta, \gamma)}( \pm \mathbf{p}) \leftrightarrow a_{L(\beta, \gamma)}( \pm \mathbf{p})$ and $b_{R(\beta, \gamma)}( \pm \mathbf{p}) \leftrightarrow b_{L(\beta, \gamma)}( \pm \mathbf{p})$.
We emphasize the time dependent operators will lead to phenomena equivalent to neutrino oscillations, because of the non-trivial mixing of the operators. For example, the time evolution of the operator $a_{L \alpha}(t, \pm \mathbf{p})$ depends on the creation operator $b_{R \beta}^{\dagger}(\mp \mathbf{p})$ and the annihilation operator $a_{L \beta}( \pm \mathbf{p})$. Naively, one may expect only a dependence on the annihilation operator $a_{L \beta}( \pm \mathbf{p})$. In the next subsection we will derive how the non-trivial mixing leads to phenomena similar to neutrino oscillations.

### 2.3.1 Time evolution of Dirac family numbers

For the Dirac formulation we have two types of lepton family Heisenberg operators, which we denote $L_{\alpha}^{L}(t)$ and $L_{\alpha}^{R}(t)$. The summation of those two operators is what we assign the lepton family numbers to based on the charged lepton in the $\mathrm{SU}(2)_{L}$ doublet from the weak interaction $L_{e}, L_{\mu}, L_{\tau}$. The two lepton family numbers are then,

$$
\begin{align*}
& L_{\alpha}^{L}(t)=\int d^{3} x: \overline{\overline{\nu_{L \alpha}}}(t, \mathbf{x}) \gamma^{0} \nu_{L \alpha}(t, \mathbf{x}):,  \tag{2.111}\\
& L_{\alpha}^{R}(t)=\int d^{3} x: \overline{\nu_{R \alpha}}(t, \mathbf{x}) \gamma^{0} \nu_{R \alpha}(t, \mathbf{x}):, \tag{2.112}
\end{align*}
$$

and

$$
\begin{equation*}
L_{\alpha}^{D}(t)=L_{\alpha}^{L}(t)+L_{\alpha}^{R}(t) . \tag{2.113}
\end{equation*}
$$

The notation :: denotes normal ordering according to the $a_{(L, R) \alpha}( \pm \mathbf{p})$ and $b_{(L, R) \alpha}( \pm \mathbf{p})$ vacuum. First, we focus on the operator of left-handed lepton family number $L_{\alpha}^{L}$ by substituting the time dependent form of Eq.(2.82). The substitutions hold the two regions for $p$,

$$
\begin{align*}
L_{\alpha}^{L}(t)=\int_{\mathbf{p} \in A} \frac{d \mathbf{p}}{(2 \pi)^{3} 2|\mathbf{p}|} & \left(a_{L \alpha}^{\dagger}(\mathbf{p}, t) a_{L \alpha}(\mathbf{p}, t)-b_{L \alpha}^{\dagger}(\mathbf{p}, t) b_{L \alpha}(\mathbf{p}, t)\right. \\
& \left.+a_{L \alpha}^{\dagger}(-\mathbf{p}, t) a_{L \alpha}(-\mathbf{p}, t)-b_{L \alpha}^{\dagger}(-\mathbf{p}, t) b_{L \alpha}(-\mathbf{p}, t)\right) \tag{2.114}
\end{align*}
$$

Then, we substitute the time dependent operators of Eq.(2.107) through Eq.(2.110) to write the operator of the left-handed lepton family num-
ber with time independent $a_{(L, R) \alpha}(\mathbf{p})$ and $b_{(L, R) \alpha}(\mathbf{p})$;

$$
\begin{align*}
L_{\alpha}^{L}(t)=\sum_{i, j} \sum_{\beta \gamma} & \int_{p \in A} \frac{d \mathbf{p}}{(2 \pi)^{3} 2|\mathbf{p}|} \\
& \times\left[\left(\cos E_{i}(\mathbf{p}) t+i v_{i} \sin E_{i}(\mathbf{p}) t\right)\left(\cos E_{j}(\mathbf{p}) t-i v_{j} \sin E_{j}(\mathbf{p}) t\right)\right. \\
& \times\left(U_{\alpha i}^{*} U_{\beta i} U_{\alpha j} U_{\gamma j}^{*} O_{L}^{a}(\mathbf{p})-U_{\alpha i} U_{\beta i}^{*} U_{\alpha j}^{*} U_{\gamma j} O_{L}^{b}(\mathbf{p})\right) \\
+ & \sqrt{1-v_{j}^{2}}\left(\cos E_{i}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t+i v_{i} \sin E_{i}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t\right) \\
& \times\left(-U_{\alpha i}^{*} U_{\beta i} U_{\alpha j} V_{\gamma j}^{*} O_{L R}^{a b}(\mathbf{p})+U_{\alpha i} U_{\beta i}^{*} U_{\alpha j}^{*} V_{\gamma j} O_{L R}^{b a}(\mathbf{p})\right) \\
+ & \sqrt{1-v_{i}^{2}}\left(\sin E_{i}(\mathbf{p}) t \cos E_{j}(\mathbf{p}) t-i v_{j} \sin E_{i}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t\right) \\
& \times\left(-U_{\alpha i}^{*} V_{\beta i} U_{\alpha j} U_{\gamma j}^{*} O_{R L}^{a b}(\mathbf{p})+U_{\alpha i} V_{\beta i}^{*} U_{\alpha j}^{*} U_{\gamma j} O_{R L}^{b a}(\mathbf{p})\right) \\
+ & \sqrt{1-v_{i}^{2}} \sqrt{1-v_{j}^{2}} \sin E_{i}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t \\
& \left.\times\left(U_{\alpha i}^{*} V_{\beta i} U_{\alpha j} V_{\gamma j}^{*} O_{R}^{b}(\mathbf{p})-U_{\alpha i} V_{\beta i}^{*} U_{\alpha j}^{*} V_{\gamma j} O_{R}^{a}(\mathbf{p})\right)\right] \tag{2.115}
\end{align*}
$$

We have compacted the operator notation to be,

$$
\begin{gather*}
O_{L}^{a}(\mathbf{p})=a_{L \beta}^{\dagger}(\mathbf{p}) a_{L \gamma}(\mathbf{p})+a_{L \beta}^{\dagger}(-\mathbf{p}) a_{L \gamma}(-\mathbf{p})  \tag{2.116}\\
O_{L}^{b}(\mathbf{p})=b_{L \beta}^{\dagger}(\mathbf{p}) b_{L \gamma}(\mathbf{p})+b_{L \beta}^{\dagger}(-\mathbf{p}) b_{L \gamma}(-\mathbf{p})  \tag{2.117}\\
O_{R}^{b}(\mathbf{p})=b_{R \beta}(-\mathbf{p}) b_{R \gamma}^{\dagger}(-\mathbf{p})+b_{R \beta}(\mathbf{p}) b_{R \gamma}^{\dagger}(\mathbf{p})  \tag{2.118}\\
O_{R}^{a}(\mathbf{p})=a_{R \beta}(-\mathbf{p}) a_{R \gamma}^{\dagger}(-\mathbf{p})+a_{R \beta}(\mathbf{p}) a_{R \gamma}^{\dagger}(\mathbf{p}) \tag{2.119}
\end{gather*}
$$

for the single operators and

$$
\begin{align*}
& O_{L R}^{a b}(\mathbf{p})=a_{L \beta}^{\dagger}(\mathbf{p}) b_{R \gamma}^{\dagger}(-\mathbf{p})-a_{L \beta}^{\dagger}(-\mathbf{p}) b_{R \gamma}^{\dagger}(\mathbf{p}),  \tag{2.120}\\
& O_{L R}^{b a}(\mathbf{p})=b_{L \beta}^{\dagger}(\mathbf{p}) a_{R \gamma}^{\dagger}(-\mathbf{p})-b_{L \beta}^{\dagger}(-\mathbf{p}) a_{R \gamma}^{\dagger}(\mathbf{p}),  \tag{2.121}\\
& O_{R L}^{a b}(\mathbf{p})=b_{R \beta}(-\mathbf{p}) a_{L \gamma}(\mathbf{p})-b_{R \beta}(\mathbf{p}) a_{L \gamma}(-\mathbf{p}),  \tag{2.122}\\
& O_{R L}^{b a}(\mathbf{p})=a_{R \beta}(-\mathbf{p}) b_{L \gamma}(\mathbf{p})-a_{R \beta}(\mathbf{p}) b_{L \gamma}(-\mathbf{p}), \tag{2.123}
\end{align*}
$$

for the mixed operators. The right-handed lepton number $L_{\alpha}^{R}(t)$ is found by following the same replacement rules of

1. exchanging the mixing matrices $U_{(\alpha, \beta, \gamma) k} \leftrightarrow V_{(\alpha, \beta, \gamma) k}$,
2. swapping the operator handedness $a_{R(\beta, \gamma)}( \pm \mathbf{p}) \leftrightarrow a_{L(\beta, \gamma)}( \pm \mathbf{p})$ and $b_{R(\beta, \gamma)}( \pm \mathbf{p}) \leftrightarrow b_{L(\beta, \gamma)}( \pm \mathbf{p})$.

Lastly, the operator for the lepton family number in the Dirac case is $L_{\alpha}^{D}(t)=L_{\alpha}^{L}(t)+L_{\alpha}^{R}(t)$ from Eq.(2.113).

Our next step is to take the expectation value of the Dirac operator for which we prepare a normalized left-handed flavor state,

$$
\begin{equation*}
\left|\sigma_{L}(\mathbf{q})\right\rangle=\frac{a_{L \sigma}^{\dagger}(\mathbf{q})|0\rangle}{\sqrt{\langle 0| a_{L \sigma}(\mathbf{q}) a_{L \sigma}^{\dagger}(\mathbf{q})|0\rangle}}, \tag{2.124}
\end{equation*}
$$

which is a pure state of $\sigma_{L}(\mathbf{q})=e, \mu, \tau$. That state is based on a Weak interaction production process. Then, we sandwich the state of Eq.(2.124) around Eq.(2.115) the operator of the left-handed lepton family number to get,

$$
\begin{align*}
\left\langle L_{\alpha}^{L}(t)\right\rangle_{\sigma_{L} \rightarrow \alpha}=\sum_{i, j}\left[\operatorname{Re}\left(U_{\alpha i}^{*} U_{\sigma i} U_{\alpha j} U_{\sigma j}^{*}\right)\right. & \left(\cos E_{i}(\mathbf{q}) t \cos E_{j}(\mathbf{q}) t\right. \\
& \left.+v_{i} v_{j} \sin E_{i}(\mathbf{q}) t \sin E_{j}(\mathbf{q}) t\right) \\
-\operatorname{Im}\left(U_{\alpha i}^{*} U_{\sigma i} U_{\alpha j} U_{\sigma j}^{*}\right) & \left(v_{i} \sin E_{i}(\mathbf{q}) t \cos E_{j}(\mathbf{q}) t\right. \\
& \left.\left.-v_{j} \sin E_{j}(\mathbf{q}) t \cos E_{i}(\mathbf{q}) t\right)\right] \tag{2.125}
\end{align*}
$$

which is the left-handed expectation value, and we have used the notation $\left\langle L_{\alpha}^{L}(t)\right\rangle_{\sigma_{L} \rightarrow \alpha}=\left\langle\sigma_{L}(\mathbf{q})\right| L_{\alpha}^{L}(t)\left|\sigma_{L}(\mathbf{q})\right\rangle$. Next, we calculate the righthanded expectation value by sandwiching the state of Eq.(2.124) around the operator of the right-handed lepton family number,

$$
\begin{equation*}
\left\langle L_{\alpha}^{R}(t)\right\rangle_{\sigma_{L} \rightarrow \alpha}=\sum_{i, j} V_{\alpha i}^{*} U_{\sigma i} V_{\alpha j} U_{\sigma j}^{*} \sqrt{1-v_{i}^{2}} \sqrt{1-v_{j}^{2}} \sin E_{i}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t \tag{2.126}
\end{equation*}
$$

The sum of Eq.(2.125) and Eq.(2.126) is the Dirac expectation value,

$$
\begin{align*}
\left\langle L_{\alpha}^{D}(t)\right\rangle_{\sigma_{L} \rightarrow \alpha}=\sum_{i, j}[ & \operatorname{Re}\left(U_{\alpha i}^{*} U_{\sigma i} U_{\alpha j} U_{\sigma j}^{*}\right) \\
& \times\left(\cos E_{i}(\mathbf{q}) t \cos E_{j}(\mathbf{q}) t+v_{i} v_{j} \sin E_{i}(\mathbf{q}) t \sin E_{j}(\mathbf{q}) t\right) \\
- & \operatorname{Im}\left(U_{\alpha i}^{*} U_{\sigma i} U_{\alpha j} U_{\sigma j}^{*}\right) \\
& \times\left(v_{i} \sin E_{i}(\mathbf{q}) t \cos E_{j}(\mathbf{q}) t-v_{j} \sin E_{j}(\mathbf{q}) t \cos E_{i}(\mathbf{q}) t\right) \\
+ & \left.V_{\alpha i}^{*} U_{\sigma i} V_{\alpha j} U_{\sigma j}^{*} \sqrt{1-v_{i}^{2}} \sqrt{1-v_{j}^{2}} \sin E_{i}(\mathbf{p}) t \sin E_{j}(\mathbf{p}) t\right] \tag{2.127}
\end{align*}
$$

The Dirac expectation value Eq.(2.127) is our second main result, after the Majorana expectation value Eq.(2.58), and was not featured in our original work.

Importantly, the discussion we had in section 2.2.2 about the comparison between the Majorana expectation value and quantum mechanic formulation also applies to the Dirac expectation value. Because the lines one though four match exactly between Eq.(2.58) the Majorana expectation value and Eq.(2.127) the Dirac expectation value, and the last line is suppressed by the absolute masses of the neutrinos. In the next chapter, chap.3, we will compare the Majorana and Dirac expectation values in greater detail.

## Chapter 3

## Comparison of Majorana and Dirac Expectation Values

The usual formulations of neutrino flavor oscillations in quantum mechanics and quantum field theory can not address the fundamental question of neutrino mass type. Being neutral fermions, the mass of neutrinos can come from three possible sources;

1. Majorana mass type,
2. Dirac mass type,
3. Majorana and Dirac mass type.

If neutrinos are Majorana fermions then the first and third mass types are possible, but if they are Dirac fermions only the second mass type is possible. High-energy experiments, in general, can not distinguish the fermion type of neutrinos ${ }^{1}$. Kayser called this the "Practical DiracMajorana Confusion Theorem" [89, 90, 91, 92]. Presently, this means a different type of experiment called neutrino-less double beta decay $(0 \nu \beta \beta)$ is needed. However, the positive detection of neutrino-less double beta decay is only proof that neutrinos are Majorana fermions. The recent null-results of neutrino-less double beta decay experiments does not imply neutrinos are Dirac fermions[94].

Our formulation provides a look into if neutrinos are Majorana or Dirac fermions independent of neutrino-less double beta decay. This is from differences in the evolution of the expectation values Eq.(2.58)

[^2]and Eq.(2.127). We will highlight those differences in two ways, first by studying the total lepton number and second by comparing the low momentum phenomenology.

### 3.1 Total Lepton Number

As we introduced in section 1.1.2, total lepton number is defined as a summation over all lepton family numbers $L=L_{e}+L_{\mu}+L_{\tau}$. In our formulation, the total lepton number is found after taking summation over the Greek index $\alpha=e, \mu, \tau$. We take the $\alpha$ summation for Eq.(2.58) the Majorana expectation value and Eq.(2.127) the Dirac expectation value resulting in,

$$
\begin{align*}
\sum_{\alpha}\langle\sigma(\mathbf{q})| L_{\alpha}^{M}(t)|\sigma(\mathbf{q})\rangle & =1-2 \sum_{i}\left|U_{\sigma i}\right|^{2}\left(1-v_{i}^{2}\right) \sin ^{2} E_{i}(\mathbf{q}) t  \tag{3.1}\\
\sum_{\alpha}\left\langle\sigma_{L}(\mathbf{q})\right| L_{\alpha}^{D}(t)\left|\sigma_{L}(\mathbf{q})\right\rangle & =1 \tag{3.2}
\end{align*}
$$

where conservation of total lepton number is equal to one. The Majorana expectation value violates total lepton number as proved in Eq.(3.1) and the violation oscillates between,

$$
\begin{equation*}
-1 \leq \sum_{i}\left|U_{\sigma i}\right|^{2} \frac{|\mathbf{q}|^{2}-m_{i}^{2}}{|\mathbf{q}|^{2}+m_{i}^{2}} \leq \sum_{\alpha}\langle\sigma(\mathbf{q})| L_{\alpha}^{M}(t)|\sigma(\mathbf{q})\rangle \leq 1 . \tag{3.3}
\end{equation*}
$$

From Eq.(3.2) the Dirac expectation value conserves total lepton number. The Dirac lepton family number oscillations are bounded by

$$
\begin{equation*}
0 \leq\left\langle\sigma_{L}(\mathbf{q})\right| L_{\alpha}^{D}(t)\left|\sigma_{L}(\mathbf{q})\right\rangle \leq 1 \tag{3.4}
\end{equation*}
$$

The reason for the violation and conservation of the expectation values are the last terms in Eq.(2.58) and Eq.(2.127), which we reproduce in Fig.3.1 with notes. So, the reason for total lepton number violation in the Majorana expectation value is the minus sign in front of the last term. Whereas the reason for conservation in the Dirac expectation value is the plus sign. Unsurprisingly, based on our discussion at the beginning of chapter 2 , both of those terms are directly proportional to the absolute masses of the neutrinos. As an example, we outline the taking a sum over $\alpha$ for the Dirac expectation value. We start with separating the expectation according to Eq.(2.113) into


Common terms between the Dirac and Majorana expectation values.

$$
\begin{aligned}
& \text { Dirac Expectation Value } \\
& \begin{array}{c}
\left\langle L_{\alpha}^{D}(t)\right\rangle_{\sigma_{L} \rightarrow \alpha}=\sum_{i, j}\left[\operatorname{Re}\left(U_{\alpha i}^{*} U_{\sigma i} U_{\alpha j} U_{\sigma j}^{*}\right)\left(\cos E_{i}(\mathbf{q}) t \cos E_{j}(\mathbf{q}) t+v_{i} v_{j} \sin E_{i}(\mathbf{q}) t \sin E_{j}(\mathbf{q}) t\right)\right. \\
-\operatorname{Im}\left(U_{\alpha i}^{*} U_{\sigma i} U_{\alpha j} U_{\sigma j}^{*}\right)\left(v_{i} \sin E_{i}(\mathbf{q}) t \cos E_{j}(\mathbf{q}) t-v_{j} \sin E_{j}(\mathbf{q}) t \cos E_{i}(\mathbf{q}) t\right) \\
\left.+V_{\alpha i}^{*} U_{\sigma i} V_{\alpha j} U_{\sigma j}^{*}\left(1-v_{i}^{2}\right)^{1 / 2}\left(1-v_{j}^{2}\right)^{1 / 2} \sin E_{i}(\mathbf{q}) t \sin E_{j}(\mathbf{q}) t\right] . \\
\text { Mixing matrices from right-handed fields appear. } \\
\text { Plus sign lead to conservation. }
\end{array} \text {. }
\end{aligned}
$$

Figure 3.1: Comparison of the Majorana and Dirac expectation values.

Eq.(2.125) the left-handed and Eq.(2.126) the right-handed expectation values. Next, we separately sum over $\alpha$ to find the total lepton numbers,

$$
\begin{align*}
\sum_{\alpha}\left\langle L_{\alpha}^{L}(t)\right\rangle_{\sigma_{L} \rightarrow \alpha} & =\sum_{i}\left|U_{\sigma i}\right|^{2}\left(\cos ^{2} E_{i}(\mathbf{q}) t+v_{i}^{2} \sin ^{2} E_{i}(\mathbf{q}) t\right)  \tag{3.5}\\
\sum_{\alpha}\left\langle L_{\alpha}^{R}(t)\right\rangle_{\sigma_{L} \rightarrow \alpha} & =\sum_{i}\left|U_{\sigma i}\right|^{2}\left(1-v_{i}^{2}\right) \sin ^{2} E_{i}(\mathbf{p}) t \tag{3.6}
\end{align*}
$$

When we recover the Dirac expectation value as the summation of Eq.(3.5) and Eq.(3.6) the sine squared terms with the coefficient $v_{i}^{2}$ cancel. Then, the cosine squared plus sine squared is equal to one and the sum over the PMNS matrices squared is also one. The summation of $\alpha$ for the Majorana expectation value has a term similar to Eq.(3.6) expect the Majorana case has an overall minus sign. That is the minus sign, which leads to total lepton number violation.

Because the effect of the conservation or violation terms is suppressed by the masses of the neutrinos though $\sqrt{1-v_{i}^{2}}=m_{i} /\left(E_{i}(\mathbf{q})\right)$, for larger momenta differences between the Majorana and Dirac expectation values is negligible. We illustrate this with figure 3.2, where we consider the lightest neutrino mass to be $m_{\text {lightest }}=0.01 \mathrm{eV}$, which
means at least one neutrino is non-relativistic when $\mathbf{q}<0.1 \mathrm{eV}$. Similar to chapter 2 , the values of the mass squared differences $\Delta m_{i, j}^{2}$ and the PMNS matrix parameters ${ }^{2}$ are the best-fit results of NuFITv5.0 [88]. Lastly, we take the Majorana phases to be zero. In figure 3.2 the Majorana expectation value starts to take negative values below $\mathrm{q}=0.01 \mathrm{eV}$, whereas the Dirac expectation value is always positive. Additionally, the negative values are larger as the momentum moves toward zero.


Figure 3.2: Comparison of the Majorana and Dirac expectation values at a fixed time. We set the Majorana phases to zero and assume the lightest neutrino mass to be 0.01 eV . All other oscillation parameters we use are the best-fit values from NuFITv5.0 [88]. The x -axis is a logbase10 scale.

We also illustrate with figure 3.3 how the different appearance $\sigma \rightarrow \alpha$ and disappearance $\sigma \rightarrow \sigma$ Majorana expectation values are unequally affected by the lepton number violation. In the left panel for momentum $\mathbf{q}=0.0002 \mathrm{eV}$ the $e \rightarrow e$ disappearance oscillates to larger negative values than the $e \rightarrow \mu$ and $e \rightarrow \tau$ appearance expectation values, although all three expectation values do oscillate to negative amplitudes. Comparing the two panels we see at a larger momentum of $\mathrm{q}=0.2 \mathrm{eV}$ the three expectation values do not take on negative amplitudes. Thus, the Majorana and Dirac expectation values are indistinguishable.

It is important to notice the x-axis timescale is different among the

[^3]panels of figure 3.3. For the larger momentum of $q=0.2 \mathrm{eV}$ we have taken a longer timescale, than the momentum of $q=0.0002$. We have changed the timescale because the higher frequency phases $\phi_{k, j}^{1}, \phi_{k, j}^{2}$, and $\phi_{k, j}^{3}$ we discussed in section 2.2.2 dominate the amplitude for the smaller momentum $\mathrm{q}=0.0002 \mathrm{eV}$.


Figure 3.3: Comparison of the Majorana expectation values at different fixed momenta over time. We use the best-fit oscillation parameters from NuFITv5.0 [88], assume the lightest neutrino mass to be 0.01 eV , and set the Majorana phases to zero.

### 3.2 Phenomenology of the lepton family numbers

We focus on the interesting phenomenology that occurs for the expectation values of the three lepton family numbers $\alpha=e, \mu, \tau$. First, phenomenology of Eq.(2.127) the Dirac expectation value depends strongly on the model that generates the Dirac mass term for the neutrinos. This is because the mixing matrix related to the right-handed field $V_{\alpha k}$ is ill-defined, unless we consider the model that generates the Dirac neutrino mass term. In this section, for generality, we treat the influence of the mixing matrix $V_{\alpha k}$ as a missing component for the total lepton number. This results in an equation similar to Eq.(3.5);

$$
\begin{equation*}
\sum_{\alpha}\left\langle L_{\alpha}^{L}(t)\right\rangle_{\sigma_{L} \rightarrow \alpha}=1-\sum_{k}\left|U_{\sigma k}\right|^{2}\left(1-v_{k}^{2}\right) \sin ^{2} E_{k}(\mathbf{q}) t \tag{3.7}
\end{equation*}
$$

recall our notation $\left\langle L_{\alpha}^{L}(t)\right\rangle_{\sigma_{L} \rightarrow \alpha}=\left\langle\sigma_{L}(\mathbf{q})\right| L_{\alpha}^{L}(t)\left|\sigma_{L}(\mathbf{q})\right\rangle$. This means we are only considering the phenomenology of Eq.(2.125) the left-handed expectation value. An interesting part of Eq.(2.125) is the influence of the summed energy phases,

$$
\begin{gather*}
\phi_{i, j}^{2}=\left(E_{i}(\mathbf{p})+E_{j}(\mathbf{p})\right) t  \tag{3.8}\\
\phi_{i, j}^{3}=-\left(E_{i}(\mathbf{p})+E_{j}(\mathbf{p})\right) t \tag{3.9}
\end{gather*}
$$

at different momenta. We already discussed how those phases can be used to distinguish our formulation from the quantum mechanic probability in Section 2.2.2, but we have not discussed how we can use them to help distinguish the neutrino mass hierarchy.

The neutrino mass hierarchy is an open question about if the mass eigenstate $\nu_{3}$ is the heaviest or the lightest in standard neutrino oscillations as introduced in section 1.4. Commonly in this is called the normal ( $\nu_{3}$ is the heaviest) or inverted ( $\nu_{3}$ is the lightest) hierarchy problem. Near future neutrino experiments are expected to answer that question, but they require a high degree of precision and a large amount of statistics. This is because the oscillation phase the experiments are sensitive to, $\phi_{i, j}=\left(E_{i}(\mathbf{p})-E_{j}(\mathbf{p})\right) t$, is only weakly related to the mass hierarchy. The additional phases $\phi_{i, j}^{2}$ and $\phi_{i, j}^{3}$ of our formulation have a stronger relation to the mass hierarchy and become more pronounced at lower momenta. We illustrate the differences of the left-handed expectation and the quantum mechanic probability in figure 3.4. We can clearly see the influence of the high frequency oscillations in the left-handed expectation value for the inverted hierarchy. Furthermore, as the momentum approaches zero the amplitude of the high frequency oscillations increases.

For the time evolution, the additional phases appear as high frequencies within the envelope of the oscillations. As we lower the momentum the amplitude of the additional phases increases, changing the effects of constructive and destructive interference. This effect is clear if we rewrite Eq.(2.125) from trig products to sums,

$$
\begin{align*}
&\left\langle L_{\alpha}^{D}(t)\right\rangle_{\sigma_{L} \rightarrow \alpha}=\frac{1}{2} \sum_{i, j}[ \operatorname{Re}\left(U_{\alpha i}^{*} U_{\sigma i} U_{\alpha j} U_{\sigma j}^{*}\right)\left\{\left(1+v_{i} v_{j}\right) \cos \left[\left(E_{i}(\mathbf{q})-E_{j}(\mathbf{q})\right) t\right]\right. \\
&\left.+\left(1-v_{i} v_{j}\right) \cos \left[\left(E_{i}(\mathbf{q})+E_{j}(\mathbf{q})\right) t\right]\right\} \\
&-\operatorname{Im}\left(U_{\alpha i}^{*} U_{\sigma i} U_{\alpha j} U_{\sigma j}^{*}\right)\left\{\left(v_{i}-v_{j}\right) \sin \left[\left(E_{i}(\mathbf{q})+E_{j}(\mathbf{q})\right) t\right]\right. \\
&\left.\left.+\left(v_{i}+v_{j}\right) \sin \left[E_{i}(\mathbf{q})-E_{j}(\mathbf{q}) t\right]\right\}\right] \tag{3.10}
\end{align*}
$$



Figure 3.4: Comparison of the Dirac expectation value for inverted mass hierarchy and normal mass hierarchy at different momenta. We use the best-fit oscillation parameters from NuFITv5.0 [88] and assume the lightest neutrino mass to be 0.01 eV . The x -axis uses a log base 10 scale.

Recall that $v_{i}=|\mathbf{q}| /\left(E_{i}(\mathbf{q})\right)$, which means for smaller momentum compared to the neutrino masses, $v_{i}$ is smaller from one. So the terms

$$
\begin{gather*}
\left(1-v_{i} v_{j}\right) \cos \left[\left(E_{i}(\mathbf{q})+E_{j}(\mathbf{q})\right) t\right],  \tag{3.11}\\
\left(v_{i}-v_{j}\right) \sin \left[\left(E_{i}(\mathbf{q})+E_{j}(\mathbf{q})\right) t\right], \tag{3.12}
\end{gather*}
$$

from Eq.(3.10) become more important to the oscillation amplitude for smaller momenta. This allows our formulation to have a greater distinction in the neutrino mass hierarchies at smaller momenta. We illustrate this effect over a wide momenta range in figure 3.5. Clearly, the higher frequency oscillations have a greater influence on the amplitude of the left-handed expectation value as momentum decreases. Furthermore, the higher frequencies are more pronounced in the inverted hierarchy case. We understand this by considering the effect of the mass hierarchy on the summed energy phases $\left(E_{i}(\mathbf{q})+E_{j}(\mathbf{q})\right) t$. For the inverted hierarchy two heavy states exist, $\nu_{1}$ and $\nu_{2}$ that generate the frequencies,

$$
\begin{align*}
f_{22}(\mathbf{q})=E_{2}(\mathbf{q})+E_{2}(\mathbf{q}) \quad \text { the highest frequency }  \tag{3.13}\\
f_{21}(\mathbf{q})=E_{2}(\mathbf{q})+E_{1}(\mathbf{q})  \tag{3.14}\\
f_{11}(\mathbf{q})=E_{1}(\mathbf{q})+E_{1}(\mathbf{q}) \tag{3.15}
\end{align*}
$$



Figure 3.5: Comparison of the Dirac expectation value for inverted mass hierarchy and normal mass hierarchy at different momenta. We use the best-fit oscillation parameters from NuFITv5.0 [88] and assume the lightest neutrino mass to be 0.01 eV . The x -axis uses a log base 10 scale.
because the mass squared difference of $\Delta m_{21}^{2}=7.25 \times 10^{-5} \mathrm{eV}^{2}$ is two orders of magnitude smaller than $\left|\Delta m_{31}^{2}\right|=2.498 \times 10^{-3} \mathrm{eV}^{2}$. In the normal hierarchy only one heavy state exists, $\nu_{3}$, so we are left with a single high frequency and some medium frequencies,

$$
\begin{array}{ll}
f_{33}(\mathbf{q})=E_{3}(\mathbf{q})+E_{3}(\mathbf{q}) & \text { the high frequency, } \\
f_{31}(\mathbf{q})=E_{3}(\mathbf{q})+E_{1}(\mathbf{q}) & \text { a medium frequency, } \\
f_{23}(\mathbf{q})=E_{2}(\mathbf{q})+E_{3}(\mathbf{q}) & \text { a medium frequency, } \tag{3.18}
\end{array}
$$

and the mass squared difference becomes $\left|\Delta m_{32}^{2}\right|=2.517 \times 10^{-3} \mathrm{eV}^{2}$. In summary, our formulation has a stronger relation to the neutrino mass hierarchy and the strength becomes more pronounced at lower momenta, because of the additional phases $\phi_{i, j}^{2}$ and $\phi_{i, j}^{3}$.

For Eq.(2.58) the Majorana expectation value, the exact Majorana mass model is not important to the general phenomenology. This is because the Majorana phases are physical parameters that can in principle take on any value, see the discussion in appendix A. In our formulation the PMNS term $\operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k}^{*} U_{\alpha j} U_{\sigma j}\right)$ is directly proportional to the Majorana phases $\alpha_{21}$ and $\alpha_{31}$. That term only has significance for lower momentum, as we have noted at the end of section 2.2 after Eq.(2.58); and in the middle of section 3.1. We illustrate the effect of
the Majorana phases in figure 3.6 by considering the cases they have the least and the greatest contributions to the Majorana expectation value,

$$
\begin{align*}
\left(\alpha_{21}, \alpha_{31}\right)=(0,2 \delta) & \text { the least effect, }  \tag{3.19}\\
\left(\alpha_{21}, \alpha_{31}\right)=(\pi, \pi+2 \delta) & \text { the greatest effect. } \tag{3.20}
\end{align*}
$$

In the left panel of figure 3.6 the Majorana phases are chosen to be


Figure 3.6: Comparison of different Majorana phases over a momenta range. We use the best-fit oscillation parameters from NuFITv5.0 [88], assume the lightest neutrino mass to be 0.01 eV , and use normal hierarchy.
their greatest values. Near the momentum $q=0.02 \mathrm{eV}$ the disappearance amplitude $e \rightarrow e$ for the Majorana expectation value becomes negative. Contrast this to the right panel where the Majorana phases are their least values and the disappearance amplitude is positive near the momentum $q=0.02 \mathrm{eV}$. Additionally, for momenta closer to zero the Majorana phases at their least values do not constrain the negative disappearance amplitude. However, when the Majorana phases are at their greatest values the disappearance amplitude is almost always positive. This illustrates how the PMNS term $\operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k}^{*} U_{\alpha j} U_{\sigma j}\right)$ and the Majorana phases are suppressed by the masses of the neutrinos through $\sqrt{1-v_{(k, j)}^{2}}=m_{(k, j)} /\left(E_{(k, j)}(\mathbf{q})\right)$ in Eq.(2.58).

### 3.3 Summary

From this chapter we have illustrated how our formulation provides a look into if neutrinos are Majorana or Dirac fermions. We have done this by investigating from differences in the evolution of the expectation values Eq.(2.58) and Eq.(2.127). We have investigated those differences in two ways, first by studying the total lepton number and second by comparing the low momentum phenomenology. For total lepton number, we found for the Dirac expectation value the total lepton number is always conserved and for the Majorana expectation value violates total lepton number. We highlighted how this occurs though figure 3.1 and illustrated the effect on disappearance and appearance calculations in figures 3.2 and 3.3. For the low momentum phenomenology we discussed how our formulation has three interesting phenomenology properties,

1. we can distinguish the neutrino mass type,
2. differences from the neutrino mass hierarchy are enhanced,
3. the Majorana phases can play an important role to the Majorana Expectation value.

In the next chapter, chap. 4, we will change directions completely and discuss some theoretical implications of our formalism.

## Chapter 4

## Lepton number in the Schrödinger picture

For this final chapter, we will discuss the ideas from one of our other works [95]. The basis of our formulation in chapters 2 and 3 is the Heisenberg picture, where the operators of the Lepton family numbers are Heisenberg operators Eq.(2.56) and Eq.(2.113). But, in principle we can reformulate to the Schrödinger picture and reproduce the same results. We are motived to do this because, as we stressed in chapter 2, the creation and annihilation operators of Eq.(2.46) and Eq.(2.47), Eq.(2.52) and Eq.(2.53), Eq.(2.97) through Eq.(2.100), and finally Eq.(2.107) through Eq.(2.110), have a non-trivial mixing. That suggests a non-trivial relationship between the Fock spaces of the operators.

When we do reformulate to the Schrödinger picture, we find the operator relations of Eq.(2.46) and Eq.(2.47) from the Majorana calculation can be expressed as a Bogolyubov transformation. The Bogolyubov transformation leads to a relationship between the different vacua of the operators. The Bogolyubov transformation has been applied by others to neutral particle oscillations and neutrinos as Majorana particles have been suggested to be Bogolyubov quasi-particles [78, 79, 80, 81, 82, 83, 96, 97]. To understand those ideas we will first introduce some concepts about quantum field theories that is normally not covered in high energy physics, but is discussed in condensed matter physics in section 4.1. Then, we will clarify the relationship between our original formulation in the Heisenberg picture and the other formulations in the Schrödinger picture, over sections 4.2 and 4.3.

### 4.1 Unitarily inequivalent representations

We set a background for the Bogolyubov transformation using a prescription of condensed matter physics [98]. We start with a many body system described by a state $\left|n_{1}, n_{2}, \ldots\right\rangle$ and those states form a set $\left\{\left|n_{1}, n_{2}, \ldots\right\rangle\right\}$. That set is non-countable, and can be proven for a Fermion system that uses the binary number system. For example, in a binary system the set can be written as $\left\{n_{1} n_{2} \ldots n_{k} \ldots\right\}$ where $n_{k}=0$ or $n_{k}=1$. That set is across $(0,1)$ on the real number line and corresponds directly to the set $\left\{\left|n_{1}, n_{2}, \ldots, n_{k}, \ldots\right\rangle\right\}$. Thus, the set $\left\{\left|n_{1}, n_{2}, \ldots, n_{k}, \ldots\right\rangle\right\}$ is non-countable.

We can not use a non-countable, in other words an infinite, set for a base of a Hilbert space $\mathcal{H}$, which only allows countable, or finite, sets [99]. To fix this problem we can select a subset from $\left\{\left|n_{1}, n_{2}, \ldots\right\rangle\right\}$ that is countable and use that subset to build the Fock space $\mathcal{F}$. The Fock space $\mathcal{F}$ is a unique subspace of the Hilbert space because it holds the vacuum $|0\rangle$, or zero particle state. However, we are then faced with infinite selection of countable subsets, so an infinite number of Fock spaces $\mathcal{F}$, to form our Hilbert space $\mathcal{H}$. If we are able to define two unique subsets as the base for representing the operators $a_{i}, a_{i}^{\dagger}: i=$ $1,2, \ldots$ then those two representations form unique Fock spaces $\mathcal{F}$. Those Fock spaces $\mathcal{F}$ are said to unitarily inequivalent to each other [98]. This leads to Haags theorem[100], which to simplify states;

1. when two fields are unitarily equivalent, then both are free if one is free,
2. only when the ground states are equal can their corresponding Fock spaces be unitarily equivalent.
As we introduced in section 1.3.2, neutrinos can be described by the weak states,

$$
\begin{equation*}
\left|\nu_{\alpha}\right\rangle=\sum_{i} U_{\alpha i}^{*}\left|\nu_{i}\right\rangle . \tag{4.1}
\end{equation*}
$$

In the two flavor case the index $i=1,2$ tells us the flavor fields, $\nu_{e}$ and $\nu_{\mu}$, are a superposition of the massive fields $\nu_{1}$ and $\nu_{2}$. So, there are two general types of Fock spaces one for the massive fields $\mathcal{F}_{i}$ and the other for the flavor fields $\mathcal{F}_{\alpha}$. Both $\mathcal{F}_{i}$ and $\mathcal{F}_{\alpha}$ are unique subspaces of the Hilbert space $\mathcal{H}$, which means they must be treated as unitarily inequivalent. In other words, there is no unitary transformation $V$ between the fields $\nu_{\alpha}$ and $\nu_{i}$ that satisfies the relation,

$$
\begin{equation*}
\nu_{\alpha}=V^{-1} \nu_{i} V . \tag{4.2}
\end{equation*}
$$

Consequently, there is also no such unitary transformation between the creation and annihilation operators of those fields.

We stressed in chapter 2, the creation and annihilation operators of Eq.(2.46) and Eq.(2.47) for the Majorana case and Eq.(2.97) through Eq.(2.100) for the Dirac case have a non-trivial mixing among themselves. That non-trivial mixing is a consequence of us creating Fock spaces $\mathcal{F}$ in two separate regions, then connecting those regions with a continuity condition. Thus, the relations between the fields, and consequently the operators, is non-trivial because the Fock spaces are unitarily inequivalent.

As we mentioned before, each Fock space $\mathcal{F}$ is a unique subspace due to the vacuum. In other words, the vacuum of separate Fock spaces are different and operators of one Fock space can not act upon the vacuum of a second Fock space. We will study how the unitarily inequivalence and different vacuums we use in our formalism in the next section, sec. 4.2.

### 4.2 The Bogolyubov transformation

For simplicity, we will only consider a single flavor case of the Majorana lepton number from section 2.1;

$$
\begin{equation*}
\mathcal{L}^{S}=i \overline{\psi_{L}} \gamma^{\mu} \partial_{\mu} \psi_{L}-\theta(t) \frac{m}{2}\left(\overline{\psi_{L}^{C}} \psi_{L}+\text { h.c. }\right) . \tag{4.3}
\end{equation*}
$$

Recall the notation of $\psi_{L}^{C}=\left(\psi_{L}\right)^{C}$ for charge conjugation. Next, we reproduce the operator relations of Eqs.(2.14) and (2.15) for convenience,

$$
\begin{align*}
& a(\mathbf{p})=\frac{\sqrt{2|\mathbf{p}| N(\mathbf{p})}}{2 E(\mathbf{p})}\left(a_{M}(\mathbf{p},-)+\frac{i m}{N(\mathbf{p})} a_{M}^{\dagger}(-\mathbf{p},-)\right),  \tag{4.4}\\
& b(\mathbf{p})=\frac{\sqrt{2|\mathbf{p}| N(\mathbf{p})}}{2 E(\mathbf{p})}\left(a_{M}(\mathbf{p},+)+\frac{i m}{N(\mathbf{p})} a_{M}^{\dagger}(-\mathbf{p},+)\right), \tag{4.5}
\end{align*}
$$

and extend them into the second momentum region of $a(-\mathbf{p})$ and $b(-\mathbf{p})$;

$$
\begin{align*}
& a(-\mathbf{p})=\frac{\sqrt{2|\mathbf{p}| N(\mathbf{p})}}{2 E(\mathbf{p})}\left(a_{M}(-\mathbf{p},-)-\frac{i m}{N(\mathbf{p})} a_{M}^{\dagger}(\mathbf{p},-)\right),  \tag{4.6}\\
& b(-\mathbf{p})=\frac{\sqrt{2|\mathbf{p}| N(\mathbf{p})}}{2 E(\mathbf{p})}\left(a_{M}(-\mathbf{p},+)-\frac{i m}{N(\mathbf{p})} a_{M}^{\dagger}(\mathbf{p},+)\right) . \tag{4.7}
\end{align*}
$$

Recall the normalization factor is $N(\mathbf{p})=E(\mathbf{p})+|\mathbf{p}|$. To proceed we point out that the operator relations can be rewritten as a rotation between a definite lepton family number state and mixed state. To accomplish the rotation we use the velocity definitions $|\mathbf{p}| / E(\mathbf{p})=v$ and $m / E(\mathbf{p})=\sqrt{1-v^{2}}$;

$$
\begin{align*}
& \cosh \theta_{p}=\frac{\sqrt{1+v}}{\sqrt{2 v}}  \tag{4.8}\\
& \sinh \theta_{p}=\frac{\sqrt{1-v}}{\sqrt{2 v}} . \tag{4.9}
\end{align*}
$$

The angle of rotation $\theta_{p}$ depends on the momentum of the particle states. Then, we rewrite the operator relations as rotations dependent on the angle $\theta_{p}$;

$$
\begin{align*}
& \binom{a(\mathbf{p})}{a^{\dagger}(-\mathbf{p})}=v\left(\begin{array}{cc}
\cosh \theta_{p} & i \sinh \theta_{p} \\
i \sinh \theta_{p} & \cosh \theta_{p}
\end{array}\right)\binom{a_{M}(\mathbf{p},-)}{a_{M}^{\dagger}(-\mathbf{p},-)},  \tag{4.10}\\
& \binom{b(\mathbf{p})}{b^{\dagger}(-\mathbf{p})}=v\left(\begin{array}{cc}
\cosh \theta_{p} & i \sinh \theta_{p} \\
i \sinh \theta_{p} & \cosh \theta_{p}
\end{array}\right)\binom{a_{M}(\mathbf{p},+)}{a_{M}^{\dagger}(-\mathbf{p},+)} . \tag{4.11}
\end{align*}
$$

To further simplify we use the hyperbolic trig relation of $\cosh 2 x=$ $\sinh ^{2} x+\cosh ^{2} x$, which leads to $\cosh 2 \theta_{p}=v^{-1}=\cos ^{-1} 2 \phi_{p}$. Then Eq.(4.10) and Eq.(4.11) are written as,

$$
\begin{align*}
& \binom{a(\mathbf{p})}{a^{\dagger}(-\mathbf{p})}=n_{p}\left(\begin{array}{cc}
\cos \phi_{p} & i \sin \phi_{p} \\
i \sin \phi_{p} & \cos \phi_{p}
\end{array}\right)\binom{a_{M}(\mathbf{p},-)}{a_{M}^{\dagger}(-\mathbf{p},-)},  \tag{4.12}\\
& \binom{b(\mathbf{p})}{b^{\dagger}(-\mathbf{p})}=n_{p}\left(\begin{array}{cc}
\cos \phi_{p} & i \sin \phi_{p} \\
i \sin \phi_{p} & \cos \phi_{p}
\end{array}\right)\binom{a_{M}(\mathbf{p},+)}{a_{M}^{\dagger}(-\mathbf{p},+)}, \tag{4.13}
\end{align*}
$$

where $n_{p}=\sqrt{\cos 2 \phi_{p}}$.
The momentum dependent rotation $\phi_{p}$ suggests the existence of a Bogolyubov transformation,

$$
\begin{equation*}
T\left(\phi_{p}\right)=e^{i \phi_{p}[g(\mathbf{p},+)+g(\mathbf{p},-)]} \tag{4.14}
\end{equation*}
$$

where the dimensionless generators of the transformation are,

$$
\begin{equation*}
g(\mathbf{p}, \lambda)=\frac{a_{M}(\mathbf{p}, \lambda) a_{M}(-\mathbf{p}, \lambda)+a_{M}^{\dagger}(\mathbf{p}, \lambda) a_{M}^{\dagger}(-\mathbf{p}, \lambda)}{2 E(\mathbf{p})(2 \pi)^{3} \delta^{(3)}(0)} \tag{4.15}
\end{equation*}
$$

The operator relations then become,

$$
\begin{align*}
a(\mathbf{p}) & =n_{p} T\left(\phi_{p}\right) a_{M}(\mathbf{p},-) T^{-1}\left(\phi_{p}\right),  \tag{4.16}\\
a(-\mathbf{p}) & =n_{p} T\left(\phi_{p}\right) a_{M}(-\mathbf{p},-) T^{-1}\left(\phi_{p}\right),  \tag{4.17}\\
b(\mathbf{p}) & =n_{p} T\left(\phi_{p}\right) a_{M}(\mathbf{p},+) T^{-1}\left(\phi_{p}\right),  \tag{4.18}\\
b(-\mathbf{p}) & =n_{p} T\left(\phi_{p}\right) a_{M}(-\mathbf{p},+) T^{-1}\left(\phi_{p}\right) . \tag{4.19}
\end{align*}
$$

Because we have two sets of operators, $a(\mathbf{p})$ and $a_{M}(\mathbf{p},-)$, we should define two distinct vacua. The first vacuum is annihilated by $a(\mathbf{p})$ and $b(\mathbf{p})$,

$$
\begin{equation*}
a( \pm \mathbf{p})|0\rangle=b( \pm \mathbf{p})|0\rangle=0 ; \tag{4.20}
\end{equation*}
$$

and the second vacuum is annihilated by $a_{M}(\mathbf{p},-)$ and $a_{M}(\mathbf{p},+)$,

$$
\begin{equation*}
a_{M}( \pm \mathbf{p},-)\left|0_{M}\right\rangle=a_{M}( \pm \mathbf{p},+)\left|0_{M}\right\rangle=0 \tag{4.21}
\end{equation*}
$$

Similar to the operators the vacua are related to each other though Eq.(4.14) the Bogolyubov transformation,

$$
\begin{equation*}
|0\rangle=\prod_{\mathbf{p} \in A} T\left(\phi_{p}\right)\left|0_{M}\right\rangle . \tag{4.22}
\end{equation*}
$$

We expand the Bogolyubov transformation to show that the relationship between the vacua is nontrivial,

$$
\begin{align*}
|0\rangle=\prod_{\mathbf{p} \in A}[ & \cos ^{2} \phi_{p}-B_{M}^{\dagger}(\mathbf{p},+) B_{M}^{\dagger}(\mathbf{p},-) \sin ^{2} \phi_{p}  \tag{4.23}\\
& \left.+i \sin \phi_{p} \cos \phi_{p} \sum_{\lambda= \pm} B_{M}^{\dagger}(\mathbf{p}, \lambda)\right]\left|0_{M}\right\rangle
\end{align*}
$$

The bosonic operator $B_{M}^{\dagger}(\mathbf{p}, \lambda)$ creates two Majorana particles with opposite momentum. These bosonic operators appear as a superposition of the Majorana particles in a state of two pairs or one pair with the norm,

$$
\begin{gather*}
\left\langle 0_{M}\right| B_{M}(\mathbf{p},-) B_{M}(\mathbf{p},+) B_{M}^{\dagger}(\mathbf{p},+) B_{M}^{\dagger}(\mathbf{p},-)\left|0_{M}\right\rangle=1,  \tag{4.24}\\
\left\langle 0_{M}\right| \sum_{\lambda^{\prime}} B_{M}\left(\mathbf{p}, \lambda^{\prime}\right) \sum_{\lambda} B_{M}^{\dagger}(\mathbf{p}, \lambda)\left|0_{M}\right\rangle=2  \tag{4.25}\\
B_{M}^{\dagger}(\mathbf{p}, \lambda)=\frac{a_{M}^{\dagger}(-\mathbf{p}, \lambda) a_{M}^{\dagger}(\mathbf{p}, \lambda)}{2 E(\mathbf{p})(2 \pi)^{3} \delta^{(3)}(0)} . \tag{4.26}
\end{gather*}
$$

### 4.3 Expectation value in the Schrödinger picture

We use three steps to calculate the Majorana expectation value in the Schrödinger picture. We start with an initial state of definite lepton number, then we solve for the evolution form of that state, and last we sandwich that state around the operator for the lepton family number. The initial state is built using Eq.(4.23) the relationship between the vacua and Eq.(4.16) the transformation of operator,

$$
\begin{equation*}
|\Psi(t=0)\rangle=\frac{a^{\dagger}(\mathbf{q})|0\rangle}{\sqrt{2|\mathbf{q}|(2 \pi)^{3} \delta^{(3)}(0)}}, \tag{4.27}
\end{equation*}
$$

which becomes,

$$
\begin{align*}
& |\Psi(0)\rangle=\prod_{(\mathbf{p} \neq \mathbf{q}) \in A}\left[\cos ^{2} \phi_{p}-B_{M}^{\dagger}(\mathbf{p},+) B_{M}^{\dagger}(\mathbf{p},-) \sin ^{2} \phi_{p}\right. \\
& \left.\quad+i \sin \phi_{p} \cos \phi_{p} \sum_{\lambda= \pm} B_{M}^{\dagger}(\mathbf{p}, \lambda)\right]  \tag{4.28}\\
& \times \sqrt{\frac{\cos 2 \phi_{q}}{2|\mathbf{q}|(2 \pi)^{3} \delta^{(3)}(0)}}\left[\left(\cos \phi_{q}\right.\right. \\
& \left.\left.\quad+i B_{M}^{\dagger}(\mathbf{q},+) \sin \phi_{q}\right) a_{M}^{\dagger}(\mathbf{q},-)\right]\left|0_{M}\right\rangle
\end{align*}
$$

Next we obtain the time evolution form,

$$
\begin{equation*}
|\Psi(t)\rangle=\frac{1}{\sqrt{2|\mathbf{q}|(2 \pi)^{3} \delta^{(3)}(0)}} e^{-i H(t)} a^{\dagger}(\mathbf{q})|0\rangle ; \tag{4.29}
\end{equation*}
$$

which is equivalent to,

$$
\begin{align*}
&|\Psi(t)\rangle= \prod_{(\mathbf{p} \neq \mathbf{q}) \in A}\left[\cos ^{2} \phi_{p}-\right. \\
& B_{M}^{\dagger}(\mathbf{p},+) B_{M}^{\dagger}(\mathbf{p},-) \sin ^{2} \phi_{p} e^{-4 i E(\mathbf{p}) t} \\
&\left.+i \sin \phi_{p} \cos \phi_{p} e^{-2 i E(\mathbf{p}) t} \sum_{\lambda= \pm} B_{M}^{\dagger}(\mathbf{p}, \lambda)\right] \\
& \times e^{-i E(\mathbf{q}) t} \sqrt{\frac{\cos 2 \phi_{q}}{2|\mathbf{q}|(2 \pi)^{3} \delta^{(3)}(0)}}\left[\left(\cos \phi_{q}\right.\right.  \tag{4.30}\\
&\left.\left.+i e^{-2 i E(\mathbf{q}) t} B_{M}^{\dagger}(\mathbf{q},+) \sin \phi_{q}\right) a_{M}^{\dagger}(\mathbf{q},-)\right]\left|0_{M}\right\rangle .
\end{align*}
$$

Lastly, we sandwich Eq.(4.30) the time evolution form of the initial state around the operator for the lepton family number. For the single flavor case we define the operator for the lepton family number to be,

$$
\begin{equation*}
L^{S}=\int^{\prime} \frac{d \mathbf{q}}{(2 \pi)^{3} 2|\mathbf{q}|}\left(a^{\dagger}(\mathbf{q}) a(\mathbf{q})-b^{\dagger}(\mathbf{q}) b(\mathbf{q})\right) \tag{4.31}
\end{equation*}
$$

We use the results of the Bogolyubov transformation in Eq.(4.16), Eq.(4.17), Eq.(4.18), and Eq.(4.19) to substitute the operators,

$$
\begin{align*}
L^{S}=\int_{\mathbf{q} \in A} & \frac{V d \mathbf{q}}{(2 \pi)^{3}} \sum_{\lambda= \pm}(-\lambda)[v(A(\mathbf{q}, \lambda)+A(-\mathbf{q}, \lambda))  \tag{4.32}\\
& \left.-i \sqrt{1-v^{2}}\left(B_{M}^{\dagger}(\mathbf{q}, \lambda)+B_{M}(\mathbf{q},-\lambda)\right)\right]
\end{align*}
$$

The notation $V=(2 \pi)^{3} \delta^{(3)}(0)$ refers to a volume normalization and we define,

$$
\begin{equation*}
A(\mathbf{q}, \lambda)=\frac{a_{M}^{\dagger}(\mathbf{p}, \lambda) a_{M}(\mathbf{p}, \lambda)}{2 E(\mathbf{p})(2 \pi)^{3} \delta^{(3)}(0)} \tag{4.33}
\end{equation*}
$$

Sandwiching the operator of Eq.(4.32) with Eq.(4.30) the evolved initial state results in two matrix element calculations,

$$
\begin{align*}
&\left\langle L^{S}\right\rangle= \prod_{(\mathbf{p} \neq \mathbf{q}) \in A}\left\langle 0_{M}\right|[ \\
& \cos ^{2} \phi_{p}- B_{M}(\mathbf{p},+) B_{M}(\mathbf{p},-) \sin ^{2} \phi_{p} e^{4 i E(\mathbf{p}) t} \\
&\left.\quad-i \sin \phi_{p} \cos \phi_{p} e^{2 i E(\mathbf{p}) t} \sum_{\lambda= \pm} B_{M}(\mathbf{p}, \lambda)\right] \\
& \times\left[\cos ^{2} \phi_{p}-B_{M}^{\dagger}(\mathbf{p},+) B_{M}^{\dagger}(\mathbf{p},-) \sin ^{2} \phi_{p} e^{-4 i E(\mathbf{p}) t}\right. \\
&\left.+i \sin \phi_{p} \cos \phi_{p} e^{-2 i E(\mathbf{p}) t} \sum_{\lambda= \pm} B_{M}^{\dagger}(\mathbf{p}, \lambda)\right]\left|0_{M}\right\rangle \\
& \times \int_{\mathbf{q} \in A} \frac{d \mathbf{q}}{2|\mathbf{q}|(2 \pi)^{3}} \cos 2 \phi_{q}\left\langle 0_{M}\right| a_{M}(\mathbf{q},-) \\
& \times\left[\cos \phi_{q}-i e^{2 i E(\mathbf{q}) t} B_{M}(\mathbf{q},+) \sin \phi_{q}\right] \ell^{S}  \tag{4.34}\\
& \times\left[\cos \phi_{q}+i e^{-2 i E(\mathbf{q}) t} B_{M}^{\dagger}(\mathbf{q},+) \sin \phi_{q}\right] a_{M}^{\dagger}(\mathbf{q},-)\left|0_{M}\right\rangle .
\end{align*}
$$

The first matrix element consists of the direct product for all momentum $(\mathbf{p} \neq \mathbf{q}) \in A$ and is equal to one. The second matrix element is the integral over $\mathbf{q} \in A$, which evaluates to be,

$$
\begin{equation*}
\left\langle L^{f}\right\rangle=v^{2}+\left(1-v^{2}\right) \cos 2 E(\mathbf{q}) t \tag{4.35}
\end{equation*}
$$

Thus, our result in the Schrödinger picture is exactly the same as the Heisenberg picture for the single flavor case derived in section 2.1.

## Chapter 5

## Conclusions

Neutrino physics has evolved significantly since the discovery of flavor oscillations by Super Kamiokande [50] and the Sudbury Neutrino Observatory [51]. Nowadays, there are numerous experiments that aim to take precision measurements within the next ten years. Some measurements include:

- Neutrino mass hierarchy,
- Neutrino mass type,
- CP violation in the leptonic sector,
- Absolute mass scale of the neutrinos.

Furthermore, the originating work of Pontecovo with neutrino oscillations in quantum mechanics [47] has been established to not be a theoretically complete model for neutrino oscillations. A consensus for the theory of neutrino oscillations in quantum field theory has not been reached and is an active area of research [67, 68, 69, 70, 71, 72, $74,73,75,76,77,78,79,80,81,82,83]$.

We developed a formulation of neutrino flavor oscillations based on lepton family numbers in quantum field theory. We introduced lepton family numbers in section 1.1.2 as conserved values in $V-A$ theory and a $U(1)$ global symmetry in the Standard Model. However, neutrino flavor oscillations imply lepton family numbers are violated [8]. We started with a derivation of lepton family number for neutrinos with Majorana masses in sections 2.1 and 2.2. The main result of that derivation is the Majorana expectation value of Eq.(2.58) from our original work [86]. Some important features of the Majorana expectation value are,

- The cosine and sine terms are responsible for time dependent oscillations of the expectation value.
- In the last line of the equation, the quantity $\operatorname{Re}\left(U_{\alpha k}^{*} U_{\sigma k}^{*} U_{\alpha j} U_{\sigma j}\right)$ is dependent on the Majorana phases $\alpha_{21}$ and $\alpha_{31}$. Those Majorana phases are observable CP phases and could be determined by some experiments.
- A sum over all the lepton family numbers $\sum_{\alpha}\langle\sigma(\mathbf{q})| L_{\alpha}^{M}(t)|\sigma(\mathbf{q})\rangle$ is the total lepton number. The total lepton number is not a conserved, time independent, value because of the minus sign in the last term. We explored this further in section 3.1.
- The quantum mechanics equation for neutrino flavor oscillation Eq.(1.13) is recovered from Eq.(2.58), the Majorana expectation value, using the ultra-relativistic limit; which we discussed in section 2.2.2.

Next, we derived the lepton family number for neutrinos with Dirac masses in section 2.3. Our second main result is the Dirac expectation value Eq.(2.127) that we derived in section 2.3 and is new for this thesis. The discussion we had in section 2.2.2 about the comparison between the Majorana expectation value and quantum mechanic formulation also applies to the Dirac expectation value. This is because the lines one though four match exactly between Eq.(2.58) the Majorana expectation value and Eq.(2.127) the Dirac expectation value, and the last line is suppressed by the absolute masses of the neutrinos.

In chapter 3, we have illustrated how our formulation provides a look into if neutrinos are Majorana or Dirac fermions. This is a new comparison for this thesis. We accomplished this by investigating differences in the evolution of the Majorana expectation value Eq.(2.58) and the Dirac expectation value Eq.(2.127). We investigated those differences in two ways, first by studying the total lepton number and second by comparing the low momentum phenomenology. For total lepton number, the Dirac expectation value was found to conserve total lepton number, whereas the Majorana expectation value was found to violate total lepton number. We highlighted how this occurs though figure 3.1 and illustrated the effect on disappearance and appearance calculations in figures 3.2 and 3.3. For the low momentum phenomenology we discussed how our formulation has three interesting phenomenology properties,

1. we can distinguish the neutrino mass type,
2. differences from the neutrino mass hierarchy are enhanced,
3. the Majorana phases can play an important role to the Majorana Expectation value.
For the final chapter, chap. 4, we discussed some theoretical properties of our model, and proved our formulation is the same in the Schrödinger and Heisenberg pictures [95]. We were motived to do this because our creation and annihilation operators of Eq.(2.46) and Eq.(2.47), Eq.(2.52) and Eq.(2.53), Eq.(2.97) through Eq.(2.100), and finally Eq.(2.107) through Eq.(2.110), have a non-trivial mixing. That suggests a non-trivial relationship between the Fock spaces of the operators, which is not usually considered in high energy physics. When we reformulated to the Schrödinger picture, we found the operator relations of Eq.(2.46) and Eq.(2.47) from the Majorana calculation can be expressed as a Bogolyubov transformation. That was similar to Thermal field theory and gave an interesting theoretical background to our model. This concludes the main chapters of this thesis.
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## Appendix A

## Parameterization of the unitary mixing matrix

The Pontecorvo, Maki, Nakagawa, and Sakata (PMNS) mixing matrix is an important piece of neutrino flavor oscillations. As such, we give a brief overview of the topic with more details in the references [ $8,101,102$ ]. The origin of the PMNS matrix is the same as the CKM matrix of the quark sector. We start with Eq.(1.3) the charged current of the weak interaction, which we reproduce here,

$$
\begin{equation*}
\mathcal{L}_{\nu, I}^{C C}=-\sum_{\alpha} \frac{g}{2 \sqrt{2}}\left(\overline{\nu_{\alpha L}} \gamma^{\rho} l_{\alpha L} W_{\rho}+\text { h.c. }\right) . \tag{A.1}
\end{equation*}
$$

The lepton mass term written as,

$$
\begin{equation*}
\mathcal{L}_{I}^{M}=-\left(\overline{l_{\alpha R}} M_{l} l_{\alpha L}+\text { h.c. }\right)-\mathcal{L}_{I}^{M_{\nu}} \tag{A.2}
\end{equation*}
$$

where charged leptons obtain a mass though the Standard Model Higgs mechanism, and the neutrinos obtain a mass though some beyond the Standard Model physics. In the interaction basis the charged lepton mass matrix $M_{l}$ is not diagonal. We can diagonalize the charged lepton mass matrix with two unitary matrices,

$$
\begin{equation*}
\left(W^{l \dagger}\right)_{i \alpha}\left(M_{l}\right)_{\alpha \beta}\left(V^{l}\right)_{\beta j}=\left(m_{l}\right)_{i} \delta_{i j}, \tag{A.3}
\end{equation*}
$$

where $W^{l}$ comes from the right-handed charged leptons and $V^{l}$ from the left-handed.

A similar process happens for the neutrinos, but the details of the two unitary matrices depends on if the neutrinos have a Dirac or Majorana mass term. Regardless if neutrinos have Dirac or Majorana
mass, the charged current of the weak interaction is left-handed, so the interaction basis is the most convenient. Then in the interaction basis, the unitary matrices we used to diagonalize the lepton mass matrices modify the charged current Lagrangian,

$$
\begin{equation*}
\mathcal{L}_{\nu I}^{C C}=-\sum_{k, j}\left(V_{\alpha k}^{\nu}\right)^{\dagger} V_{\alpha j}^{l} \frac{g}{2 \sqrt{2}}\left(\overline{\nu_{k L}} \gamma^{\rho} l_{j L} W_{\rho}+\text { h.c. }\right) ; \tag{A.4}
\end{equation*}
$$

where the combination of the lepton and neutrino unitary matrices is the PMNS matrix,

$$
\begin{equation*}
U_{k j}=\left(V^{\nu \dagger}\right)_{k \alpha} V_{\alpha j}^{l} . \tag{A.5}
\end{equation*}
$$

For three neutrino mass eigenstates, the PMNS matrix is a complex unitary matrix with nine real degrees of freedom. We can rotate away three degrees of freedom by re-parameterizing the charged lepton masses. Two more degrees of freedom can be re-parameterized if neutrinos have a Dirac mass, otherwise for a Majorana mass six degrees of freedom remain. The degrees of freedom are three angles $\theta_{12}, \theta_{23}$, and $\theta_{13}$; and three phases $\delta, \alpha_{21}$, and $\alpha_{31}$. The last two phases of $\alpha_{21}$ and $\alpha_{31}$ are the Majorana phases, which get rotated away if neutrinos have a Dirac mass. This results in,

$$
U_{\alpha k}=\left(\begin{array}{ccc}
c_{12} c_{13} & s_{12} c_{13} & s_{13} e^{-i \delta} \\
-s_{12} c_{23}-c_{12} s_{23} s_{13} e^{i \delta} & c_{12} c_{23}-s_{12} s_{23} s_{13} e^{i \delta} & s_{23} c_{13} \\
s_{12} s_{23}-c_{12} c_{23} s_{13} e^{i \delta} & -c_{12} s_{23}-s_{12} c_{23} s_{13} e^{i \delta} & c_{23} c_{13}
\end{array}\right) \mathbf{U}_{M}, \text { (A.6) }
$$

where the matrix holding the Majorana phases is given as,

$$
\mathbf{U}_{M}=\left(\begin{array}{lll}
1 &  \tag{A.7}\\
& e^{i \frac{\alpha_{21}}{2}} & \\
& & e^{i \frac{\alpha_{31}}{2}}
\end{array}\right) .
$$

All the mixing angles and the Dirac CP phase $\delta$ have been measured by experiments, and we use the best-fit values from the NuFITv5.0 collaboration dataset [88]. Presently it is not known if neutrinos have a Majorana mass, so no measurements of the Majorana phases have been preformed.

As a short aside discussion, the quantum mechanic probability of Eq.(1.13) after the ultrarelativistic approximation suggests only the mass squared differences $\Delta m_{k j}^{2}$ of the neutrinos can be measured. In fact, because in all neutrino oscillation experiments the neutrinos are considered ultrarelativistic the experiments can only measure the mass squared differences. The best-fit values for the mass squared
differences are also reported by the NuFITv5.0 collaboration. Other experiments are designed to measure the lightest neutrino mass, and most recently have only provided an upper bound of $m_{\text {eff }} \leq 0.9 \mathrm{eV}$ [103]. This means for our analysis we are free to choose values for $\alpha_{21}$, $\alpha_{31}$, and $m_{\text {lightest }}$.

## Appendix B

## Regions of the momentum

We will explain the calculation of Eq.(2.44) the continuity condition, and how the regions of the momentum appear in the operators of Eq.(2.56) and Eq.(2.113) the lepton family numbers. This discussion is based on the supplemental material [104].

## B. 1 The continuity condition

We start with the equation of motion for Eq.(2.21) the Majorana Lagrangian,

$$
\begin{equation*}
\gamma_{\mu} \partial^{\mu} \psi_{L \alpha}=-i \theta(t) m_{\alpha \beta}^{*} \psi_{L \alpha}^{C}, \tag{B.1}
\end{equation*}
$$

where we have suppressed the field dependence notation of $\psi_{L \alpha}(t, \mathbf{x})$ and used $\psi_{L \alpha}^{C}=\left(\psi_{L \alpha}\right)^{C}$. The time derivative of the field is taken,

$$
\begin{equation*}
\frac{\partial}{\partial t} \nu_{L \alpha}=-\gamma^{0} \gamma^{i} \frac{\partial}{\partial x^{i}} \nu_{L \alpha}-i \theta(t) m_{\alpha \beta}^{*} \nu_{L \beta}^{C} . \tag{B.2}
\end{equation*}
$$

Then we integrate both sides of the equation over an infinitesimal time region,

$$
\begin{equation*}
\int_{-\epsilon}^{\epsilon} d t \frac{\partial}{\partial t} \nu_{L \alpha}=-\int_{-\epsilon}^{\epsilon} d t \gamma^{0} \gamma^{i} \frac{\partial}{\partial x^{i}} \nu_{L \alpha}-i \int_{0}^{\epsilon} d t \theta(t) m_{\alpha \beta}^{*} \nu_{L \beta}^{C} . \tag{B.3}
\end{equation*}
$$

After integration on the left-hand side the result is,

$$
\begin{equation*}
\nu_{L \alpha}(\epsilon)-\nu_{L \alpha}(-\epsilon)=-\int_{-\epsilon}^{\epsilon} d t \gamma^{0} \gamma^{i} \frac{\partial}{\partial x^{i}} \nu_{L \alpha}-i \int_{0}^{\epsilon} d t \theta(t) m_{\alpha \beta}^{*} \nu_{L \beta}^{C} . \tag{B.4}
\end{equation*}
$$

Lastly, we take the limit of $\epsilon \rightarrow+0$ and use $\psi_{L \alpha}=U_{\alpha i} L \psi_{i}$ from Eq.(2.22) to obtain,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0+} \psi_{L \alpha}(-\epsilon, \mathbf{x})=\lim _{\epsilon \rightarrow 0+} U_{\alpha i} L \psi_{i}(+\epsilon, \mathbf{x}), \tag{B.5}
\end{equation*}
$$

which is the same as Eq.(2.45). A similar derivation occurs for the Dirac mass case. This forms our continuity condition.

## B. 2 The momentum regions

There is a subtle point about the momentum of the neutrinos that is important to understand our derivation for the operators of Eq.(2.56) and Eq.(2.113) the lepton family numbers. The fields on the left-hand side of Eq.(B.5) the continuity condition are Weyl fields. Thus, the fields $\psi_{L \alpha}(-\epsilon, \mathbf{x})$ can not have zero momentum. The continuity condition implies the Majorana or Dirac fields also do not have zero momentum, despite the fact zero momentum is possible for a free Majorana or Dirac field. Then, we split the momentum into two regions denoted $A$ and $\bar{A}$ with the direction of the momentum defined as,

$$
\begin{equation*}
\mathbf{n}=\frac{\mathbf{p}}{|\mathbf{p}|}, \quad\{\mathbf{p}: \mathbf{p} \neq 0\} \tag{B.6}
\end{equation*}
$$

The direction of the momentum n can be parameterized by two polar angles $\theta$ and $\phi$. This places the hemisphere of region $A$ inside the angle $\phi=[0, \pi)$ and the hemisphere of region $\bar{A}$ inside $\phi=[\pi, 2 \pi)$. The angle $\theta$ is always $[0,2 \pi)$ no matter the hemisphere. So, to bring operators from region $\bar{A}$ to region $A$ we rotate them accordingly with n .
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[^0]:    ${ }^{1}$ Throughout our work the Greek indices will represent flavor and the Latin indices will represent massive states.

[^1]:    ${ }^{2}$ Proper treatment of the evolution should be done for energy momentum distributions of the production and detection particles described with wave packets.

[^2]:    ${ }^{1}$ Last month 05/2022, on the arXiv, it was suggested that neutrinos are Dirac fermions. Unfortunately, this is a common mistake and has been discussed by Kayser before [93].

[^3]:    ${ }^{2}$ Details on how the PMNS matrix is parametrized is in appendix A.

