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Abstract

The measurement of direct photons in the experiments of relativistic heavy-
ion collisions is an essential tool for exploring the hot and dense matter cre-
ated by the collisions. The hot-dense matter, called Quark-Gluon Plasma,
is a new state of matter in which quarks and gluons are deconfined from
nucleons. Direct photons are defined by the photons that they do not arise
from the hadron decays. Photons interact with the electromagnetic force,
while quarks and gluons interact only by the strong force with each other.
Thus, direct photons leave the created medium without interaction with other
particles once produced, and they can carry the QGP information. There-
fore, they are an excellent probe into the characteristics of hot-dense matter.
Thermal photons emitted from the hot-dense matter are supposed to be the
dominant contribution at the low transverse-momentum region. They are
expected to reflect the thermodynamic properties. Therefore, measurements
of low transverse-momentum direct-photons are crucial to understanding the
characteristic of QGP.

The PHENIX experiment at the Relativistic Heavy Ion Collider (RHIC)
has carried out the low transverse-momentum direct photon measurements
in p+p, d+Au, and Au+Au collisions. Furthermore, the ALICE experiment
at the Large Hadron Collider (LHC) has measured direct photons in Pb+Pb
collisions with higher collision energy than RHIC. Spectra and yields of the
direct photons are measured in the above experiments, and thermal proper-
ties are studied within a wide range of system size and collision energy.

We have measured low transverse-momentum direct photons by the vir-
tual photon method in Cu+Cu collisions with the center-of-mass energy per
nucleon pairs of 200 GeV taken at the PHENIX experiment in the year 2005.
Virtual photons convert to low mass electron pairs through internal con-
version; therefore, we measure quasi-real virtual photons that appeared as
electron pairs in low invariant mass. The virtual photons are statistically
extracted as excess above hadronic sources after subtracting a large amount
of background. The most crucial part of this analysis is background sub-
traction to tackle the virtual photon component extraction. We execute to
estimate the uncorrelated background by the elliptic flow adjusted mixed-
event method. We carry out the well-tuned Monte Carlo simulations to
estimate the correlated backgrounds from Dalitz decays and jets. The direct
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photon component is successfully extracted as the direct photon fraction by
fitting on the foreground distribution by backgrounds and known hadronic
contribution.

The direct photon fractions, which are the direct to inclusive photon ra-
tio, are measured as a function of transverse momentum for three collision
centralities; minimum bias, 0–40%, and 40–94% centrality events. The direct
photon spectra are calculated by converting from the direct photon fractions.
The spectra are compared to the Ncoll scaled p+p results, and the excess yields
are observed in Cu+Cu collisions. The excess yields are parameterized by
an exponential function, and the inverse slope gives an e↵ective temperature
Te↵ = 285 ± 53(stat) ± 57(syst) MeV/c for minimum bias events. The inte-
grated direct photon yield called the rapidity density is calculated from the
summing spectra as a function of Npart. The rapidity densities for Cu+Cu
collisions are compared to the Au+Au results to discuss the centrality and
the collision system size dependences of the direct photon production. The
Cu+Cu data provide the results in small Npart region. A power-law function
can describe the Npart dependence. The rapidity densities are also compared
to the results from lower to higher collision energies with several collision sys-
tem as a function of charged-particle multiplicity, dNch/d⌘. The power-law
function can describe the multiplicity dependence. It supposes that the low
transverse-momentum direct photons are originated in the hadron gas phase
and the vicinity of QGP-hadron gas phase transition.

In conclusion, we measure low transverse-momentum direct photons in
Cu+Cu collisions at

p
sNN = 200 GeV by the virtual photon method with the

PHENIX detector at RHIC. The Cu+Cu results provide the collision system
size dependence of the direct photon production, especially in small Npart

region. The Cu+Cu and Au+Au results follow the same scaling, and there
seems to be no qualitative change in the photon sources for di↵erent collision
system size. The scaling can be applied to the wide range of the collision
energies, and it suggests that the source of the low transverse-momentum
direct photons is near the transition from QGP to hadron phase.
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Chapter 1

Introduction

Quarks and gluons are the most fundamental particles, and they constitute
hadrons. Gluons hold together quarks by the strong force. Quarks and glu-
ons cannot be taken out by themselves, and the phenomenon is called quark
confinement. Relativistic heavy-ion physics aims to explore the nature of the
created hot-and-dense matter where quarks and gluons are liberated from
confinement. The quark deconfined phase is called Quark-Gluon Plasma.
The early universe, a microsecond after the Big Bang, is considered to be
Quark-Gluon Plasma. Ultra-relativistic heavy-ion collisions are the only ex-
periments reproducing the Quark-Gluon Plasma in the laboratory.

Figure 1.1: The schematic view of the hierarchy from atoms to quarks and
gluons. Atoms are composed of neutrons, protons, and electrons. Quarks
and gluons constitute nucleons, such as protons and neutrons. [1]

12
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In the first half of this chapter, we introduce relativistic heavy-ion col-
lisions and Quark-Gluon Plasma with current experimental results related
to this thesis. In the last half of this chapter, we focus on explaining di-
rect photons emitted from Quark-Gluon Plasma and describing our thesis
motivation.

1.1 Quark Gluon Plasma

Quark-gluon plasma is a new state of matter that appears in high-temperature
and high-density state [2]. Quarks and gluons are the most fundamental
particles constituting nuclear matters. In the low-temperature state, quarks
themselves are confined by the strong interaction mediated by gluons. Un-
der extreme conditions, however, quarks and gluons are deconfined, and they
constitute a plasma state. Quarks and gluons are liberated from nucleons
in the plasma. In the early stage of the universe, immediately after the
big bang, the state was Quark-Gluon Plasma. The phase transition to the
hadronic phase occurred 10 microseconds after the big bang as the temper-
ature dropped.

Figure 1.2: Quark-Gluon Plasma appears in the hot-and-dense condition. In
the Quark-Gluon Plasma, quarks and gluons are liberated from the quark
confinement. [3]

The dynamics of quarks and gluons is described by Quantum Chromody-
namics (QCD), a theory of strong interactions. QCD exhibits an attribute
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of the asymptotic freedom that the coupling strength between quarks and
gluons decreases with increasing energy and momentum scales. The strength
of the force is stronger over the long distance.

According to the asymptotic freedom property [4], under the extraordi-
narily high-temperature and high-density condition, quarks and gluons do
not constitute hadrons, yet, they are the component of the many-body sys-
tem, which is called as Quark-Gluon Plasma. The new state is first proposed
by Bjorken in 1982 [5].

Figure 11: The energy density normalized by T 4 as a function of the temperature on Nt = 6, 8
and 10 lattices. The Stefan-Boltzmann limit �SB = 3pSB is indicated by an arrow.

Figure 12: The entropy density normalized by T 3 as a function of the temperature on Nt = 6, 8
and 10 lattices. The Stefan-Boltzmann limit sSB = 4pSB/T is indicated by an arrow.

– 17 –

Figure 1.3: The energy density as a function of the temperature calculated by
the lattice QCD. The energy density rapidly changes around the temperature
T ' 160 MeV. [6]

The phase transition was initially conjectured in the 1970s and studied
as a phenomenological model called the MIT bug model [7]. The model
describes the QCD phase transition using phenomenology, which explains
the di↵erent characteristics between the inside and outside the hadron. This
model is an instinctive picture, and then the model itself is not QCD and not
accurate. The phase transition temperature calculated from the boundary
condition by the model is Tc ' 130 MeV. This calculation is considered with
the three kinds of pions, and other hadron’s contribution is ignored.
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The numerical QCD lattice calculation at finite temperature based on the
first-principles calculation has confirmed the QCD phase transition. Figure
1.3 shows an energy density as a function of temperature calculated by a
lattice QCD [6]. This calculation considers u, d, and s quarks. The energy
density rapidly changes around the temperature T ' 160 MeV. This temper-
ature is estimated phase transition temperature, Tc and the energy density
increases about ten times between a hadronic state and a QGP state.PHENIX Collaboration / Nuclear Physics A 757 (2005) 184–283 191

Fig. 2. Theoretical phase diagram of nuclear matter for two massless quarks as a function of temperature T and
baryon chemical potential µ [12].

which hadrons could retain their in vacuo properties under these conditions. Lattice calcu-
lations also indicate that this significant change in the behavior of the system occurs over
a small range in temperature (∼ 20 MeV), and suggest that the change of phase includes
the restoration of approximate chiral symmetry resulting from greatly reduced or vanishing
quark constituent masses.
In the limit of massless noninteracting particles, each bosonic degree of freedom con-

tributes π2

30 T 4 to the energy density; each fermionic degree of freedom contributes 78 this
value. The corresponding “Stefan–Boltzmann” limits of the energy density εSB for the case
of 2(3) active flavor quark–gluon plasma is then

εSB =

⎧
⎨

⎩

{
2f · 2s · 2q · 3c

7
8 + 2s · 8c

}
π2

30 T 4 = 37π2

30 T 4, (1)
{
3f · 2s · 2q · 3c

7
8 + 2s · 8c

}
π2

30 T 4 = 47.5π2

30 T 4 (2)

after summing over the appropriate flavor, spin, quark/antiquark and color factors for
quarks and spin times color factors for gluons. The large numerical coefficients (37 and
47.5) stand in stark contrast to the value of ∼ 3 expected for a hadron gas with temperature
T < TC , in which case the degrees of freedom are dominated by the three pion species
π−,π0,π+.
The exact order of this phase transition is not known. In a pure gauge theory containing

only gluons the transition appears to be first order. However, inclusion of two light quarks
(up and down) or three light quarks (adding the strange quark) can change the transition
from first order to second order to a smooth crossover. These results are obtained at zero
net baryon density; dramatic changes in the nature of the transition and in the medium itself
are expected when the net baryon density becomes significant. A schematic version of the
phase diagram for an idealized form of nuclear matter with vanishing light quark (up and
down) masses and infinite strange quark mass is presented in Fig. 2 [12]. For sufficiently
large values of the baryon chemical potential µ this system exhibits a first order phase
transition between hadronic matter and QGP, along with a tricritical point below which

Figure 1.4: Theoretical phase diagram of nuclear matter. The black lines
indicate the phase transition between di↵erent phases. The diagram shows
as a function of temperature T and baryon chemical potential µ. [8]

Figure 1.4 shows a theoretical QCD phase diagram [8], which shows the
state of matter with the relationship between temperature and energy den-
sity. Although the lattice QCD calculations indicate the phase transition
to QGP from the hadronic phase and critical temperature Tc. However, the
boundary between the hadronic matter and the QGP matter is still unknown,
and the characteristic of QGP is also not yet fully understood experimentally.
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1.2 Relativistic heavy-ion collisions

Quark-Gluon Plasma appears in high temperature and low baryon density,
such as in the early Universe at the first 10�5 seconds after the Big Bang.
The only possible approach to create the QGP state in the laboratories is
the ultra-relativistic heavy-ion collision experiments. The experiments can
reproduce the hot-and-dense condition by colliding the heavy nuclei, such as
coppers and golds.

The heavy-ion collision experiments can achieve the high-temperature
and high-density conditions by accelerating and colliding ions up to near
the speed of light. Many experiments have researched the QGP state and
explored its characteristics with the various collision systems and energies.

Researching the QGP state in Relativistic Heavy Ion Collider (RHIC)
at Brookhaven National Laboratory (BNL) began in the year 2000 with the
Au+Au collisions at

p
sNN = 130 GeV. In the next year, 2001, the full energy

of
p

sNN = 200 GeV in Au+Au collisions was archived. Extensive results of
experimental observations in RHIC implies the formation of QGP [9, 10, 11,
12]. In the Large Hadron Collider (LHC) at CERN, several experiments are
also researching the characteristic of QGP. The LHC has begun operating
in 2008, and the collider can reach to a higher collision energy than RHIC,p

s = 14 TeV for p+p and
p

sNN = 5.5 TeV for Pb+Pb collisions.
Two major results would implicate the production of high-temperature

and high-density matter created in the heavy-ion collisions. High transverse-
momentum particle suppression is the first measurement that high transverse-
momentum particle productions are strongly suppressed compared to that of
p+p collisions [13]. The results imply that the particles produced in initial
hard scattering interact with the hot-and-dense matter and lose their energy.
The other significant result is the strong elliptic flow [14]. The produced
particle distribution in momentum space is not uniform but has azimuthal
anisotropy with respect to the reaction plane. The overlapping region of two
nuclei is a short ellipse in the direction of the reaction plane, and the inside
of the region is high pressure. The generated particles follow the pressure
gradient and are in motion. Consequently, the geometry of the collisions is
converted into an anisotropy in momentum space. It was found that the vis-
cosity of the produced matter is close to zero, the perfect-fluid, by comparing
to the relativistic hydrodynamic calculations [15].
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1.3 Geometry of heavy ion collisions

The Glauber model quantifies the geometrical configuration of the collision.
The model is widely used in high-energy heavy-ion physics. It can express the
collision geometry as the impact parameter b, the number of binary nucleon-
nucleon collisions Ncoll, the number of participating nucleons Npart and the
nuclear overlap function TAB (b) [16].

Elliptic Flow: A Brief Review 4

2. Event Characterization

Spectators

Participants

b

before collision after collision

Figure 2. Left: The two heavy-ions before collision with impact parameter b. Right:
The spectators continue una�ected, while in the participant zone particle production
takes place.

Heavy-ions are extended objects and the system created in a head-on collision

is di↵erent from that in a peripheral collision. To study the properties of the

created system, collisions are therefore categorized by their centrality. Theoretically

the centrality is defined by the impact parameter b (see Fig. 2) which, however,

cannot be directly observed. Experimentally, the collision centrality can be inferred
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Figure 3. a) Charged particle distribution from Pb-Pb collisions at
p

sNN = 2.76 TeV
measured with ALICE, showing a classification in centrality percentiles (from [20]).
b) Number of participating nucleons Npart and binary collisions Nbin versus impact
parameter for Pb-Pb and Au-Au collisions at

p
sNN = 2.76 and 0.2 TeV, respectively.

from the measured particle multiplicities, given the assumption that the multiplicity

is a monotonic function of b. The centrality is then characterized by the fraction,

⇡b2/⇡(2RA)2, of the geometrical cross-section with RA the nuclear radius (see Fig. 3a).

Figure 1.5: A schematic image of the heavy ion collision [17]. Left: Two
nuclei collide with the impact parameter b before the collision. Right: After
the collision, the spectator nucleons pass away in the longitudinal direction,
while particles are produced in the participant zone.

Two nuclei are accelerated to close to the speed of light by accelerator
and collide in the ultra-relativistic heavy-ion experiment. These nuclei ap-
pear ’pancake’ due to the Lorentz contraction and collide with geometrical
overlap. The overlap is defined by the impact parameter b shown in Fig. 1.5.
The parameter b is associated with centrality in the experiment. Besides,
the interacting nucleons in the geometrical overlap region are called partic-
ipants, and the nucleons outside the region are called spectators, which are
una↵ected by the collisions. Ncoll is the total number of nucleon-nucleon col-
lisions in the participants, whereas Npart is the total number of the nucleons
included in the participants.

The distribution of nucleons in a nucleus can be described with the nuclear
density ⇢A (r) as

TA (s) =

Z
dz⇢A (z, s) (1.1)
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where s is the coordinates in (x, y), which indicates the center of nucleus.
The nuclear overlap function of nucleus A and B can be expressed using the
parameter b, TA and TB as

TAB (b) =

Z
d2sTA (s) TB (s � b) . (1.2)

where d2s = 2⇡sds is the two dimensional overlap area.
The number of binary nucleon-nucleon collisions Ncoll is described using

TAB as

Ncoll (b) =

Z
d2s�in

NNTA (b) TB (s � b) = �in
NN · TAB (b) (1.3)

where �in
NN is the inelastic cross section of the nucleon-nucleon interaction.

The number of participating nucleons Npart is

Npart =

Z
d2sTA (s) (1 � exp (��NNTB (s � b)))

+

Z
d2TB (s � b) (1 � exp (��NNTA (s))) .

(1.4)

1.4 Space time evolution

Figure 1.6 shows the schematic diagram of the space-time evolution in heavy-
ion collisions. Relativistic heavy-ion collisions produce hot and dense matter.
The created matter develops while undergoing several phases from the initial
hard scattering to the final hadron emission. The time evolution of the
heavy-ion collisions is as follows.

Pre equilibrium

Two accelerated heavy ions collide head-on and pass through each other,
causing nucleons to release kinetic energy in the overlapping region where
passed nuclei through. The collision occurs at z = 0 and time t = 0 along the
longitudinal axis in the center of mass frame. Initial hard scattering between
partons occurs, and the overlap region becomes high energy density. This
phase is named the pre-equilibrium phase, and perturbative QCD following
parton cascade can describe this phase. This phase becomes a local thermal-
equilibrium state shortly.
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Figure 1.6: A schematic diagram of the space-time evolution in heavy-ion
collisions. Quark-Gluon Plasma is formed through a pre-equilibrium state
after the heavy-ion collision. Produced particles, including hadrons, photons,
and leptons, are detected after the freeze-out. [18]

Quark-Gluon Plasma

The reaction area expands by the initial pressure in the collision. Quarks
and gluons continue to lead to multiple scattering; eventually, the system
would reach the local thermal equilibrium. The system reaches su�cient
temperature 300⇠600 MeV and energy density to form Quark-Gluon Plasma
(QGP). The formation time is expected to be ⇠0.6 fm/c. The hydrodynamics
can describe this QGP phase.
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Mixed phase and Hadronic gas

After the QGP formation, the system expands rapidly, and thereby the tem-
perature drops down to the critical temperature Tc ⇡ 170 MeV. Once the
QGP matter reaches the Tc, the matter begins to hadronize in which quarks
and gluons are confined into hadrons. This phase is called the hadronic gas.
The hadronic matter expands with the collectivity, and the system temper-
ature goes down.

The mixed phase exists if the transition has occurred in the first-order
phase transition in which thermodynamic variable discontinuously changes.
The perturbative QCD calculations suggest that the transition is cross-over
that the variables change continuously.

Freeze out

The system shifts to the freeze-out phase when the temperature reaches the
freeze-out point TF ⇡ 100 MeV. The type of particles is fixed because the
interacting particles’ mean free path is smaller than the system size. Finally,
the elastic collisions between hadrons cease, and the system reaches a thermal
freeze-out point, whereby the momentum of all particles are frozen.

1.5 Direct photons and thermal photons

Direct photons are the photon that they do not arise from hadron decays
[19]. They are an essential probe to understand the characteristics of hot
and dense matter created in the ultra-relativistic nucleus-nucleus collisions.
Electromagnetic probes include direct photons, are rare probes in the heavy-
ion collisions because the coupling constant ↵ = e2

4⇡h̄c in QED is smaller than

the constant ↵s = g2
s

4⇡h̄c in QCD. Photons only interact with the electromag-
netic force, while quarks and gluons interact with the strong force. Therefore,
photons can carry pure information about the phase where they are emitted
[20]. Besides, photons are produced in the whole stages of the time evolution
in the heavy-ion collisions. Consequently, direct photons are a clean probe to
understand the time-evolution of the created system in heavy-ion collisions.

Typical photon sources in heavy-ion collisions are shown in Fig. 1.7 [21].
Photons are generally classified into direct photons and decay photons. De-
cay photons are originated from electromagnetic decays of hadrons such as
⇡0 ! ��. Direct photons arise from the initial hard scattering, thermal
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5

hundred MeV – few GeV pT range, and we will put the word in quotation marks whenever experimental
results are discussed.

Collisions

Direct Decay
,...0,Kη,0

πStable hadrons: 

Prompt

Hard scatt.

Pre-equilib.

Thermal

QGP

Hadron gas

Other

Jet-medium

Jet
Bremsstr.

Fragm.

Hadron
Bremsstr.

Resonance
decay

FIG. 1. Prevalent terminology, referring to the sources of real photons in heavy ion physics

Other sources include photons from jet fragmentation in vacuum, well known and measured in pp [19, 31–
34]. They should be distinguished from jet Bremsstrahlung which occurs while the parton is still traversing the
(QGP) medium and losing energy in it [19]. Jet-medium or jet-photon conversion, jet-thermal photons [35, 36]
are a special case of the ultimate parton energy loss where a high pT quark collides with a thermal parton and
transfers all its momentum to a photon flying out in the same direction (see IV B). Hadron Bremsstrahlung
happening in the hadron gas is yet another source of photons [37, 38]).

Words of caution.
There are many sources of direct photons that are hard or impossible to disentangle experimentally. This

often leads to some misunderstanding when comparing data to model calculations. For instance, in the high
pT region (above 4-5 GeV/c), dominated by hard scattering, experiments often publish results on isolated
photons even in A+A collisions [39], using well-defined isolation criteria. These results are then compared
to perturbative QCD (pQCD) calculations, but the comparison is only valid if the same isolation criteria are
applied as in the data. In case of pp this is relatively straightforward but in A+A the underlying event has
to be properly simulated, too – a very non-trivial task. Also, in A+A “jet-conversion” photons (from the
interaction of a hard-scattered fast parton with the medium) are an additional source of isolated photons in
the experiment, but seldom included in theory calculations.

Even the distinction between direct and decay photons can become problematic. Short-lived resonances,
like �, �, a1 are sources of decay photons [40], but rarely if ever are actually subtracted by the experiments
from the inclusive photon yields (not the least because the parent distributions are usually not or poorly
known. Typically only �0 and � decays are considered and the e�ect of all other hadron decays included in
the systematic uncertainties). While raising this issue may sound somewhat pedantic, we should point out
that at some point for instance the a1 has been predicted to be a major source of photons [41].

B. The fundamental processes to produce direct photons

In this section we review the fundamental sources that were believed for a long time to be the main sources
of photons in relativistic heavy ion collisions. More “exotic” mechanisms will be described in the context of
the “direct photon puzzle” (see Sec. VI).

Figure 1.7: Sources of direct photons in heavy-ion collisions. Produced pho-
tons in the heavy-ion collisions are classified into two types: direct photons
and decay photons. [21]

radiations from QGP and hadron gas, and other sources. The initial hard
scattering produces prompt photons, and the perturbative QCD models can
express it. Thermal photons are emitted as the black-body radiation from
the hot medium. Thermal photon measurement is direct proof to ensure that
the created matter is above the phase transition temperature, and it also can
access the thermal equilibrium time of the medium. Figure 1.8 shows a theo-
retical prediction of direct photon yield as a function of transverse momentum
in Au+Au collisions at

p
sNN = 200 GeV [22]. Above the 3 GeV/c region,

the major source is pQCD photons by initial hard scattering of the collisions.
Below the 1 GeV/c region, the dominant source is thermal photons emitted
from the hadron gas. The QGP thermal radiation is most sensitive between
1 < pT < 3 GeV/c. The contribution of decay photons is about 10 times that
of direct photons. In the experiments, photons are measured as an integral
of all photon sources, including direct and decay photons. Direct photons
are measured by subtracting decay photon contributions.
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at LHC, due the significantly larger system sizes towards thermal freezeout.
All these features are readily implemented [44, 63] into the thermal fireball description employed for SPS energies

above. In addition, the primordial pQCD component changes its xt-scaling behavior [45] which is accounted for by
replacing the parametrization Eq. (16) by Eq. (17). For simplicity we here refrain from introducing a nuclear kT

broadening, which is expected to be much less pronounced (and/or compensated by shadowing corrections) at collider
energies. First data on high-pt hadron production in d-Au collisions at

p
s=200 GeV [64, 65, 66] indeed indicate only

a comparatively small enhancement of around 20-30% over the spectra measured in p-p collisions.
Our photon predictions for full RHIC energy are summarized in Fig. 12. The thermal component has been evaluated
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FIG. 12: (Color online) Integrated photon emission spectra from central Au+Au collisions at RHIC. Short-dashed line: pQCD
photons from primordial N-N collisions; dashed-dotted line: thermal QGP radiation; long-dashed line: thermal hadron gas
emission; solid line: total direct photon yield.

with a typical formation time, �0 = 1/3 fm/c, as used before in dilepton [63] and charmonium [58] applications (it
is also consistent with hydrodynamic approaches that correctly reproduce the elliptic flow measurements which are
particularly sensitive to the early phases, see Ref. [67] for a recent review). One notes that the spectrum decomposes
into essentially 3 regimes: at low energies, q01 GeV, the major source are still thermal hadrons, whereas at high
energies, q0 � 3GeV, prompt pQCD photons dominate. The intermediate region, 1q03 GeV, appears to be a
promising window to be sensitive for thermal QGP radiation. The latter has been calculated assuming chemically
equilibrated quark- and gluon-densities throughout. It is conceivable, however, that the early QGP phases are gluon-
dominated, i.e. with quark fugacities much smaller than one (even the gluon fugacities could be reduced). In this
case, on the one hand, the photon emissivities at given temperature are severely suppressed. On the other hand, if
most of the total entropy is produced su�ciently early, smaller fugacities imply larger temperatures, thus increasing
the photon yield. The interplay of these e�ects has been studied for dilepton production in Ref. [63], where it
has been found that the net e�ect consists of a slight hardening of the QGP emission spectrum with a pivot point
at M'3 GeV. For photons the situation might be even more favorable due to the participation of gluons in their
production (e.g. g + q ! g�, as opposed to leading-order qq̄ ! ee for dileptons).

We finally turn to the LHC, cf. Fig. 13. According to our estimates, assuming a formation time of 0.11 fm/c (trans-
lating into Ti'850 MeV for dNch/dy'3000), the QGP window extends significantly further in transverse momentum
than under RHIC conditions, cf. left panel of Fig. 13, although this feature is sensitive to: (i) the formation time (ii) a
possible chemical undersaturation of the QGP, (iii) nuclear e�ects on the initial pQCD yield. The transition from HG
to QGP dominated emission occurs again close to qt=1 GeV. In the right panel of Fig. 13 we illustrate the sensitivity
of the thermal spectra with respect to the produced charged particle muliplicity within our schematic fireball evolution
model. For simplicity, we assumed the same formation time and expansion parameters for both Nch=3000 and 2000.
We then find that the total integrated photon yield (i.e., for transverse momenta above 50 MeV) scales as N�

ch with
�'1.4 if the same thermal freezeout temperature Tfo'90 MeV is imposed. This value for � is somewhat larger than
the 1.2 found in hydrodynamic caclulations of Ref. [68], but confirms the deviation from the naive quadratic behavior
(�=2). However, the latter is approached (and even exceeded) for the yield at higher transverse momenta; e.g., when
integrating over qt with a lower bound of 1 GeV (2 GeV), � increases to ⇠1.9 (2.3).

Figure 1.8: A theoretical prediction of direct photon yield as a function
of transverse momentum in Au+Au collisions at

p
sNN = 200 GeV. Each

photon source has a di↵erent dominant transverse-momentum region. [22]

1.6 Direct virtual photons

Any sources of high-energy photons also emit virtual photons that the pho-
tons convert into low invariant-mass electron pairs (e+e� pairs). If virtual
photon invariant-mass m�⇤ is more than twice of electron mass me, the vir-
tual photon converts to an electron pair. This production attributes the
higher-order process of direct photon production.

Figure 1.9 shows an example of the virtual photon production in gluon
Compton scattering. The Compton scattering occurs at the initial collision
in heavy-ion collisions. The scattering process associates with producing
low invariant-mass electron pairs through the internal conversion. Another
source of the virtual photon is Dalitz decays (⇡0 ! � + �⇤ ! � + e+e�)
described by the Kroll-Wada formula [23].

The associated electron pair production can relate to photon production
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Figure 1.9: Feynman diagram of quark-gluon Compton scattering (qg !
g�⇤ ! e+e�q)

with the formula written as

dN2

dmee
=

2↵

3⇡

1

mee

s

1 � 4m2
e

m2
ee

✓
1 +

2m2
e

m2
ee

◆
SdN� (1.5)

where ↵, me, mee are the fine-structure constant, the electron and the electron-
pair mass, respectively. S is a process dependent factor, including a form
factor and a phase-space. For virtual photons, the factor goes to 1 as mee !
0 or mee ⌧ pT . Equation 1.5 describes the relationship not only decays from
virtual photons but also electron pairs from Dalitz decays. Therefore, the
shape of invariant mass distributions is di↵erent between virtual photons and
electron pairs from Dalitz decays.

1.7 Related measurements

This section introduces dielectron and direct photon results measured in sev-
eral collision systems and energies in RHIC at BNL and the LHC at CERN.
We primarily focus on the low transverse-momentum region in heavy-ion
collisions, which are directly related to the thesis. Dielectrons are produced
throughout the entire stages of the collision system time-evolution, as well
as direct photons. These electromagnetic probes have no color charge, and
therefore they can provide clean information to understand the time evolu-
tion of the created matter.
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1.7.1 Dielectron measurement

0 1 2 3 4 5

mass [GeV/c2]

dN
ee

 / 
dy

dm
πo,η Dalitz-decays

ρ,ω

Φ

J/Ψ

Ψl

Drell-Yan

DD

Low- Intermediate-  High-Mass Region
> 10 fm > 1 fm < 0.1 fm

Figure 1.2: Expected sources for dilepton production as a function of invariant mass in ultrarela-
tivistic heavy-ion collisions[16].

transition is associated with deconfinement (the so-called ’Wilson line’), again realized in a strong
first-order transition. Thus, for heavy quarks one might hope to become sensitive to features of
deconfinement. This seems indeed to be the case: the confining potential within heavy quarkonium
states (J/�, �) will be Debye-screened due to freely moving color charges in a QGP leading to a
dissolution of the bound states [17]. As a consequence the final abundance of, e.g., J/� mesons
– and thus their contribution to the dilepton spectrum – is suppressed, signaling (the onset of)
the deconfinement transition. This very important topic will not be covered in the present review,
see Refs. [18] for the recent exciting developments. Finally, the intermediate-mass region (IMR)
might allow insights into aspects of quark-hadron ’duality’. As is evident from the saturation of
the vacuum annihilation cross section e+e� ! hadrons by perturbative QCD above ⇠ 1.5 GeV,
the essentially structureless thermal ’continuum’ up to the J/� can be equally well described by
either hadronic or quark-gluon degrees of freedom. However, as a QGP can only be formed at
higher temperatures than a hadronic gas, the intermediate mass region might be suitable to ob-
serve a thermal signal from plasma radiation [9, 19] in terms of absolute yield. The most severe
’background’ in this regime is arising from decays of ’open-charm’ mesons, i.e., pairwise produced
DD̄ mesons followed by individual semileptonic decays. Although an enhanced charm production
is interesting in itself – probably related to the very early collision stages – it may easily mask a
thermal plasma signal. To a somewhat lesser extent, this also holds true for the lower-mass tail of
Drell-Yan production.

Until today, the measurement of dilepton spectra in URHIC’s has mainly been carried out at
the CERN-SpS by three collaborations: CERES/NA45 is dedicated to dielectron measurements in
the low-mass region [20, 21, 22, 23], HELIOS-3 [24] has measured dimuon spectra from threshold

6

Figure 1.10: Expected dielectron source in heavy-ion collisions [24]

Electron-positron pairs or dielectrons are an excellent probe for under-
standing the created matter’s time-evolution due to escaping from the mat-
ter without final state interactions. Therefore, the dielectron spectra contain
the whole time evolution and dynamics. The properties of low-mass vec-
tor mesons are a candidate for searching chiral symmetry restoration in the
high-temperature state. Moreover, the direct photon contribution from the
internal conversion is also included in the spectra at the low invariant mass
region.

Figure 1.10 shows an expected dielectron spectrum in heavy-ion colli-
sions [24]. The spectra can be classified into three regions: the high-mass,
intermediate-mass, and low-mass regions. The high-mass region is located
above the J/ invariant mass. The dominant contribution in this region is
the hard scattering on partons. Dielectrons are produced through the Drell-
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FIG. 25: (Color online) Inclusive mass spectrum of e+e�

pairs in the PHENIX acceptance in p + p collisions compared
to the expectations from the decays of light hadrons and cor-
related decays of charm, bottom, and Drell-Yan. The contri-
bution from hadron decays is independently normalized based
on meson measurements in PHENIX. The bottom panel shows
the ratio of data to the cocktail of known sources. The sys-
tematic uncertainties of the data are shown as boxes, while
the uncertainty on the cocktail is shown as band around 1.

equals what is known from p+p collisions. In this case we
can use the same pythia calculation scaled to match the
cross section measured in p + p and scale it by the mean
number of binary N + N collisions (as given in Table I).

(ii) The cc̄ dynamical correlation is washed out by
medium interactions, i.e. the direction of c and c̄ quarks
are uncorrelated. We sample from the heavy flavor
single-electron pT spectra, choose the angle randomly
and keep the overall cross section fixed to the experi-
mental data [6]. Because the average opening angle of
uncorrelated pairs is smaller than the one resulting from
the back-to-back correlation predicted by pythia, the
mass spectral shape of uncorrelated pairs is much softer
than the one calculated by pythia.

The charm contribution determined by case (i) is
shown as the upper dashed curve in Fig. 26 or the upper
solid curves in Fig. 27. The charm contribution deter-
mined by case (ii) is shown as the dotted curve in Fig. 26
or the dashed curves in Fig. 27. In both cases the total
yield of charm is normalized to the value measured by
PHENIX.

In the Min. Bias Au + Au data set, the IMR seems to
be well described by the continuum calculation based on
case (i). This is somewhat surprising, since single elec-
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FIG. 26: (Color online) Inclusive mass spectrum of e+e�

pairs in the PHENIX acceptance in minimum-bias Au + Au
compared to expectations from the decays of light hadrons
and correlated decays of charm, bottom and Drell-Yan. The
charm contribution expected if the dynamic correlation of c
and c̄ is removed is shown separately. Statistical (bars) and
systematic (boxes) uncertainties are shown separately. The
contribution from hadron decays is independently normalized
based on meson measurements in PHENIX. The bottom panel
shows the ratio of data to the cocktail of known sources. The
systematic uncertainties of the data are shown as boxes, while
the uncertainty on the cocktail is shown as band around 1.

tron distributions from charm show substantial medium
modifications [6]. Thus, it is hard to understand how the
dynamical correlation at production of the cc̄ remains un-
a�ected by the medium. Case (ii) leads to a much softer
mass spectrum, as shown by the dotted curve in Fig. 26).
This would leave significant room for other contributions,
e.g. thermal radiation.

We have integrated the yield in the mass region 1.2 to
2.8 GeV/c2 and normalized to the number of binary col-
lisions Ncoll (Fig. 28). The systematic uncertainty due
to Ncoll (as indicated in Table I) has been included in
the overall systematic uncertainty. Within uncertain-
ties Ncoll scaling is observed for the production of non-
photonic electrons, i.e., for those electrons arising from
decays of heavy-flavor hadrons [6]. The normalized yield
shows no significant centrality dependence and is consis-
tent within systematic uncertainties with the expecta-
tion based on Ncoll-scaled pythia, with the cross section
measurement of [46] (case (i)). However the scaling with
Ncoll may be a mere coincidence resulting from two bal-
ancing e�ects: the energy loss of charm, which increases
with Npart, would lead to a softer mass distribution and
therefore less yield in the IMR (case (ii)), while a ther-

Figure 1.11: Dielectron spectrum in minimum bias Au+Au collisions atp
sNN =200GeV measured by the PHENIX experiment [25]

Yan process (qq̄ ! l+l�) and correlated semi-leptonic decays of heavy quark
pairs, as well as J/ and  0 particles. The invariant mass range between
� and J/ is the intermediate region. Thermal radiation dielectrons arisen
from the hot medium are expected to contribute to the region by the theo-
retical models. The electron pairs originated from the semi-leptonic decay of
cc̄ is a dominant background in the intermediate-mass region. The low-mass
region places under the � meson invariant mass. Dalitz decays of ⇡0 and
⌘ mesons contributes as the dominant source, and ⇢ and ! also appear in
the region. In-medium decay of ⇢ meson arising from the hadronic phase is
expected to be another dominant source. The lifetime of the ⇢ meson, 1.3
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fm/c, is much shorter than the expected lifetime of the hadronic phase, and
⇢ couples to the ⇡⇡ channel strongly. Therefore, the shape and the yield can
reflect on the medium modifications due to chiral symmetry restoration [26].
In addition, the quasi-real virtual photon contribution appears in the region
where the low transverse-momentum is much greater than its invariant mass.
Any source of real photons also emits virtual photons, which convert to low
mass dielectrons. The contribution arises from the initial hard scattering
such as Compton scattering and thermal radiation from the hot medium. 31
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FIG. 27: (Color online) Invariant mass spectrum of e+e�

pairs inclusive in pT compared to expectations from the model
of hadron decays for p + p and for di�erent Au + Au central-
ity classes. The charmed meson decay contribution based on
pythia [77] is included in the sum of sources (solid black
line). The uncorrelated charm is shown with the dotted
line. Statistical (bars) and systematic (boxes) uncertainties
are shown separately. The systematic uncertainty on the ex-
pected hadronic sources is not shown: it ranges from �10%
in the �0 region to �30% in the region of the vector mesons.
The uncertainty on the charm cross section, which dominates
the IMR, is �30% both in p + p and in Au + Au collisions.

mal contribution could increase faster than linearly with
Npart resulting in more yield in the IMR. Such a coinci-
dence may have been observed at the SPS [34], where
a prompt component has now been suggested by NA60
[35].

C. Low-Mass Excess in Au + Au Data

Figure 27 shows that the low-mass enhancement is con-
centrated in the first two centrality classes, i.e. 0-10%
and 10-20%. For more peripheral collisions the enhance-
ment diminishes. Only some small excess is visible for
20-40% and 60-92% while no deviation is observed in
40-60% with respect to the cocktail beyond systematic
uncertainties.

To quantify the centrality dependence of the enhance-
ment, we have integrated the yield in two mass win-
dows: below 0.1 GeV/c2, and 0.15 to 0.75 GeV/c2. Since
the cocktail yield in these regions arises mostly from
hadrons (more than 90% from �0 below 0.1 GeV/c2
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FIG. 29: (Color online) Dielectron yield per participating
nucleon pair (Npart/2) as function of Npart for two di�erent
mass ranges (a: 0.15 < mee < 0.75 GeV/c2, b: 0 < mee <
0.1 GeV/c2) compared to the expected yield from the hadron
decay model. The two lines give the systematic uncertainty
of the yield from cocktail and charmed hadron decays. For
the data statistical and systematic uncertainties are shown
separately.

and more than 99% from the sum of light hadrons in
0.15 < mee < 0.75 GeV/c2) we compare the measured
yield to the rate of pion production. Pions were found
to scale approximately with Npart [78], therefore we com-

Figure 1.12: Dielectron spectrum in p+p and Au+Au collisions atp
sNN =200GeV measured by the PHENIX experiment [25]
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Dielectron spectra have been measured in p+p and Au+Au collisions
at

p
sNN = 200 GeV reported by the PHENIX experiment [25]. Figure

1.11 shows the inclusive dielectron invariant-mass spectrum in minimum-
bias Au+Au collisions. The inclusive spectrum is compared to expectations
from hadronic decays, heavy flavor, and Drell-Yan contributions, which are
evaluated by the well-tuned simulations. The data and expectations are
compared as a ratio. An enhancement appears at the low invariant-mass
region. The enhancement factor, defined as the ratio between the measured
and the expected yields, is studied for di↵erent centralities. The enhancement
increases with centrality, and it is qualitatively consistent with the conjecture
that an in-medium enhancement arises from the scattering process of ⇡⇡ or qq̄
annihilation. Figure 1.13 shows the measured spectra for six centrality bins
in Au+Au collisions, together with p+p results. The expectations from the
hadron decay models represented by the solid and dashed lines are compared
to the measurements. The detailed study of the enhancement is reported
by the PHENIX experiment [27]. The excess yields calculated by the data
subtracted hadronic cocktail excluding vacuum ⇢ are consistent with the
expectations from the thermal radiation from the hadronic (⇢ broadening)
and QGP phases.

The STAR experiment measures the dielectron production in several col-
lision energies from

p
sNN = 19.6 to 200 GeV [28, 29, 30]. The RHIC collider

provided several beam energies to study the phase diagram of the QCD mat-
ter, and the program is called the Beam Energy Scan. Figure 1.14 shows the
results of the dielectron spectra with several collision energies from

p
sNN =

19.6 to 200 GeV [30]. The enhancement in the invariant mass region of the
! and � mesons are studied in several collision energies. The invariant mass
and width of vector mesons could be modified because of interactions with
the hot and dense matter. The STAR experiment studies the mass shape
and width of ! and � in Au+Au collisions at

p
sNN = 200 GeV [29]. The

mass shift from the measurement agrees with the PDG values within the
uncertainties.

Dielectron invariant-mass spectra in Cu+Cu collisions at
p

sNN = 200
GeV are reported as a preliminary result by the PHENIX experiment [31].
The spectra for 0–10% and 10–20% are shown in Fig. 1.15. The inclusive
spectra are compared to the expectations from hadronic cocktail, heavy fla-
vor, and Drell-Yan contributions. The large enhancement in the mass above
the pion mass and below the omega mass is reported in the minimum bias
events.



CHAPTER 1. INTRODUCTION 28 32

partN
0 100 200 300

 in
 P

H
EN

IX
 a

cc
ep

ta
nc

e
pa

rt
Yi

el
d/

N 0

1

2

6−10×

=200 GeVNNsAu+Au 2<0.76 GeV/cee0.3<m

dielectron excess

 broadening + QGP (Rapp)ρ

PHENIX
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1.45 [73], very similar to the scaling of the thermal pho-
ton yield [64, 69]. Within uncertainties, the present data
are consistent with this scaling as illustrated in Fig. 36,
which also shows the centrality dependence of the excess,
i.e. the data after subtracting the cocktail without the
vacuum �, together with the expected power-law scaling
(dashed line).

VI. SUMMARY AND CONCLUSIONS

PHENIX has measured invariant mass spectra, pT dis-
tributions and the centrality dependence of the e+e� pair
production in Au+Au collisions at

p
sNN = 200 GeV.

The use of the HBD provided additional electron identifi-
cation to the central arm detectors, additional hadron re-
jection and increased rejection of the combinatorial back-
ground.

A new analysis procedure based on neural networks
has been developed that combines in an e�cient way the
information from the HBD and the central arm detec-
tors, RICH, TOF and EMCal. This results in three in-
dependent parameters for electron identification, hadron
rejection and close pair rejection, instead of the fourteen
parameters of the four detectors involved in these tasks.
A quantitative understanding of the total background at
the subpercent level is achieved in the most central col-
lisions. This is realized by a precise evaluation of all the
background sources. The combinatorial background is
determined by the event mixing technique together with
an exact weighting procedure to take into account the
flow e�ects that are inherent in the foreground events
and cannot be reproduced in the mixed events. All the
correlated background sources are calculated in absolute
terms using simulations and published results.

The results are compared with a cocktail of the known
e+e� sources. The contributions from light hadron de-

cays that dominate the e+e� yield at low masses mee <
1 GeV/c2, are determined using PHENIX measurements
for pions and mT scaling for other mesons. The contri-
butions from semileptonic decays of heavy flavor (charm
and bottom) mesons are calculated with the pythia or
mc@nlo generators using hNcolli scaled p+p cross sec-
tions. Both generators give very similar yields in the
IMR. However, they predict very dissimilar results that
di�er from each other by a factor of ⇠2 in the LMR.
Precise measurements of the charm cross section over the
entire phase space are needed to resolve this discrepancy.

A small enhancement of e+e� is observed in the
LMR with respect to the cocktail. The enhancement
is distributed over the entire pT range measured (pT <
5 GeV/c). It increases with centrality and amounts to
2.3±0.4(stat)±0.4(syst)±0.2model for MB collisions when
pythia is used to calculate the open heavy flavor contri-
bution. If instead mc@nlo is used, the enhancement fac-
tors are ⇠40% smaller and for MB collisions it is found to
be 1.7±0.3(stat)±0.3(syst)±0.2model. The large enhance-
ment of e+e� pairs in the LMR previously reported by
PHENIX, in Au+Au collisions at

p
sNN = 200 GeV [23],

is not confirmed by the results of the present improved
analysis. In particular, the concentration of the excess at
low pT (pT < 1 GeV/c) is not observed here. The present
results are consistent with those recently published by the
STAR Collaboration [66] within the uncertainties of the
two experiments.

In the IMR, the results are compared with calcula-
tions of the expected yield from the semileptonic decays
of heavy flavor mesons in two extreme scenarios. In the
first scenario, the heavy flavor contribution is calculated
assuming that the correlations between the cc̄ are the
same in Au+Au as in p+p collisions, ignoring decorrela-
tion e�ects produced by the interactions of heavy flavor
quarks with the medium. A small enhancement is ob-
served with respect to the yield predicted by pythia. It
amounts to 1.5 ± 0.3(stat) ± 0.2(syst) ± 0.3model for MB
collisions. In the other scenario, the opposite extreme
approach is adopted where the pair is assumed to be to-
tally decorrelated. In this case, the enhancement factor
becomes 2.5 ± 0.5(stat) ± 0.3(syst) ± 0.3model. The re-
ality is somewhere between these two extreme cases and
we conclude that there is room in the data for a sig-
nificant additional contribution, for example of thermal
radiation, in the IMR. The nature of the IMR pairs will
be studied with high statistics Au+Au data in 2014 data
taking with the silicon vertex tracker (VTX) installed in
PHENIX.

The results in the LMR are compared to calculations
based on the model originally developed by Rapp and
Wambach [71, 72] with subsequent improvements that in-
corporate recent developments [73]. The model includes
thermal radiation emission from the QGP phase (qq̄ an-
nihilation) as well as from the hadronic phase (mainly
from the � meson copiously produced by pion annihi-
lation, �+�� ! � ! e+e�). The invariant mass and
pT distributions as well as the centrality dependence are

Figure 1.13: Centrality dependece of the dielectron enhancement in 0.3 <
mee < 0.76 GeV/c2 in Au+Au collisions at

p
sNN = 200 GeV. The dielec-

tron yields after subtracting the hadronic cocktail without ⇢ broadening are
compared to the model calculations. [27]

Dielectron azimuthal anisotropy is measured in Au+Au collisions at
p

sNN =
200 GeV by the STAR experiment [32]. The result of dielectron azimuthal
anisotropy at the low invariant mass region, mee < 1.1 GeV/c2, is consistent
with the simulated anisotropy for ⇡0, ⌘, !, and �. The dielectron anisotropy
at high mass region, 1.1 < mee < 2.9 GeV/c2, is consistent with the estimated
anisotropy magnitude from cc̄ contribution.

1.7.2 Direct photon spectra

Direct photons are also a clean probe in heavy-ion collisions because they
are color blind particles originating from the whole stage. Direct photons
carry pure information about the property of created matter. Supposing the
hot-and-dense matter is created in the heavy-ion collisions, the matter would
radiate thermal photons. Thermal photons are assumed that they appear in
the low transverse-momentum region by theoretical models. Meanwhile, the
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sNN = 19.6, 27,
39, 62.4, and 200 GeV 0�80% most-central Au+Au collisions.
Errors bars and open boxes represent the statistical and sys-
tematic uncertainties in the measurements. The black solid
curves represent the hadronic cocktail with the gray bands
representing the cocktail uncertainties. The curves under-
neath the �

sNN = 62.4 GeV hadronic cocktail curve and gray
band represent the cocktail components at 62.4 GeV. For bet-
ter presentation, the measurements and cocktail predictions
are not listed in order by energy but have been scaled by fac-
tors 2.5 � 105, 3 � 104, 2.5 � 102, 1, and 6 � 10�3 for results
at

�
sNN = 200, 19.6, 27, 39, and 62.4 GeV, respectively.

certainties from the measurements and the cocktail are
shown in the figure as the open and filled boxes, respec-
tively. The 6% uncertainty from STAR’s acceptance cor-
rection and the uncertainty of dNch/dy are not shown in
the figure. Model calculations [13–15] in Fig. 3 include
contributions from broadening of the � spectral function
in a hadron gas (Rapp Rho), and from QGP radiation
(Rapp QGP). The PHSD model calculations in Fig. 3 in-
clude contributions from the � meson (PHSD Rho), QGP
(PHSD QGP), Dalitz decays of the a1 (PHSD a1), and �
resonances (PHSD Delta). The sums (Rapp Sum, PHSD
Sum) are compared with the excess yield at each energy.
Calculations by Rapp et al. have an uncertainty on the
order of 15% [13], and PHSD model calculations have an
uncertainty on the order of 30% [33]. Within uncertain-
ties, the model calculations are found to reproduce the
acceptance-corrected excess in Au+Au collisions at each
of the collision energies.

To allow for a direct comparison of our measurements
with previously published results and model calculations,
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FIG. 2. The ratio of the invariant mass spectra to the
cocktail with the � and � yields removed from both the data
and cocktail. The gray area shows the cocktail uncertainties.
Model calculations by Rapp et al. [13], Endres et al. [30], and
PHSD [14, 15] were separately added to the reference cocktail
and compared to the reference cocktail, via ratios, as shown
with the curves.

we integrated the acceptance-corrected dielectron excess
spectra in the mass region from 0.40 to 0.75 GeV/c2. Fig-
ure 4 shows the integrated excess yields normalized by
dNch/dy from the 0�80% most-central Au+Au collisions
at p

sNN = 27, 39, and 62.4 GeV, together with our pre-
viously published results [10] for the 0�80% most-central
Au+Au collisions at p

sNN = 19.6 and 200 GeV. In ad-
dition, we compare to the NA60 µ+µ� measurement atp

sNN = 17.3 GeV for dNch/d� > 30 [34][35]. For the
measurements at p

sNN = 27, 39, and 62.4 GeV, the
systematic uncertainties from the data and cocktail are
shown as the open and filled boxes, respectively. For
the measurements at p

sNN = 19.6 and 200 GeV, the
total (cocktail+data) systematic uncertainties are shown
as the open boxes. The normalized, integral yields from
model calculations, shown in Fig. 4, are in agreement
with the measurements. Note that the result for Au+Au
at p

sNN = 19.6 GeV [10] is consistent within uncertain-
ties with the µ+µ� measurement from NA60 in In+In
collision at p

sNN = 17.3 GeV [7, 34, 35].
The normalized integrated excess yields show no sta-

tistically significant collision-energy dependence for the
0-80% most-central Au+Au collisions. This may be be-
cause dilepton production in the medium is expected to
be mainly determined by the strong coupling of the �-

Figure 1.14: Dielectron spectra in Au+Au collisions with several collision
energies measured by the STAR experiment [30]

prompt photons produced in the initial hard scattering are the dominant
contribution at the high transverse momentum region.

Direct photons at high-transverse momentum region

Direct photons at the high transverse-momentum region are mainly produced
by the initial hard scattering. The PHENIX experiment measures centrality
dependence of direct photon production in Au+Au collisions at

p
sNN = 200

GeV [33]. Direct photons are measured by subtracting the decay photons
from the inclusive photons. Accordingly, experiments measure the inclusive
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result are shown. The MB, 0 � 10% and 10 � 20% Au+Au spectra have an excess above the
cocktail in the region above the � and below the � masses. In the case of the MB, this excess
is remarkably large, a factor of 4.7 ± 0.4(stat) ± 1.5(sys) ± 0.9(model) above the expected
cocktail yield. The Au+Au excess is largest in the most central collisions and recedes as the
centrality decreases. The integrated yield increases faster than the square of the average number
of participating nucleons in the collision (N2

part). This is seen in Figure 4 where the yield in the

mass region 0.15 to 0.75 GeV/c2 over Npart

2 increases faster than linear in Npart.
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Figure 5. The dielectron mass spectra
in 0 � 10% Cu+Cu collisions overlaid with
the cocktail. The yellow bars represent the
systematic errors.
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The Cu+Cu centrality data, first published here, allows us to gain insight into the onset of the
excess. The Cu+Cu 0� 10% data contains an excess in the low mass region, as shown in Figure
5. The excess is not present in the 10�20% data, in Figure 6, or in the more peripheral centrality
bins. This is consistent with the centrality trend seen in Figures 3 and 4. The Cu+Cu results
provide valuable additional information about the emergence of the enhancement. With these
new results, theories should attempt to describe the enhancement as a function of centrality.

3.1. Virtual photons
The p+p and MB Au+Au mass spectra in di�erent pair pT slices are shown in Figures 7 and 8
respectively. In the p+p case the data matches the cocktail fairly well, particularly at low pT ;
there is a small excess at high pT . In the Au+Au case there exists an excess in all pT slices with
the largest portion in the low pT ranges. This leads us to consider that the Au+Au excess has
two sources, one that dominates at high pT and another that dominates at low pT .

One such source is direct virtual photons that convert to dielectron pairs. Virtual photons
are produced by the same processes that generate real photons. A direct photon component, or
thermal photon component, is described according to Equation 1 when the mass is much smaller
than the pT (m < 0.3 GeV/c2 and pT > 1 GeV/c)

d2Nee

dmeedpT
' 2�

3�

1

mee

dN�

dpT
[34]. (1)

The photonic component is modeled in EXODUS, filtered by the acceptance and smeared by
the detector resolution. This shape is shown in Figure 9. By looking at the ratio of the excess
above the cocktail divided by the modeled direct photon shape, R, we can compare the mass

5

Figure 1.15: Dielectron spectra in Cu+Cu collisions at
p

sNN = 200 GeV for
0–10% (left) and 10–20% (right) centrality classes measured by the PHENIX
experiment [31]

photon spectra, whereas the Monte Carlo simulations evaluate the decay
photon spectra based on the measured ⇡0 and ⌘ spectra. The following
double ratio is defined:

R� =
(�/⇡0)Measured

(�/⇡0)Background

⇡ �Measured

�Background
. (1.6)

The denominator is the ratio of background photon to ⇡0, while the numer-
ator is the ratio of the measured photon to ⇡0. Significant deviations of the
double ratio above unity indicate a direct photon excess. Figure 1.16 shows
the double ratio in Au+Au collisions at

p
sNN = 200 GeV. A significant

excess is observed at high transverse-momentum.
Direct photon spectra are calculated from the double ratio and measured

inclusive spectra and it expresses as

�direct =
�
1 � R�1

�

�
�measured. (1.7)

The calculated direct photon spectra for various centralities are shown in Fig.
1.17. The vertical error bars with the arrow indicate the measurement con-
sistent with zero yields. The solid curves in the figures express perturbative
QCD predictions. The theoretical calculations can describe the measured
data well, especially in the high transverse-momentum region. Meanwhile,
in the low transverse-momentum region, the total errors are too large to
compare with the pQCD predictions adequately.
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TABLE I: Summary of the dominant sources of systematic er-
rors on the �0 and inclusive � yields extracted independently
with the PbGl and PbSc electromagnetic calorimeters. The
error estimates are quoted at two pT values in central events
for the PbGl and PbSc. For the combined �0 and inclusive �
spectra and �/�0 ratios, the approximate statistical and sys-
tematical errors are quoted for the most peripheral and most
central reactions.

PbGl (Central) PbSc (Central)

�0 error source 3GeV/c 8.5GeV/c 3GeV/c 8.5GeV/c

Yield extraction 8.7% 7.0% 9.8% 7.2%

Yield correction 12.1% 12.0% 10.3% 12.5%

Energy scale 13.8% 14.1% 10.5% 11.4%

Total systematic 20.3% 19.8% 17.7% 18.4%

Statistical 10.6% 32.5% 2.1% 10.5%

Inclusive � error

Non-� correction 2.4% 2.4% 3.2% 3.2%

Yield correction 10.2% 12.0% 9.1% 12.5%

Energy scale 15.7% 13.7% 12.4% 10.8%

Total systematic 18.9% 18.4% 15.7% 16.8%

Statistical 1.2% 14.1% 0.6% 4.1%

�/�0 syst. 13.6% 12.6% 14.0% 13.4%

�/�0 stat. 10.7% 35.4% 2.2% 11.3%

Total errors PbGl and PbSc combined

Peripheral Central

Error 3GeV/c 8.5 GeV/c 3GeV/c 8.5GeV/c

�0 syst. 13.2% 17.0% 13.9% 16.1%

�0 stat. 3.0% 35.3% 1.8% 9.6%

� syst. 11.4% 15.6% 11.5% 15.9%

� stat. 3.0% 28.8% 0.6% 3.8%

�/�0 syst. 9.9% 13.1% 9.7% 11.2%

�/�0 stat. 4.2% 45.6 % 1.9% 10.3%

�/�0 bkg calc. 4% 4%

by the position of the �0 invariant mass peak, by the
energy deposit from minimum ionizing charged particles
traversing the EMCal (PbSc), and by the correlation be-
tween the measured momentum of electron and positron
tracks identified by the ring-imaging Cherenkov detector
and the associated energy deposit in the EMCal. From
these studies it is determined that the accuracy of the
energy measurement was better than 1.5%.

The main sources of systematic errors in the PbSc and
PbGl measurements are the uncertainties in: (i) the yield
extraction, (ii) the yield correction, and (iii) the energy
scale. The relative contributions of these e�ects to the
total error di�er for the PbSc and PbGl (Table I). The
weighted average of the two independent measurements
reduces the total error. The final systematic errors on
the spectra are at the level of ⇠ 15 � 20% (Table I). A
correction for the true mean value of the pT bin is applied
to the steeply falling spectra.

The completely corrected and combined PbSc and
PbGl inclusive photon yields are compared to the ex-
pected yields of background photons from hadronic de-
cays in Fig. 1 for minimum bias Au+Au collisions and
for five centrality bins. The decay photon calculations
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FIG. 1: Double ratio of measured (�/�0)Measured invariant
yield ratio to the background decay (�/�0)Background ratio as
a function of pT for minimum bias and for five centralities of
Au+Au collisions at

�
sNN = 200 GeV (0-10% is the most

central). Statistical and total errors are indicated separately
on each data point by the vertical bar and shaded region, re-
spectively. The solid curves are the ratio of pQCD predictions
described in the text to the background photon invariant yield
based on the measured �0 yield for each centrality class. The
shaded region around the curves indicate the variation of the
pQCD calculation for scale changes from pT /2 to 2pT , plus
the �Ncoll� uncertainty.

are based on the measured �0 and � spectra [16] assum-
ing mT -scaling for all other radiative decays (��,K0

s ,�).
The comparison is made as the ratio of measured (in-
clusive) �/�0 and calculated background �/�0 since this
has the advantage that many uncertainties, such as the
energy scale, cancel to varying extent in the ratio. Since
the �0 spectra of the background calculations are taken
to be the same as the measured spectra we have

R� =

�
�/�0

�
Measured

(�/�0)Background

⇡ �Measured

�Background
(1)

and any significant deviation of the double ratio above
unity indicates a direct photon excess. In Fig. 1 an excess
is observed at high pT with a magnitude that increases
with increasing centrality of the collision.

The measured results are compared to NLO pQCD
predictions [17], scaled by the number of binary nucleon
collisions for each centrality selection. The same calcula-
tions are in agreement with the PHENIX direct photon
measurement [15] for p+p collisions at the same

p
s, and

similar NLO pQCD calculations provide a good descrip-
tion of the measured �0 production in p+p collisions [13].
The calculations were performed [15, 17] with normaliza-
tion and factorization scales equal to pT , the CTEQ6 [18]
set of parton distribution functions, and the GRV set of
fragmentation functions [19]. The direct photon spectra

Figure 1.16: The double ratio of measured (�/⇡0)Measured invariant yield ratio
to the background decay (�/⇡0)Background ratio as a function of transverse
momentum in Au+Au collisions at

p
sNN = 200 GeV measured by the real

photon measuremnet in the PHENIX experiment [33]

The direct photon yields in the high transverse momentum region can be
described by the Ncoll scaling from p+p collisions, whereas the hadron yields
are suppressed in the heavy-ion collisions [34, 35]. The suppression can be
measured by the RAA variable given by

RAA =
E d3NAA

dp3

NcollE
d3Npp

dp3

=
E d3NAA

dp3

TAA
d3Npp

dp3

. (1.8)

Here, the denominator and numerator denote the TAA scaled invariant yield
in p+p collisions and invariant yield in heavy-ion collisions, respectively.

Direct photons at low transverse momentum

At the low transverse-momentum region, thermal photons from the hot
medium are expected the dominant source. Direct photon spectrum in rela-
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FIG. 2: Direct � invariant yields as a function of trans-
verse momentum for 9 centrality selections and minimum bias
Au+Au collisions at

�
sNN = 200 GeV. The vertical error

bar on each point indicates the total error. Arrows indicate
measurements consistent with zero yield with the tail of the
arrow indicating the 90% confidence level upper limit. The
solid curves are pQCD predictions described in the text.

extracted as �Direct = (1 � R�1
� ) · �Measured are shown in

Fig. 2 for all nine centrality selections as well as mini-
mum bias, and compared to the same NLO calculations.
The binary collision scaled predictions are seen to provide
a good description of the measured direct photon spec-
tra (Fig. 2). The increasing ratio with centrality seen
in Fig. 1 is therefore attributed to the decreasing decay
background due to �0 suppression [3].

Medium e�ects in AA collisions are often presented
using the nuclear modification factor given as the ratio
of the measured AA invariant yields to the NN -collision-
scaled p + p invariant yields:

RAA(pT ) =
(1/Nevt

AA) d2NAA/dpT dy

hNcolli/�inel
pp ⇥ d2�pp/dpT dy

, (2)

where the hNcolli/�inel
pp is the average nuclear thickness

function, hTAAi, in the centrality bin under consideration
(Ref [3]). RAA(pT ) measures the deviation of AA data
from an incoherent superposition of NN collisions.

The centrality dependence of the high pT � production
represented as a function of the number of participating
nucleons, Npart, is shown by the closed circles in Fig. 3.
The production in Au+Au collisions relative to p + p is
characterized by the RAA(pT > 6 GeV/c) ratio of Eq. (2)
as the ratio of Au+Au over the hNcolli-scaled p+p yields

partN
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FIG. 3: Ratio of Au+Au yield to p+p yield normalized by the
number of binary nucleon collisions as a function of centrality
given by Npart for direct � (closed circles) and �0 (open cir-
cles) yields integrated above 6 GeV/c. The p+p direct photon
yield is taken as the NLO pQCD prediction described in the
text. The error bars indicate the total error excluding the
error on �Ncoll� shown by the dashed lines and the scale un-
certainty of the NLO calculation shown by the shaded region
at the right.

each integrated above 6 GeV/c. The direct photon p + p
yields are taken as the NLO pQCD predictions described
above. As noted above, the high pT direct � production
is observed to scale as the hNcolli-scaled p+p � yield pre-
diction for all centralities. This is in sharp contrast [3] to
the centrality dependence of the �0 RAA(pT > 6 GeV/c)
shown by open circles in Fig. 3 where the measured �0

yield [13] is used as the p + p reference in Eq. (2).
The observed close agreement between the measured

yields and NLO calculations is in striking contrast to
observations for central Pb+Pb collisions at

p
sNN =

17.3 GeV [14] where the measured photon yield exceeds
the hNcolli-scaled p + p yield by about a factor of two.
The present result constrains modifications of the initial
parton distributions, or of the fragmentation contribu-
tions [10, 11] (in these NLO calculations the contribu-
tion is significant: ⇠ 50% at 3.5 GeV/c and ⇠ 35% at
10 GeV/c), or additional photon yield from thermal ra-
diation to levels comparable to the present measurement
uncertainty.

In summary, the transverse momentum spectra of di-
rect photons have been measured at mid-rapidity up to
pT ⇡ 13 GeV/c for nine centrality bins of Au+Au colli-
sions at

p
sNN = 200 GeV. The significance of the direct

photon signal increases with collision centrality due to
the increasingly suppressed �0 production and associated
decrease in the photon background from hadron decays.
The direct photon spectral shapes and invariant yields
are consistent with NLO pQCD predictions for p + p re-
actions scaled by the average number of inelastic NN
collisions for each centrality class. The close agreement
between measurement and the binary scaled pQCD pre-
dictions of the direct photon yield suggests that nuclear
modifications of the quark and gluon distribution func-

Figure 1.17: Direct photon spectra as a function of transverse momentum in
Au+Au collisions at

p
sNN =200GeV measured by the PHENIX experiment.

The spectra are obtained for nine centrality bins, and the solid curves denote
the pQCD predictions. [33]

tivistic heavy-ion collisions was first measured in the WA98 collaboration at
the SPS collider in CERN [36, 37]. The direct photon yield measurement in
the central Pb+Pb collisions was interpreted either as thermal photons from
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QGP or multiple soft scatterings without QGP formation [38]. The PHENIX
experiment at RHIC has successfully measured low transverse-momentum
direct-photons in p+p, d+Au, and Au+Au collisions at

p
sNN = 200 GeV

[25, 39, 40]. Thermal photons are observed in Au+Au collisions, whereas the
p+p and d+Au results are consistent with the pQCD calculations. As men-
tioned above, the signal-to-background ratio in real photon measurements
worsens at the low transverse-momentum region due to the vast number of
backgrounds and detector resolution degradation. Therefore, the measure-
ments have done by the virtual photon method. The method uses the internal
conversion that the virtual photons convert to electron pairs. The method
improves the signal-to-background ratio by a factor of about 5 to avoid ⇡0

meson contribution.
The first measurement of thermal photons is reported in Au+Au collisions

at
p

sNN = 200 GeV by the PHENIX experiment [39]. The direct photon
spectra for three centrality bins are shown in Fig. 1.18. The Au+Au results
with three centralities are presented together with the p+p results. The
theoretical prediction from pQCD calculations describes the p+p results well,
while an excess over the prediction is observed in Au+Au collisions. The
direct photo excess yields in Au+Au collisions are implied by the thermal
radiation from the QGP matter. The e↵ective temperature is obtained from
the fit by an exponential function to the yields, and T = 233 MeV/c for the
minimum bias collisions. The STAR experiment also measure direct photons
via the virtual photon in Au+Au collisions at

p
sNN = 200 GeV with the

transverse momentum ranges 1 < pT < 3 GeV/c and 5 < pT < 10 GeV/c
[41].

It is remarkable that the direct photons at
p

sNN = 200 GeV are only
measured in p+p, d+Au and Au+Au, yet to be measured in Cu+Cu col-
lisions. Consequently, it is worth measuring the direct photons in Cu+Cu
collisions to compare the other collision system at the same collision energy
to study the collision system-size dependence.

1.7.3 Centrality dependency of direct photons

Low transverse-momentum direct photons are also measured by the exter-
nal conversion method. The method improves the real photon measurement,
and it uses the conversion electron pairs originated in the interaction be-
tween real photons and detector materials. The direct photon measurement
via the external conversion extends to the lower side of the transverse mo-
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the �/�0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ' 7% (' 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio d�NLO

� (pT )/d�incl
� (pT ), where

d�NLO
� (pT ) is the direct photon cross section from the

NLO pQCD calculation and d�incl
� (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAd�NLO

� (pT )/dN incl
� (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
� (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r ⇥ dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e� pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e� pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using d� = �inel

pp dN .
In this analysis we have converted the yield of excess

e+e� pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee
dmee

= 2�
3�

1
mee

dn� . Thus the

yield of the excess e+e� pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2�

3� log 300
100 = 1.7⇥10�3.

The pQCD calculation is consistent with the p+p data
within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for �0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)�n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Figure 1.18: Direct photon spectra measured by the internal conversion
method and the real photons in Au+Au collisions at

p
sNN =200 GeV re-

ported by the PHENIX experiment [39]

mentum range. It is also successful that the method measures with a wide
range of centrality compared to the virtual photon method. Therefore, the
detailed production mechanisms of direct photons can be provided by the
measurements.

The external conversion method is performed in Au+Au collisions atp
sNN = 200 GeV, and the results of the thermal photon spectra are shown in

Fig. 1.19. The thermal photon spectra are calculated from the direct photon
spectra by subtracting the scaled p+p results. The slopes of the spectra
indicate the estimated e↵ective temperature of the created matter. The
e↵ective temperatures are calculated from the fit by an exponential function
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FIG. 8. (Color Online) Direct photon pT spectra in cen-
trality bins 0%–20%, 20%–40%, 40%–60% and 60%–92%.
Widths of filled boxes indicate bin widths in this analysis.
The green bands show a Ncoll-scaled modified power-law fit to
the PHENIX p+p data and its extrapolation below 1 GeV/c,
cf. Fig. 7. One-sided errors denote 1� upper limits, other
uncertainties are as in Fig. 7.

ton spectrum calculated using the fully corrected mea-
sured inclusive photon spectrum [27] via the relation
�direct = (1 � 1/R�) �incl, which has much larger system-
atic uncertainties because the conversion probability, the
e+e� pair e�ciency and acceptance do not cancel.

Figure 7 shows the direct photon pT spectra for min-
imum bias and our previously published Au+Au data
from Ref. [2] and [37]. Also shown are the p+p photon
data from PHENIX. The lowest pT points (open circles)
come from a virtual photon measurement [2], while the
open squares and open triangles are from the analysis
of the 2003 [35] and 2006 [36] data sets, respectively.
The dashed curve is the joint fit to the p+p data with

a functional form a
⇣
1 + pT

2

b

⌘c
. This shape was used in

Ref. [2]. Including new data in the fit [36], we find pa-
rameters a = (8.3 ± 7.5) ⇥ 10�3, b = 2.26 ± 0.78 and
c = �3.45± 0.08. Note that the systematic uncertainties
are highly correlated. Also, the lowest actual data point
in the fit is at pT =1 GeV/c.

The solid curve in Fig. 7 is the p+p fit scaled by the
corresponding average number of binary collisions, Npart,

for minimum-bias collisions, as calculated from a Glauber
Monte Carlo simulation [38]. Below pT = 3GeV/c,
an enhancement above the expected prompt production
(p+p) is observed. The enhancement has a significantly
smaller inverse slope than the Ncoll scaled p+p contribu-
tion.

Figure 8 shows that we observe similar behavior when
investigating the centrality dependence in more detail.
The solid curves are again the p+p fit scaled by the re-
spective number of binary collisions, and they deviate
significantly from the measured yields below 3 GeV/c.
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FIG. 9. (Color online) Direct photon pT spectra after sub-
traction of the Ncoll scaled p+p contribution in centrality bins
0%–20%, 20%–40%, 40%–60% and 60%–92%. Uncertainties
are plotted as in Fig. 8. Dashed lines are fits to an exponential
function in the range 0.6 GeV/c < pT < 2.0 GeV/c.

Finally the direct photon contribution from prompt
processes (as estimated by the Ncoll scaled p+p direct
photon yield, shown by the curve in Fig. 8) is subtracted
to isolate the radiation unique to heavy ion collisions.
The results are depicted in Fig. 9. While the origin of
this additional radiation cannot be directly established
(it could be for instance thermal and/or initial state ra-
diation, or the dominant source could even be pT depen-
dent), it is customary to fit this region with an exponen-
tial and characterize the shape with the inverse slope.
Accordingly, shown on each panel is a fit to an expo-
nential function in the range 0.6 < pT < 2 GeV/c. The
inverse slopes are approximately 240 MeV/c independent

Figure 1.19: Thermal photon spectra by the external conversion method in
Au+Au collisions at

p
sNN = 200 GeV, together with the exponential fit

results. [42]

with the fit range 0.6 < pT < 2.0 GeV/c, and they are approximately 240
MeV/c independents of centrality. Figure 1.20 shows the integrated thermal
photon yields as a function of the number of participants Npart for di↵erent
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limits of lower transverse momentum integration. The Npart dependence of
the integrated yields have the same power in the power-law function AN↵

part,
and the average power results ↵ = 1.38 ± 0.03(stat) ± 0.07(syst).

10

TABLE II. The number of nucleon participants Npart,
number of binary nucleon-nucleon collisions Ncoll, and
constituent-quark participants Nqp vs centrality bin. Also
shown are the values of local inverse slopes in the pT range
0.6 to 2 GeV/c of the direct photon spectra, after subtracting
the Ncoll scaled p+p results.

Centrality Ncoll Npart Nqp Teff (MeV/c)

0%–20% 770.6 ± 79.9 277.5 ± 6.5 735.2 ± 14.6 239 ± 25 ± 7

20%–40% 282.4 ± 28.4 135.6 ± 7.0 333.2 ± 10.7 260 ± 33 ± 8

40%–60% 82.6 ± 9.3 56.0 ± 5.3 126.6 ± 6.1 225 ± 28 ± 6

60%–92% 12.1 ± 3.1 12.5 ± 2.6 25.8 ± 4.0 238 ± 50 ± 6

0%–92% 251.1 ± 26.7 106.3 ± 5.0 268.8 ± 8.2 242 ± 28 ± 7

of centrality, see Table II. In contrast, the yield clearly
increases with centrality. We have quantified this by in-
tegrating the photon yield above a threshold pmin

T . We
varied the threshold from 0.4 to 1.4 GeV/c to show that
the centrality dependence does not result from a change
of shape at low pT (see Fig. 10).

101 102

Npart

10�3

10�2

10�1

100

101

dN dy

pT > 0.4GeV/c
pT > 0.6GeV/c
pT > 0.8GeV/c
pT > 1.0GeV/c
pT > 1.2GeV/c
pT > 1.4GeV/c

FIG. 10. (Color online) Integrated thermal photon yields as
a function of Npart for di�erent lower pT integration limits.
The dashed lines are independent fits to a power-law.

TABLE III. Fitted parameters from fitting power-law fits
dN
dy = AN�

part for integrated yields with di�erent lower pee
T

limits.

pmin
T

(GeV/c) � A

0.4 1.36 ± 0.08 ± 0.08 (7.85 ± 2.96 ± 4.52) � 10�3

0.6 1.41 ± 0.14 ± 0.12 (2.20 ± 1.54 ± 1.64) � 10�3

0.8 1.42 ± 0.07 ± 0.11 (1.07 ± 0.39 ± 0.75) � 10�3

1.0 1.35 ± 0.06 ± 0.07 (7.70 ± 2.32 ± 4.37) � 10�4

1.2 1.36 ± 0.09 ± 0.07 (3.90 ± 1.79 ± 2.81) � 10�4

1.4 1.40 ± 0.06 ± 0.10 (1.63 ± 0.47 ± 1.11) � 10�4

The yield increases with a power-law function N�
part;

this is illustrated by the linear rise of the yield with Npart

in the logarithmic representation shown on Fig. 10 to-
gether with fits to AN�

part. The fit parameters are shown
in Table III. The same power is observed independent
of the pT cuto�, consistent with the spectra having the
same shape independent of centrality. A simultaneous
fit to the data in Fig. 10 results in an average value of
� = 1.38 ± 0.03(stat) ± 0.07(syst).

We have also considered the recently suggested scaling
with the number of quark participants Nqp, which works
well for charged particle production [39]. Here Nqp is
calculated with a Glauber Monte Carlo simulation simi-
lar to Npart by picking random locations for constituent
quarks within the nucleus. While our data is better de-
scribed by scaling with a power-law in Npart, it is also
consistent with a power-law function N�

qp, where Nqp is
the number of quark participants. In this case we find
an exponent of � = 1.27 ± 0.03(stat) ± 0.07(syst).

In most theoretical models thermal photon emission
involves binary collisions of constituents, partons or
hadrons, in hot and dense matter. Thus the emission
rate from a unit volume should be proportional to the
square of the number of constituents, while bulk par-
ticle production should scale with the number of con-
stituents [23, 40]. Because particle production is approx-
imately proportional to Npart one might expect thermal
photon emission to scale as N2

part times a correction for
the increasing reaction volume with centrality. The in-
creasing volume will reduce the centrality dependence, so
that one expects 1 < � < 2 for thermal photon emission,
just as observed.

Recent theoretical studies of the centrality dependence
confirm our finding that the yield of thermal photon emis-
sion increases approximately with a power law function
of Npart. In the PHSD transport approach the power
� is approximately 1.5 [41], with no evident change in
the shape of the spectra with centrality, very similar to
our data. A hydrodynamic model [42] shows a power
law increase of the yield with a power � in the range
from 1.67 to 1.9, increasing monotonically as the lower
integration threshold increases from 0.4 to 1.4 GeV/c.
Photon production in a glasma phase [22] was predicted
to scale with N�

part with 1.47 < � < 2.2. Other new pro-
duction mechanisms, proposed to address the large v2,
have distinctly di�erent centrality dependence. The yield
from enhanced thermal photon emission in the strong
magnetic field is expected to decrease with centrality, as
the strength of the field weakens with decreasing impact
parameter [19]. The thermal photon yield should thus
increase more slowly than expected from standard pro-
cesses, but a quantitative estimate is not yet available.

V. SUMMARY AND CONCLUSIONS

We have isolated the low momentum direct photon
yield emitted in Au+Au collisions. The shape of the pT

spectra does not depend strongly on centrality, with an

Figure 1.20: Integrated thermal photon yields for di↵erent lower transverse-
momentum limit in Au+Au collisions at

p
sNN = 200 GeV [42]

1.7.4 Collisions energy dependence of direct photons

Direct photons have also been measured in lower collision energies in the
RHIC collider and higher collision energies in the LHC. RHIC provides the
exploration of the QCD phase diagram with Beam Energy Scan (BES) in
2010 and 2011 as BES phase-1 [43]. The PHENIX experiment collected
the Au+Au collision data at

p
sNN = 39 and 62.4 GeV and reported direct

photon production [44]. Besides, the LHC collider can provide higher collision
energies than RHIC because it has a larger circumference, about 30 km. The
ALICE experiment at the LHC reported the direct photon measurement in
Pb+Pb collisions at

p
sNN = 2.76 TeV [45].
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Fig. 6: (Color online) Comparison of model calculations from Refs. [59–62] with the direct photon spectra in
Pb–Pb collisions at psNN = 2.76 TeV for the 0–20% (scaled by a factor 100), the 20–40% (scaled by a factor
10) and 40–80% centrality classes. All models include a contribution from pQCD photons. For the 0–20% and
20–40% classes the fit with an exponential function is shown in addition.

QCD. All models include the contribution from pQCD photons, however, different parameterizations are
used. The model of van Hees et al. [60] is based on ideal hydrodynamics with initial flow (prior to ther-
malization) [65]. The photon production rates in the hadronic phase are based on a massive Yang-Mills
description of gas of π , K, ρ , K�, and a1 mesons, along with additional production channels (including
anti-/baryons) evaluated with the in-medium ρ spectral function [19]. Bremsstrahlung from π–π and K–
K̄ is also included [66], in the calculation shown here together with π–ρ–ω channels recently described
in Ref. [67]. The space-time evolution starts at τ0 = 0.2 fm/c with temperatures T0 = 682, 641, 461 MeV
for the 0–20%, 20–40%, and 40–80% classes, respectively, at the center of the fireball. The calculation
by Chatterjee et al. [61, 68] is based on an event-by-event (2+1D) longitudinally boost invariant ideal
hydrodynamic model with fluctuating initial conditions. An earlier prediction with smooth initial con-
ditions was presented in Ref. [69]. Hadron gas rates are taken from the massive Yang-Mills approach
of Ref. [19]. Bremsstrahlung from hadron scattering is not included. The hydrodynamic evolution in
the model of Chatterjee et al. starts at τ0 = 0.14 fm/c with an average temperature at the center of the
fireball of T0 ⇡ 740 MeV for the 0–20% class and T0 ⇡ 680 MeV for the 20–40% class. The calculation
by Paquet et al. [59] uses event-by-event (2+1D) longitudinally boost invariant viscous hydrodynamics
[70] with IP-Glasma initial conditions [71]. Viscous corrections were applied to the photon production
rates [59, 72, 73]. The same hadron gas rates as described above for the calculation by van Hees et al.
are used. The hydrodynamic evolution starts at τ0 = 0.4 fm/c with an initial temperature (averaged over

13

Figure 1.21: Direct photon spectra in Pb+Pb collisions at
p

sNN = 2.76TeV
measured by the ALICE experiment [45]. The spectra for three centrality
classes, together with several theoretical models, are shown in the figure.

Figure 1.21 shows the direct photon spectra in Pb+Pb collisions at
p

sNN =
2.76 TeV. The spectra are measured in three centrality bins, and they are
compared to several theoretical models from pQCD calculations with di↵er-
ent parameterizations. The inverse slope of the exponential function gives
the e↵ective temperature, and the results are T = 297 MeV for 0–20% and
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410 MeV for 20–40% centrality. The e↵ective temperature measured in the
LHC reaches higher than the RHIC collision energy of

p
sNN = 200 GeV.

selections. Above 3–4 GeV=c, the normalized yield is the
same as for pþ p collisions and can be reproduced by
perturbative quantum chromodynamics (pQCD) calcula-
tions with a renormalization and factorization scale of μ ¼
0.5pT [51,54]. Here, the pQCD calculation was normalized
to the experimental dNch=dη for

ffiffiffi
s

p
¼ 200 GeV from [55].

Also shown in Fig. 1(b) is an empirical fit to the pþ p data
[56] of the form að1þ p2

T=bÞc [40]. Below 2–3 GeV=c, the
normalized yield in Auþ Au collisions is significantly
enhanced compared to that in pþ p collisions, but follows
the same scaling behavior with ðdNch=dηÞ1.25 independent
of centrality.
Panels (a) and (c) of Fig. 1 show that for pT below

2–3 GeV=c the same scaling withðdNch=dηÞ1.25 occurs for
different

ffiffiffiffiffiffiffiffi
sNN

p
and collisions systems. Below 2 GeV=c the

spectra have very similar shapes. We note that the apparent
difference of the inverse slopes reported by PHENIX [8]
and ALICE [11] is largely due to the different fit ranges
used [57].
At higher pT, the expected difference with

ffiffiffiffiffiffiffiffi
sNN

p
is

observed. As for
ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV, at high pT ,the
2760 GeV data are well reproduced by the pQCD calcu-
lation, though only above 5–6 GeV=c rather than
3–4 GeV=c. Note that the extrapolated pQCD calculations
for pþ p at different

ffiffiffi
s

p
seem to converge to the

same normalized yield at low pT, but at a tenth of the
Aþ A yield.
We quantify direct photon emission by integrating the in-

variant yield above pT ¼ 1.0 GeV=c and pT ¼ 5.0 GeV=c.
The integrals with the lower threshold will be dominated by
excess low pT photons unique to Aþ A collisions, while the
integrals with the higher threshold are more sensitive to
photons from initial hard scattering processes. The results are
shown in Figs. 3 and 4 as a function ofdNch=dη. Also plotted
are power-law functions AðdNch=dηÞα with fixed α ¼ 1.25
and a normalization fitted to the data.
For Aþ A collisions, the integrated yields for the

1.0 GeV=c threshold, shown in Fig. 3, scale as ð7.140%
0.265Þ × 10−4 ×ðdNch=dηÞ1.250. We find the same
scaling if α is not constrained: ð8.300% 1.680Þ × 10−4×
ðdNch=dηÞ1.225%0.034. The Aþ A points are compared to the
integrated yield for

ffiffiffi
s

p
¼ 200 GeVpþ p obtained from the

fit to the data, which is scaled withNcoll to the corresponding
dNch=dη for each

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeVAþ A point. Thewidth
of the band is given by the combined uncertainties on the fit
function and Ncoll. It is parallel to the Aþ A trend but lower
by about an order of magnitude. Also shown are the scaled
integrated yields from pQCD calculations for

ffiffiffi
s

p
¼ 62.4,

200, and 2760 GeV, consistent with the band independent of
beam energy.
For the pT threshold of 5 GeV=c the integrated yields

from Auþ Au and pþ p at 200 GeV follow the same
ðdNch=dηÞ1.25 trend, and are described by the pQCD
calculation. The 2760 GeV data are also consistent with
ðdNch=dηÞ1.25 but show a significantly higher yield than at

200 GeV data at the same dNch=dη. The Ncoll scaled pQCD
calculation is about 30% below the data, which may not be
significant considering the 25% systematic uncertainty on
the calculation.
While the functional form AðdNch=dηÞα describes the

integrated direct photon yields well, it is not unique. For
instance, the data can be equally well fitted by
AðdNch=dηÞ þ BðdNch=dηÞ4=3 [58]. For the data in
Fig. 3, this fit results in parameters A ¼ ð8.68% 3.06Þ ×
10−4 and B ¼ ð3.09% 0.45Þ × 10−4. The important point is
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FIG. 3. Integrated direct photon yield (pT > 1.0 GeV=c) vs
dNch=dη, for data sets shown in Fig. 1. The dashed line is a power
law fit with a fixed slope of α ¼ 1.25. The two upper limits
correspond to the data in 20%–40% and 40%–80% Pbþ Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2760 GeV. The integrated yields of the fit
to pþ p data and of the pQCD calculations are shown as well,
both scaled by Ncoll [21,51].
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Figure 1.22: Integrated direct photon yields (pT > 5 GeV/c) in several col-
lision system together with pQCD calculations [44]

The integrated yields of direct photons are measured in several collision
systems [44]. The integrated yield is calculated by the integral of the direct
photon spectrum. Figure 1.22 shows the integrated yield as a function of
dNch/d⌘ in p+p, Au+Au, and Pb+Pb collisions. The yield dN�/dy has a
scaling described as proportional to (dNch/d⌘)↵ with ↵ ⇡ 1.25. The inte-
grated yields for several collision systems are compared to the expectation
from pQCD calculations. The same scaling can describe the integrated yields
for given collision energy, but an additional multiplicative factor is needed
to explain the collision energy dependence.
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1.7.5 Direct-photon collective flow

The elliptic flow of charged hadrons was first observed in Au+Au collisions
at

p
sNN =130 GeV at the STAR experiment [14]. The elliptic flow is an

asymmetry of the azimuthal distribution with respect to the reaction plane.
The azimuthal anisotropy is supposed to be zero in the simple nucleus-nucleus
collisions. However, the strong azimuthal anisotropy has been measured by
experiments [15, 46, 47, 48]. Therefore, strong anisotropy is meant to be
produced by particle interaction and space-time evolution. In the non-central
collisions, the participant’s shape is elliptical, and thus the shape leads to
a pressure gradient. The particles inside the created matter move following
the pressure gradient, and the matter expand over time. Relativistic viscous
hydrodynamic calculations can describe the elliptic flow well [49, 50, 51].
The hydrodynamical calculations can describe the experimental results well.
Comparing the experimental and theoretical results that the created medium
behaves like a nearly perfect liquid [52]. The theoretical calculations suggest
that the medium has early local thermalization [53]. 13
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transport model [13] is able to describe the anisotropies
as well as the full-scale viscous hydrodynamics [14].

While the data are getting more di�erential and more
accurate, and model calculations improve, the “direct
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FIG. 8. Comparison of the direct photon yields and v2, v3

with a hydrodynamical model [46, 47] calculated under three
di�erent assumptions including the “semi-QGP” scenario [14].

photon puzzle” remains unresolved. High quality data
of yields and v2 and v3 for di�erent collision systems, in-
cluding very asymmetric ones, and energies would help to
further improve our understanding of direct photon pro-
duction because robust models must be able to describe

Figure 1.23: Direct photon elliptic flow v2 and triangular flow v3 in Au+Au
collisions at

p
sNN = 200 GeV measured by the PHENIX experiment [54]

The PHENIX experiment reports the large azimuthal anisotropy for di-
rect photons in Au+Au collisions at

p
sNN = 200 GeV [54, 55]. The mag-
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nitude of the elliptic flow for direct photons is comparable to one observed
for hadrons [56]. Figure 1.23 represents the results for the second and third-
order Fourier components for several centralities in Au+Au collisions. Both
measured Fourier components of direct photons are found to be of a large
magnitude. The second-order Fourier coe�cient has a centrality dependence,
while the third-order Fourier coe�cient has no centrality dependence. The
ALICE experiment also reports the elliptic flow of inclusive and direct photon
in Pb+Pb collisions at

p
sNN = 2760 GeV [57]. The experiment measures the

direct photon flow via the external conversion method, and the magnitude of
the direct photon elliptic flow shows a similar to the PHENIX measurement.

1.7.6 Direct photon puzzle

Low transverse-momentum direct photons are expected to contain the ther-
mal photons as a dominant contribution. The spectrum and yield of the
direct photons are sensitive to the temperature. The slope of the spectrum
is proportional to Te↵ , and the yield is proportional to T 3. The azimuthal
anisotropy has a sensitivity to the space-time evolution with collective mo-
tion. Therefore, direct photon measurements help us to understand the char-
acteristics of the created matter and its evolution.

Figure 1.24 shows the results on the direct photon measurement of the
yield and azimuthal anisotropy in Au+Au collisions at

p
sNN = 200 GeV

[54]. The direct photon spectrum measures the large yield of direct photons
in the low transverse-momentum region. The result suggests that low mo-
mentum direct photons are emitted from the early stage, where the system
temperature is high. The direst photon azimuthal anisotropy measures a
large magnitude of v2 comparable to hadron v2. The v2 result implies that
low momentum direct photons are produced in the late stage, where the
system collectivity is su�ciently built up.

Both experimental results are compared to several theoretical models si-
multaneously. The comparison shows a large deviation between the data and
models in either the yield or anisotropies. Low momentum direct photons
are thought to be dominantly contributed from thermal photons radiated by
Quark-Gluon Plasma. However, theoretical models struggle to explain the
direct photon production at the same time. This problem is called the direct
photon puzzle.
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transport model [13] is able to describe the anisotropies
as well as the full-scale viscous hydrodynamics [14].

While the data are getting more di�erential and more
accurate, and model calculations improve, the “direct
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photon puzzle” remains unresolved. High quality data
of yields and v2 and v3 for di�erent collision systems, in-
cluding very asymmetric ones, and energies would help to
further improve our understanding of direct photon pro-
duction because robust models must be able to describe

Figure 1.24: Direct photon spectrum and azimuthal anisotropies of the sec-
ond and third Fourier components in Au+Au collisions at

p
sNN = 200 GeV,

together with several theoretical models. [54]

1.8 The thesis motivation

The thesis motivation is to study the production of low transverse-momentum
direct-photons in ultra-relativistic heavy-ion collisions. Direct photons do not
participate in the strong interaction; therefore, they are an excellent probe to
study the properties and dynamics of the created matter. Direct photons are
emitted in the entire stages of the collisions, and they carry pure information
of the stage in which they were produced.

Direct photon production has been measured in various collision systems
and energies in RHIC and the LHC experiments. The yields and anisotropy
are measured, and the experimental results are compared to the theoretical
models. However, any theoretical approaches do not exist to simultaneously
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explain the observed data for both yields and anisotropies. The large thermal
photon yield is expected to be produced at the early stage, whereas the large
azimuthal anisotropy is supposed that the photons are originated in the later
stage. The contradiction of the thermal photon production is known as “the
direct photon puzzle”.

The thesis presents the measurement of low transverse-momentum direct-
photons in Cu+Cu collisions at

p
sNN = 200 GeV. Direct photons are mea-

sured by the virtual photon method. The data was taken by the PHENIX
experiment at the RHIC collider in Brookhaven National Laboratory. The
PHENIX detector has an excellent ability to measure electrons and positrons
with a wide range of transverse momentum.

Direct photon measurement in Cu+Cu collisions provides additional in-
formation on the collision system-size dependence of low transverse-momentum
direct photon production. This thesis focuses on three centrality classes; min-
imum bias, 0–40% as central collisions, and 40–94% as peripheral collisions.
These collisions are compatible with the Au+Au peripheral collisions.

We extract the virtual photon contribution as an excess over the known
hadron decay contributions in the invariant mass distribution. The extracted
contribution, the direct photon fraction, is converted into the direct photon
spectra. The measured spectra for three centrality classes are compared to
the Au+Au results, and the e↵ective temperature is calculated from the
inverse slope of the spectra. The direct photon rapidity density is also in-
vestigated as a function of the number of participants, Npart. The Cu+Cu
results provide the system-size dependence of the production, and we discuss
the collision system dependence of the direct photon production.

The structure of this thesis is as follows. Chapter 2 describes the introduc-
tion of the experimental setup. Chapter 3 expresses the analysis method for
direct photon measurement via virtual photons, including subtracting a large
amount of background and signal extraction. The next chapter, Chapter 4,
shows the measurement results, including the discussion about the direct
photon spectra and rapidity density compared to results in other collision
systems. Finally, Chapter 5 gives the conclusion of the thesis.



Chapter 2

Experimental setup

We measured nucleus-nucleus collisions by the Pioneering High Energy Nu-
clear Interactions eXperiment (PHENIX) at the Relativistic Heavy Ion Col-
lider (RHIC) at Brookhaven National Laboratory (BNL). In this chapter, we
introduce an overview of the RHIC complex and the PHENIX detector.

2.1 Relativistic Heavy Ion Collider

The Relativistic Heavy Ion Collider (RHIC) locates at Brookhaven National
Laboratory (BNL) in Long Island, New York, the United States. The purpose
of the collider experiment is to discover a new high-temperature and high-
density matter and research the characteristics of the QGP state in ultra-
relativistic nucleus-nucleus collisions.

RHIC can accelerate and collide various nuclei from light ions, protons to
heavy ions, uranium. The maximum energy at RHIC is up to 100 GeV per
nucleon for copper and gold, and that of a proton is 250 GeV. The collision
energy of RHIC is one order of magnitude higher than that of the Alternating
Gradient Synchrotron (AGS) at BNL and the Super Proton Synchrotron
(SPS) at CERN.

Figure 2.1 shows the RHIC complex arrangement, including four exper-
iments and pre-accelerators. The RHIC collider comprises two individual
superconducting rings of 3.8 km in circumference, one for the clockwise ring,
the Blue ring, the other for counter-clockwise, the Yellow ring. These two
rings intersect at six points, and the four experimental facilities, PHENIX,
STAR, BRAHMS, and PHOBOS, are initially located at each one of the in-
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Magnets with radial magnetic field geometry,
Muon Trackers, several layers of steel slabs as
Muon Filters, and Muon-Identifying Detectors.
The combination of these detectors will facilitate
good tracking and the identification of leptons,
hadrons, and photons. A Multiplicity/Vertex
Detector that surrounds the beam pipe, Beam–
Beam Counters, and Zero-degree Calorimeters
(ZDCs), identifies the collisions and their location
along the beam direction. This concept will let
PHENIX detect the phase transition in a number
of observable signatures simultaneously. Only the
Central Spectrometer was available for the 2000
physics runs.

The PHOBOS detector consists of a two-arm
magnetic spectrometer (one arm for 2000 physics
runs) as its central detector and a series of ring
multiplicity detectors, which surround the beam
pipe at various distances from the collision point

and provide a close to 4p solid angle coverage. The
exclusive use of high-resolution and high-speed
silicon micro-strip devices for the detection ele-
ment will make the spectrometer Table Top size
and also provide it with a very high data rate
capability for detection of charged hadrons and
leptons in selected solid angles. The Time-of-Flight
screens improve the particle identification cap-
ability of the detector.

The BRAHMS detector consists of a two-arm
magnetic spectrometer, one in the forward direc-
tion for measurement of high momentum particles
but with a small solid angle and the other on the
side of the collision point for the mid-rapidity
region. Both arms are movable to variable
settings to cover wide ranges of kinematical
regions. The technology used in this detector is
more or less conventional in a sense that the design
is quite similar to a spectrometer often used in a

Fig. 4. Arrangement of detectors along the RHIC ring.

M. Harrison et al. / Nuclear Instruments and Methods in Physics Research A 499 (2003) 235–244240

Figure 2.1: Relativistic Heavy Ion Collider (RHIC) complex arrangement,
including the LINAC and the Tandem Van de Graa↵ as a pre-accelerator,
and the Alternating Gradient Synchrotron (AGS). [58]

tersection points. Clock positions enumerate the points; the PHENIX facility
locates at 8 o’clock and the STAR facility at 6 o’clock.

The LINAC and the Tandem Van de Graa↵ are the source of the ions
and pre-accelerator for protons and heavy ions such as copper and gold,
respectively. The injected atoms are partially stripped of electrons, and the
accelerated ions send to the Booster Synchrotron. The ion beam is stripped
again and reaches 37 % of the speed of light. After the booster, the ion beams
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are injected into Alternating Gradient Synchrotron. The AGS accelerates the
beams up to 28 GeV for proton and 10.8 GeV per nucleon for heavy ions.
After that, the ion beams are delivered to RHIC through the AGS-to-RHIC
Beam Transfer Line with stripping of electrons at the AGS exit. Finally, the
beams are accelerated and stored in RHIC.

2.2 The PHENIX detector

The Pioneering High Energy Nuclear Interactions eXperiment (PHENIX) is
designed to measure several fundamental probes in heavy-ion collisions, es-
pecially electromagnetic probes [59]. The PHENIX detector comprises three
detector systems: the global detectors, the central arm spectrometers, and
the muon arm spectrometers. Figure 2.2 shows the detector configuration on
both the beam and side views in 2005. The PHENIX detector has an excel-
lent particle identification capability in a broad transverse momentum range
to measure photons, leptons, and hadrons simultaneously. The central arms
placed on the east and west sides dedicate themselves to measure photons,
electrons, and hadrons, whereas the muon arms located on both the north and
south sides give muon measurements. Besides, the global detectors measure
the start timing, collision vertex, centrality, and reaction plane. The central
arms are employed in this study to measure low transverse-momentum direct
photons, and it covers pseudo-rapidity, ⌘, with ±0.35 and azimuth with 90
degrees. In the following sections, we describe the details of the PHENIX
detectors focusing on related to the thesis.

2.3 Global detectors

The global detectors characterize the collision events by measuring the colli-
sion vertex, particle multiplicity related to the centrality, and reaction plane.
Once the collision occurs, the global detectors determine the start timing
for time-of-flight measurement and give the start signal to spectrometers.
The PHENIX experiment has two global detectors, the Beam-Beam Coun-
ters inside the central arm and the Zero-Degree-Counter located far from the
detector center.
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Figure 2.2: The configuration of the PHENIX detector in 2005. The drawing
shows the beam view (Top) and side view (Bottom) of the detector. [60]
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2.3.1 Beam-Beam Counters

The Beam-Beam Counters (BBCs) are a pair of Cherenkov detectors located
on the north and south sides around the beam pipe at a distance of ± 144.35
cm from the nominal interaction point [61, 62]. Each of the BBC comprises 64
elements of a mesh-dynode type photomultiplier tube (PMT) with a quartz
Cherenkov radiator. The BBC detector covers the range of 3.1< |⌘| <3.9 in
pseudo-rapidity and full azimuthal angle (�� = 2⇡).

(a) (b)

Figure 2.2: Components of the BBC. (a) shows a photomultiplier tube (PMT)
with a diameter of 25.4 mm and a 30 mm thick Quartz window mounted in front of
it. (b) shows 64 PMTs assembled to one unit.

Their task is to measure the energy of spectator neutrons, which did not par-
ticipate in the collision and therefore carry still a large fraction of the beam
momentum. While charged particles like spectator protons are deflected by
the “DX” dipole magnet in front, neutrons hit the ZDC and create a hadronic
shower. Neutral particles created within the heavy ion collision moving in
forward direction have typically a much smaller energy. The ZDC consist of
Cherenkov sampling hadronic calorimeter made of a tungsten alloy with a con-
ical coverage of 21 mrad around the beam direction. The energy resolution of
the ZDC is �E/E = 85%/

p
E � 9.1%.

The total energy deposited by spectator neutrons can be used in anti-
correlation with the total charge deposited in the BBC to determine the cen-
trality of the collision as shown in Fig. 2.4. The centrality is a measure for
how much the two colliding ions overlap. In addition to the centrality deter-
mination the ZDC also serves as part of the minimum bias trigger in heavy
ion collisions and provides timing information, but with a resolution of ⇡ 200
ps it is less accurate than the BBC.

42

Figure 2.3: The BBC detector. (a) shows a BBC element, a photomultiplier.
(b) shows a BBC array. [63]

BBC has four essential roles: to trigger the PHENIX Minimum-Bias
events, to determine collision vertex, centrality, and reaction plane. Be-
sides, BBC measures the collision timing for the time-of-flight measurement
together with the Time-of-Flight detector.

The BBCs determine the collision vertex and timing by the di↵erence and
average of hit time between the north and south side counters. The vertex
zvtx and the start timing t0 are calculated by the following equations;

zvtx =
TSouth � TNorth

2
⇥ c (2.1)

t0 =
TSouth + TNorth � (2 ⇥ L/c)

2
(2.2)

where L is the known distance from the center of the PHENIX detector to
the BBC detector position, 144.35 cm, and c is the speed of light.
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The collision centrality is measured by the BBC multiplicity along with
the ZDC deposit energy, and the reaction plane is determined by the az-
imuthal distribution of the measured particles in the BBC described in detail
in Sections 3.2.3 and 3.2.4, respectively.

2.3.2 Zero-Degree Counters

The Zero-Degree Counters (ZDCs) are a pair of hadron calorimeters located
at a distance of 18 m downstream of the PHENIX north and south sides
[64]. The ZDCs measure the energy of spectator neutrons, which does not
participate in the collision interactions. Besides, the detectors are standard
equipment in all experiments in the RHIC collider. Figure 2.4 shows the cut-
away view related to the ZDC detectors. The Dipole Magnets are installed
between the interaction point and the ZDC. Therefore, the charged particles
in the spectators are deflected by the magnet, and the neutral particles,
neutrons, only hit the ZDC and deposit the energies. The ZDC detectors
provide the centrality determination.

2.4 The central arm detectors

The PHENIX Central Arms locates on the west and east sides. Each arm
covers the pseudo-rapidity and azimuthal angle ranges of |⌘| < 0.35 and
|�| < ⇡/2, respectively. Several detectors are installed in the central arms to
measure electrons, photons, and hadrons. The Drift Chambers (DCs) and
Pad Chambers (PCs) determine the charged particle trajectories and mea-
sure their momenta. The electric charge signs of the particles are identified
by the trajectory curvatures. The Ring Imaging Cherenkov counter (RICH)
provides electron identification by energy-momentum matching. Electromag-
netic calorimeters (EMCals) consists of eight separate sectors: two sectors
located in the bottom of the east arm are lead-glass (PbGl), the other six
sectors are lead-scintillator (PbSc). In the following subsections, we describe
the detectors used in this study.

2.4.1 The Central Magnet

The PHENIX Central Magnet is comprised of the Central Magnet and the
Muon Magnets [66]. The Central Magnet provides the magnetic field around
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Fig. 1. Plan view of the collision region and (section A-A) ”beam’s eye” view
of the zdc location indicating deflection of protons and charged fragments ( with
Z/A⇠ 1 downstream of the ”DX” Dipole magnet.

magnetic energy emission into this region is predicted to be negligible so this
measurement is not emphasized in our design. Since the spatial distribution of
neutrons emitted in the fragmentation region carries only limited information
about the collision, the calorimeters are built without transverse segmentation.

The Forward Energy resolution goal was determined by the need to cleanly
resolve the single neutron peak in peripheral nuclear collisions. The natural
energy spread of emitted single neutrons[1] being approximately 10% a reso-
lution of�E

E  20% at En= 100 GeVappeared reasonable.

The limited available space between the RHIC beams at the ZDC location
imposes the most stringent constraint on the calorimeter design. As can be
seen from Figure 1, the total width of the calorimeters is only cannot exceed
10 cm (equal to 1 nuclear interaction length (�I) in tungsten). We designed
the ZDC’s to minimize the loss in energy resolution due to shower leakage,
which can cause fluctuation in measured shower energy through dependence
on position of impact and random fluctuations in shower development.

Finally, the ZDC’s are required to withstand a dose of ⇠ 105 rad., which is
the expected exposure during several years of RHIC operation[3].

2

Figure 2.4: The cut-away view of the zero degree calorimeters. [64]

the collision vertex point, while the Muon Magnets provide the magnetic
field for the forward and backward region of the PHENIX detector. The
Central Magnet is used for charged particle measurement by the central arm
detectors. The Central Magnet consists of two pairs of concentric Helmholtz
coils; the inner and outer pair. The inner coils provide a magnetic field around
the interaction point parallel to the beam direction with axial symmetry. In
this thesis, electrons and positrons are measured by the central arm detectors,
and they follow a curved path in the magnetic field. The Muon Magnets are
utilized for muon measurement by the muon spectrometers.

Figure 2.5 shows a cut-away view for the PHENIX Central and Muon
Magnets and their magnetic field lines in (++) configuration. The Helmholz
coil can be operated with the same (++) or opposite (+�) polarity. The
data we use in this study is collected with the same polarity configuration.

The coverage of the magnetic field is 70� < ✓ < 110� and |⌘| < 0.35.
The provided magnetic field allows charged particle tracking and momentum
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Figure 2.6: PHENIX central magnet field lines.

determine pT of each particle and ultimately, the invariant mass of particle
pairs. The DC also participates in the pattern recognition at high particle
track densities by providing position information that is used to link tracks
through the various PHENIX detector sub-systems.

The Time Expansion Chamber

The Time Expansion Chamber (TEC) [76] is composed of a set of 24 large
multi-wire tracking chambers and it resides in the East arm. The TEC mea-
sures all charged particles passing through its active area, providing direction
vectors that are matched to additional track information from the DC’s and
PC’s. It also enhances the momentum resolution at pT � 4 GeV/c by com-
bining with the DC to provide a long lever arm for improved track-angle
resolution.

Figure 2.5: The PHENIX Central Magnet [65]

analysis. The magnitude of the magnetic field at R =0 cm is 0.5T, and it
gradually decreases with approximately the Gaussian profile to zero at R >
250 cm. Then, charged particles pass straight through in the RICH detector
due to the magnetic field’s no e↵ect.

2.4.2 Drift Chamber

The Drift Chambers (DCs) is the primary tracking detector in the PHENIX
experiment for measuring charged particle trajectories [67]. The DCs are
located between 2.02 and 2.48 meters in radius from the beam axis. The
Drift Chamber is a cylindrical shape with the coverage of |z| < 90 cm and
⇡/2 azimuthal angle.
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Figure 2.6: The PHENIX Drift Chamber Frame [89].

in the � ! e+e� decay channel with a resolution better than its natural width
of 4.4 MeV/c2. In conjunction with the necessity to perform in a high particle
multiplicity environment (as many as two hundred tracks in the central Au+Au
collisions) this imposes the following requirements on the DC:

• Single wire resolution better than 150 µm in r � �.

• Single wire two track separation better than 1.5 mm.

• Single wire e�ciency better than 99%.

• Spacial resolution in ẑ-direction better than 2 mm.

Each Drift Chamber consists of 20 identical sectors covering 4.5�. As illus-
trated in Fig. 2.7, each sector contains six di↵erent types of wire modules, X1,
U1, V1, X2, U2, and V2 stacked in radial direction. Every module contains,
alternating in azimuth direction, four anode (sense) and four cathode planes.
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Figure 2.6: The construction of Drift chamber frame [67]

The inside of the DCs has filled a mixture gas of 50% Algon, 50% Ethane,
and a small fraction of alcohol. The mixture gas randomly ionizes when
the charged particles pass through. The ionized electrons from the primary
ionization process are drifted towards an anode wire in an electrical field. The
charged particle trajectories are reconstructed by hits in subsequent anodes.

Figure 2.7 shows a schematic view of a Drift Chamber. Mylar windows



CHAPTER 2. EXPERIMENTAL SETUP 52
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Figure 2.7: Left: Cut-away view of the wire layout within one keystone of the
Drift Chamber. Right: Plan view of the stereo wire orientation [89].
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Figure 2.7: The wire position and the stereo wire orientation in Drift Cham-
ber. Left: the wire position layout within one sector and inside the anode
plane. Right: a schematic diagram of the stereo wire orientation. [67]

and titanium support frames enclose the drift zone of the gas-filled region.
The DC is consists of 20 sectors covering 4.5 degrees in azimuth.

The Drift Chamber with the help of the Pad Chamber measures the
trajectories for charged particles, and it determines transverse momentum
down to 200 MeV/c. The curvature of the track determines the momentum
since the curvature is in inverse proportion to the momentum.

2.4.3 Pad Chamber

The Pad Chambers (PCs) are multi-wire proportional chambers consisting
of three individual layers, PC1, PC2, and PC3 [67]. Each PC has a single
wire plane inside a gas volume bounded by two cathode planes. The PCs are
operated with a mixed gas of 50% argon and 50% ethane. The PC1 is the
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innermost layer between the DC and the RICH in both the East and the West
arms. The PC2 is the middle layer installed behind the RICH only in the
West arm. The PC3 is the outermost layer in front of the Electro-Magnetic
Calorimeter (EMCal) in both arms.

1.5mm
2.7mm

8.4mm

Anode wire

Field wire

8.2mm

Center pixel

Side pixel

Figure 2.9: Left: the pad and pixel geometry. Right: Interleaved pad design. [89].

2.2.4 Ring Imaging Cherenkov Counter

A charged particle travelling in a medium with a velocity �c that is greater
than the speed of light in this medium, cn = c/n for a medium with refractive
index n, emits Cherenkov radiation under angle cos ✓C = 1/(n�).

In each of the two central arms a Ring Imaging Cherenkov Counter (RICH)
is installed between the inner and outer tracking detectors following the first
layer of Pad Chambers [90]. Its main purpose is the separation of electrons
from the large background of charged pions produced in heavy-ion collisions. In
combination with the Electromagnetic Calorimeter it also provides information
for an electron trigger in p + p collisions. Behind the entrance window with
an area of 8.9 m2 a volume of 40 m3 is filled with CO2 as radiator gas, which
has a refractive index of n � 1 = 410⇥ 10�6 [29], corresponding to a threshold
velocity �t = 1/n = 0.99590168 and a �-factor of �t = 1/

p
1 � �2

t = 34.932.
This leads to a Cherenkov threshold of pt = m⇡�t�t = 4.87 GeV/c for charged
pions (m⇡ = 139.570 MeV/c2), while electrons (me = 0.511 MeV/c2) exceed
the Cherenkov threshold already with a momentum of pt = 0.018 GeV/c.
Below the pion threshold the RICH has a hadron rejection of 104 to 1.

A cut-away view of the RICH detector is shown in Fig. 2.10. The Cherenkov
light is focused by two intersecting spherical mirrors with a total area of 20 m2

onto two arrays of 1280 photo-multiplier tubes (PMT) each which are located
on either side of the entrance window. An average number of 10 photons per
� ⇡ 1 particle are emitted under the angle of ✓C ⇡ 9 mrad. They are focused
to a ring on the PMT array with an asymptotic radius of ⇡ 11.8 cm. The
glass in front of the photo tube absorbs light with wave lengths below 200 nm.
The mirror reflectivity is 83% at this wave length and rises to 90% at 250 nm.

In p + p collisions the RICH also serves as Level-1 trigger on rare events
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Figure 2.8: Left: The pad and pixel geometry. Right: Pad design [67]

The system of PCs provides three-dimensional space-points of charged
particles outside the magnetic field. The PC1 also provide z-coordinate at
the exit of the DCs that is essential for determining three-dimensional vec-
tor momentum of charged particles. The PC2 and PC3 are used to reject
many background tracks produced by particle decays and particle-detector
interactions outside the aperture of the DC.

2.4.4 Ring Imaging Cherenkov Counters

A Ring Imaging Cherenkov Counters (RICH) is a gas Cherenkov detector as
a primary device to identify electrons and positrons among a large amount
of charged pions in the PHENIX experiment [68]. The RICH is installed
between the PC1 and PC2 in both the east and west arms.

The principle of Cherenkov detectors is that a charged particle traveling in
a medium with a velocity �c emits the Cherenkov radiation with the angle
cos ✓c = 1/ (n�) because the velocity is greater than the speed of light in
that medium. The threshold of Cherenkov radiation for pions are at about
4.9 GeV/c, while electrons are at about 0.02 GeV/c. Therefore the RICH
provides e/⇡ discrimination below the pion threshold and a hadron rejection
ratio of 104 to 1 below the threshold.
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Figure 2.10: A cut-away view of one arm of the PHENIX RICH detector [90].

with electrons. The trigger is comprised of 64 non overlapping trigger tiles in
each PMT array. Each trigger tile consists of 4(�)⇥5(z) PMTs, an area which
approximately corresponds to the size of a Cherenkov ring of a � ⇡ 1 particle.

2.2.5 Electromagnetic Calorimeter

High-energy electrons and photons lose energy in matter predominantly via
Bremsstrahlung and e+e� pair production, respectively. The amount of energy
they lose is defined by the radiation length X0, which is both (a) the mean
length of traversed matter after which an electron has lost all but 1/e of its
energy and (b) 7/9 of the mean free path for e+e� pair production by a photon.

The Electromagnetic Calorimeter (EMCal) measures the energy and posi-
tion photons and electrons. Furthermore, it serves as trigger on rare events
with high momentum photons. It comprises of eight sectors covering each 22.5�

in azimuth and �⌘ = ±0.35 in pseudo-rapidity. All four sectors of the West
Arm and the two top sectors in the East Arm are shashlik type lead-scintillator
(PbSc) sampling calorimeter. The two bottom sectors are lead-glass (PbGl)
Cherenkov calorimeters, which had been used previously in the CERN exper-
iment WA98 at the SPS.

The PbSc calorimeter contains a total of 15,552 individual towers which
are made of 66 sampling cells with alternating layers of 1.5 mm Pb and 4 mm
scintillator (1.5%PT/0.01%POPOP) [98]. A module as shown in Fig. 2.11
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Figure 2.9: A cutaway view of one arm of the PHENIX RICH detector [68]

The schematic view of the RICH is shown in Fig. 2.9. The RICH is
consists of three parts: a gas vessel, reflective mirrors, and photomultiplier
tubes. The CO2 gas as radiator gas is filled in 40 m3 vessel between the
entrance and exit windows. The 48 composite mirrors forming two inter-
secting spherical surfaces focus the Cherenkov ring onto the photomultiplier
tubes with a total reflecting area of 20 m2. One thousand two hundred eighty
photomultiplier tubes are installed in two arrays located behind the central
magnet; therefore, the particles originated from the collisions do not directly
hit the tubes.

2.4.5 Electro-Magnetic Calorimeter

The Electro-Magnetic Calorimeter (EMCal) measures the spatial position
and energy of electrons and photons [69]. Electrons and photons lose their
energy in matter predominantly via Bremsstrahlung and electron pair pro-
duction, respectively. The radiation length X0 is defined as the length of the
electron’s energy reduced to 1/e.

The PHENIX EMCal is located at the most outside of the central arms
covering the range of 70�  ✓ 110� subtending 90� in azimuth angle for
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Figure 2.11: View of a PbSc module showing the layers of Pb and scintillator, the
wavelength shifting fibers and the phototubes attached to the back.

comprises of four optically isolated towers which are read out individually.
Each tower has measures 5.535 ⇥ 5.535 cm2 across and has a length of 37.5
cm, which corresponds to 18 X0. 36 modules are held by a common support
structure called super module. 18 super modules form a sector. The energy
resolution of the PbSc Calorimeter is

�E

E
=

8.1%p
E

� 2.1%. (2.2)

Each sector of the PbGl calorimeter comprises of 192 super modules (SM)
which contain each 24 modules as shown in Fig. 2.12. Each module measures
4⇥4 cm2 across, is 40 cm long (14.3 X0), and read out with a photomultiplier
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Figure 2.10: Interior view of a Pb-scintillator calorimeter module showing
a stack of scintillator and lead plates, wavelength shifting fiber readout and
leaky fiber inserted in the central hole. [69]

each arm. The PHENIX EMCal is installed in both east and west arms, and
each arm comprises four sectors. In the east arm, the two top sectors are
installed lead-scintillator calorimeter (PbSc), while the two bottom sectors
are a lead-glass calorimeter (PbGl). In the west arm, all four sectors are
lead-scintillator calorimeter.

The lead-scintillator calorimeter (PbSc) is a shashlik type sampling calorime-
ter. The PbSc calorimeter contains 15,552 individual towers, and each tower
is made of 66 sampling cells with 18X0 and about 30 mm of Moliere radius.
A module containing four towers is shown in Fig. 2.10. These four towers
are optically isolated and connected to the wavelength shifting fiber. The
photomultipliers are located on the backside of the tower. The energy and
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position resolutions of the PbSc calorimeters are as follows, respectively.

�E

E
=

8.1%p
E (GeV)

� 2.1% (2.3)

�PbSc
x (E, ✓) =

 
1.55(mm) � 5.7(mm)p

E (GeV)

!
��⇥ sin(✓) (2.4)

where ✓ is an impact angle of particle, and � is given by radiation length.

photodiode with
preamplifier

reflective cover

LED board

lead glass matrix with
carbon fibre/epoxy

steel plates

mirror foil

photomultiplier
with housing

Figure 2.12: View of a PbGl super module.

at its end. The energy resolution of the PbGl Calorimeter is

�E

E
=

5.9%p
E

� 0.76%. (2.3)

With a thickness of 18 X0 in the PbSc and 14.3 X0 in the PbGl, respec-
tively, electrons and photons will deposit their energy within the calorimeter as
electromagnetic shower of subsequent Bremsstrahlung and e+e� pair creation.
In the PbSc the electrons within the electromagnetic shower created in the
Pb-layer produces scintillation light in the scintillator layers. The scintillation
light is guided by wavelength shifting fibers to the phototubes located at the
back of each tower. In the PbGl, which has a refractive index of n = 1.648, the
electromagnetic showers is detected by Cherenkov light radiated by electrons
in the shower. The Cherenkov light is read out at the end of the Calorimeter
by photomultiplier tubes.

In contrast to electrons and photons, the energy loss of hadrons in matter
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Figure 2.11: Exploded view of a lead-glass detector supermodule. [69]

The lead-glass calorimeter (PbGl) is a Cherenkov calorimeter which had
been previously used in the WA98 experiment at the SPS collider at the
CERN. The PbGl calorimeter contains 192 supermodules, and each super-
module consists of 24 modules. Figure 2.11 is shown the PbGl supermodule
made of 6⇥4 modules. The module has 14.4X0 and 36 mm of Moliere ra-
dius and are individually wrapped with aluminized mylar foil to be optically
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isolated. The energy and position resolutions of the PbGl calorimeters are
obtained by the followings, respectively.

�E

E
=

5.9%p
E (GeV)

� 0.8%. (2.5)

�PbGl
x (E) = 0.2(mm) � 8.4(mm)p

E (GeV)
(2.6)

2.5 Data Acquisition System

The overview of the Data Acquisition System (DAQ) in the PHENIX ex-
periment is described in this section [70, 71]. The expected interaction rate
provided by the RHIC collider varies from a few kHz for central Au+Au colli-
sions to a few hundred kHz for p+p collisions. Furthermore, several hundred
particles are passed through the detector in central Au+Au collisions, while
a few particles in p+p collisions. The measured particles include various ob-
servables: hadrons, leptons, and photons. Therefore, the PHENIX DAQ is
designed to handle various event sizes and rate seamlessly.
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Figure 2.12: Schematic diagram of the PHENIX On-Line system.

decision. The LVL1 trigger and lower levels of the readout are clock-driven
by bunch-crossing signals from the RHIC clock. The higher levels of readout
and the LVL2 trigger are data-driven where the results of triggering and data
processing propagate to the next higher level only after processing of a given
event is completed.

The data collection and storage can be described in the Figure 2.3. Sig-
nals from the various PHENIX subsystems (e.g. the DC in the Figure 2.3)
are processed by Front End Electronics (FEE) which are fed into Front End
Modules (FEM) for each subsystems, that convert detector signals into digi-
tal event fragments. This involves analog signal processing with amplification
and shaping to extract the optimum time and/or amplitude information, de-
velopment of trigger input data and bu↵ering to allow time for data process-
ing by the LVL1 trigger and digitization. This is carried out for all detector
elements at every beam crossing synchronously with the RHIC beam clock.
The timing signal is a harmonic of the RHIC beam clock and is distributed
to the FEM’s by the PHENIX Master Timing System (MTS) which are fed

Figure 2.12: Schematic diagram of the PHENIX on-line system [71]
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Figure 2.12 shows a schematic diagram of the PHENIX DAQ. The RHIC
derivers the beam with the 9.4 MHz fundamental clocks corresponding to
106 ns of the time interval between beam crossing. All PHENIX Front-
End Electronics Modules (FEMs) are synchronized to the RHIC clock. The
RICH clocks are received by the Master Timing Module (MTM), and the
master timings are transmitted to the FEMs via the Granual Timing Mod-
ule (GTM). The FEMs are placed in the PHENIX Intersection Region (IR),
and they convert the analog signals from the detectors into digital data. The
Level-1 Trigger (LVL1) selects interesting events and rejects events due to
limited DAQ rates. The LVL1 is triggered based on the logical combina-
tion of the Local Level-1 decisions generated by the trigger detector, such
as the BBC and ZDC detectors. Once the LVL1 decision is generated, the
FEMs transfer the bu↵ered data to the Data Collection Module (DCM) lo-
cated at the PHENIX Counting House. The data packets are sent to the
Sub Event Bu↵ers (SEB). Then they are transferred to the PHENIX Online
Control System (ONCS) for online monitoring and logging and to the High-
Performance Storage System (HPSS) at RHIC Computing Facility (RCF) for
physics analysis.



Chapter 3

Analysis

This chapter describes the analysis for low transverse-momentum direct-
photon measurement in Cu+Cu collisions at

p
sNN = 200 GeV with the

PHENIX experiment. We explain the analysis, including background repro-
ductions, signal extraction, and estimation of the systematic uncertainties.

3.1 Overview

The PHENIX experiment collects the Cu+Cu collision data with a minimum
bias trigger in 2005, the Run-5 of the RHIC operation. Low transverse-
momentum direct photons are measured by the virtual photon method be-
cause the signal-to-background ratio can be improved compared to the real
photon measurement. A virtual photon decay into an electron-positron pair.
Accordingly, the virtual photon method measures e+e� pairs. The direct
virtual photon contribution is statistically extracted as the remainder of the
e+e� invariant mass distribution after subtracting extensive backgrounds and
known hadronic contributions. The background contributions are evaluated
from both well-tuned Monte Carlo simulations and the experimental data.
Once the direct photon contribution is extracted, the direct photon spectra
and the rapidity density are calculated.

Section 3.2 describes the data set used in this analysis. The event trig-
ger and global variables for characterizing the collision events are explained.
Sections 3.3 and 3.4 express the charged particle tracking and electron iden-
tification by the PHENIX central arm detectors, respectively. Section 3.5
explains the extraction of electron pairs. Section 3.7 shows the tuning for
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the Monte Carlo simulations used for the background estimation. Sections
3.8 to 3.14 describe the background estimations and their subtraction. Sec-
tion 3.15 describes the extraction of the direct photon fraction. At last, we
describe the evaluation of systematic uncertainties in Section 3.16.

3.2 Event selection and global variables

3.2.1 Collected data and data set

The data of Cu+Cu collisions at the center-of-mass energy per nucleon pair
of 200 GeV,

p
sNN = 200 GeV, is taken in the PHENIX experiment at the

RHIC collider in the year 2005. The collision system of Cu+Cu at
p

sNN =
200 GeV is only taken in 2005 at RHIC. This analysis is based on a minimum
bias sample of 4.95 ⇥ 108 collision events with the z-vertex within 25 cm of
the nominal interaction point equivalent to 0.44 nb�1.
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Abstract 
The 5th year of RHIC operations, started in November 
2004 and expected to last till June 2005, consists of a 
physics run with Cu-Cu collisions at 100 GeV/u followed 
by one with polarized protons (pp) at 100 GeV [1]. We 
will address here the overall performance of the RHIC 
complex used for the first time as a Cu-Cu collider, and 
compare it with previous operational experience with Au, 
PP and asymmetric d-Au collisions. We will also discuss 
operational improvements, such as a β* squeeze to 85cm 
in the high luminosity interaction regions from the design 
value of 1m, system improvements, machine performance 
and limitations, and address reliability and uptime issues. 

INTRODUCTION  
In its 5th year of physics running, RHIC has been for the 
first time operated as a Cu-Cu collider: 8 weeks of 
physics at the high energy (HE) of 100 GeV/u, followed 
by 2 weeks at lower energy (LE) of 31.2 GeV/u and 1 day 
of collision at injection energy of 11 GeV/u. 
The ion injector chain [2] (Tandem, Booster and AGS) 
was set-up for Cu delivery in only 1 week, produced 
reliably the 4.5-5 x109 Cu ions/bunch with 10 π-mm-mrad 
transverse emittance required for luminosity production. 
Intensities of 7x109 were delivered for beam studies. 
Operations in the RHIC blue ring were established very 
rapidly, with a record of only 54 minutes from the first 
shot in the transfer lines to circulating beam. A short-to- 
ground and a bus-to-bus short that developed in the 80 to 
4K cool-down made warm-up, repairs, and re-cooling in 3 
cryo-sectors necessary. After the discovery, diagnosis and 
fix of an aperture obstruction, set-up with both beams 
finally started and progressed rapidly. Overnight 
collisions for experiments were set-up in 5 days and 
physics declared in 2 ½ weeks, faster than the 4 weeks 
originally planned. 
 

In the next sections we will address the machine 
performance as a Cu-Cu collider, reliability and uptime,  
and new operations and diagnostics developments. 
 

 
 

PERFORMANCE AND LIMITATIONS 
Figure 1 summarizes RHIC performance in the Cu-Cu 
high energy run. Measured integrated luminosity at the 4 
experiments (beams collided at Star and Phenix with 
β*=0.90, at Brahms with β*=2.6 m and at Phobos with 
β*=3m) is compared to the minimum and maximum 
luminosity projections [3] used for run planning. 
Minimum projections were based on RHIC performance 
in Run-4 with Au and assuming the same charge per 
bunch with Cu ions. RHIC as a Cu-Cu collider exceeded 
the maximum projection by integrating 15 nb-1 at the low-
β* experiments, more than a factor 2 over the initial goal 
for the run of 7 nb-1. The cross section for n-pair 
production of Cu-Cu ions was measured to be 2.6 barn [4] 
The initial physics production store of 28 bunches of 
4.5x109 evolved into the final configuration of 37 bunches 
with 5x109 Cu ions/bunch. *Work performed under the auspices of the US Department of Energy 

Figure 1: Luminosity for the Cu-Cu run at 100GeV/c 
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4281 0-7803-8859-3/05/$20.00 c�2005 IEEE

Figure 3.1: RHIC delivered Luminosity in Run-5 for Cu+Cu collisions atp
sNN =200GeV [72]

3.2.2 Minimum Bias Trigger

The minimum bias trigger is defined by a signal coincidence of both the
BBC and ZDC detector signals. The BBC has a sensitivity to both particles
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from inelastic collisions and backgrounds from beam-gas and upstream in-
teractions. At the same time, the ZDC is sensitive to inclusive interactions,
including inelastic collisions and Coulomb dissociations. Therefore, requiring
the coincidence can reduce the backgrounds.

3.2.3 Centrality determination

Centrality is an experimental variable in heavy ion collisions related to the im-
pact parameter. Two heavy-ions collide with the impact parameter b shown
in Fig. 1.5. The impact parameter describes the geometry of the collisions.
However, the parameter can not be measured in experiments. Consequently,
to characterize the collision geometry, the centrality is defined by correspond-
ing the BBC multiplicity and the ZDC energy deposit. 5

FIG. 1: BBC versus ZDC analog response. The lines repre-
sent the centrality cut boundaries.

TABLE I: The average nuclear overlap function (�TAuAu�),
the number of nucleon-nucleon binary collisions (�Ncoll�), and
the number of participant nucleons (�Npart�) obtained from
a Glauber Monte Carlo [8, 14] correlated with the BBC and
ZDC response for Au+Au at

�
sNN = 200 GeV as a function

of centrality. Centrality is expressed as percentiles of �AuAu

= 6.9 barn with 0% representing the most central collisions.
The last line refers to minimum bias collisions.

Centrality �TAuAu� (mb�1) �Ncoll� �Npart�
0- 5% 25.37 ± 1.77 1065.4 ± 105.3 351.4 ± 2.9
0-10% 22.75 ± 1.56 955.4 ± 93.6 325.2 ± 3.3
5-10% 20.13 ± 1.36 845.4 ± 82.1 299.0 ± 3.8
10-15% 16.01 ± 1.15 672.4 ± 66.8 253.9 ± 4.3
10-20% 14.35 ± 1.00 602.6 ± 59.3 234.6 ± 4.7
15-20% 12.68 ± 0.86 532.7 ± 52.1 215.3 ± 5.3
20-30% 8.90 ± 0.72 373.8 ± 39.6 166.6 ± 5.4
30-40% 5.23 ± 0.44 219.8 ± 22.6 114.2 ± 4.4
40-50% 2.86 ± 0.28 120.3 ± 13.7 74.4 ± 3.8
50-60% 1.45 ± 0.23 61.0 ± 9.9 45.5 ± 3.3
60-70% 0.68 ± 0.18 28.5 ± 7.6 25.7 ± 3.8
60-80% 0.49 ± 0.14 20.4 ± 5.9 19.5 ± 3.3
60-92% 0.35 ± 0.10 14.5 ± 4.0 14.5 ± 2.5
70-80% 0.30 ± 0.10 12.4 ± 4.2 13.4 ± 3.0
70-92% 0.20 ± 0.06 8.3 ± 2.4 9.5 ± 1.9
80-92% 0.12 ± 0.03 4.9 ± 1.2 6.3 ± 1.2

min. bias 6.14 ± 0.45 257.8 ± 25.4 109.1 ± 4.1

most peripheral bin. After event selection, we analyze
2.02⇥107 minimum bias events, which represents ⇠ 140
times more events than used in our published Au+Au
data at 130 GeV [6, 8]. Based on a Glauber model calcu-
lation [8, 14] we use two global quantities to characterize
the event centrality: the average number of participants
hNparti and the average number of collisions hNcolli as-
sociated with each centrality bin (Table I).

FIG. 2: Mass squared versus momentum multiplied by charge
distribution in Au+Au collisions at

�
sNN = 200 GeV. The

lines indicate the PID cut boundaries for pions, kaons, and
protons (anti-protons) from left to right, respectively.

B. Track Selection

Charged particle tracks are reconstructed by the DC
based on a combinatorial Hough transform [25] – which
gives the angle of the track in the main bend plane. The
main bend plane is perpendicular to the beam axis (az-
imuthal direction). PC1 is used to measure the position
of the hit in the longitudinal direction (along the beam
axis). When combined with the location of the collision
vertex along the beam axis (from the BBC), the PC1
hit gives the polar angle of the track. Only tracks with
valid information from both the DC and PC1 are used
in the analysis. In order to associate a track with a hit
on the TOF, the track is projected to its expected hit
location on the TOF. Tracks are required to have a hit
on the TOF within ±2� of the expected hit location in
both the azimuthal and beam directions. Finally, a cut
on the energy loss in the TOF scintillator is applied to
each track. This �-dependent energy loss cut is based
on a parameterization of the Bethe-Bloch formula, i.e.
dE/dx ⇡ ��5/3, where � = L/(c · tTOF), L is the path-
length of the track trajectory from the collision vertex
to the hit position of the TOF wall, tTOF is the time-of-
flight, and c is the speed of light. The flight path-length
is calculated from a fit to the reconstructed track tra-
jectory. The background due to random association of
DC/PC1 tracks with TOF hits is reduced to a negligible
level when the mass cut used for particle identification is
applied (described in the next section).

Figure 3.2: The correlation between BBC multiplicity and and ZDC energy
deposit to determine centrality in the PHENIC experiment [73]

Figure 3.2 shows the correlation between the BBC multiplicity and ZDC
energy deposit representing centrality boundaries. The multiplicity measured
by the BBC increases proportionally to the number of participants, Npart,
while the deposit energy in ZDC decreases. Therefore, the anti-correlation
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appears between the BBC and ZDC measurements. The boundary of the
centrality is determined by the clock method expressed as

�centrality = tan�1

✓
(QBBC�Q0/Q

max
BBC)

EZDC/Emax
ZDC

◆
, (3.1)

where Qmax
BBC and Emax

ZDC is the maximum values of the BBC measured mul-
tiplicity and ZDC deposit energy, respectively. The available range of the
centrality in the PHENIX experiment is from 0 to 94% due to the trigger
e�ciency. Moreover, the measured centrality can be related to the impact
parameters using the Monte Carlo simulation with the Glauber model, in-
cluding the detector response. In this analysis, we measure the direct photons
with the three centrality classes; minimum bias, 0–40%, and 40–94%.

3.2.4 Reaction plane determination

A reaction plane is a geometrical plane defined by the impact parameter
and the beam direction shown in Fig. 3.3. The reaction plane is used for
azimuthal anisotropy measurements of produced particles. The angle of the
reaction plane is measured from the azimuthal angles of produced particles
described as

 =
1

n
tan�1

✓
Yn =

P
i !i sin (n�i)

Xn =
P

i !i cos (n�i)

◆
(3.2)

where Xn and Yn are the n-th harmonic event flow vectors, and �i is the
particle azimuthal angle.

In the PHENIX experiment, the reaction plane is measured by the BBC
detector located in the mid-rapidity 3.1 < ⌘ < 3.9. The reaction plane reso-
lution is around 15% in Cu+Cu collisions at

p
sNN =200 GeV and depends

on the centrality. In this analysis, we use the reaction plane information
to measure single electron azimuthal anisotropy to correct the combinatorial
background shape described in Sec. 3.7.

3.3 Charged particle tracking

We explain the method for the reconstruction of charged-particle tracks and
their momentum measurement in this section. Tracks and momenta for
charged particles, including electrons and positrons, are reconstructed by
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Elliptic Flow: A Brief Review 5

Instead of by impact parameter, the centrality is also often characterized by the

number of participating nucleons (nucleons that undergo at least one inelastic collision)

or by the number of equivalent binary collisions. Phenomenologically it is found that the

total particle production scales with the number of participating nucleons whereas hard

processes scale with the number of binary collisions. These measures can be related

to the impact parameter b using a realistic description of the nuclear geometry in a

Glauber calculation [19], as is shown in Fig. 3b. This Figure also shows that Pb–Pb

collisions at
p

sNN = 2.76 TeV and Au-Au at
p

sNN = 0.2 TeV have a similar distribution

of participating nucleons. The number of binary collisions increases from Au–Au to Pb–

Pb by about 50% because the nucleon-nucleon inelastic cross section increases by about

that amount at the respective center of mass energies of 0.2 and 2.76 TeV.

3. Anisotropic Flow

Flow signals the presence of multiple interactions between the constituents of the

medium created in the collision. More interactions usually leads to a larger magnitude

of the flow and brings the system closer to thermalization. The magnitude of the

flow is therefore a detailed probe of the level of thermalization. The theoretical tools
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Figure 4. Almond shaped interaction volume after a non-central collision of two
nuclei. The spatial anisotropy with respect to the x-z plane (reaction plane) translates
into a momentum anisotropy of the produced particles (anisotropic flow).

to describe flow are hydrodynamics or microscopic transport (cascade) models. In the

transport models flow depends on the opacity of the medium, be it partonic or hadronic.

Hydrodynamics becomes applicable when the mean free path of the particles is much

smaller than the system size, and allows for a description of the system in terms of

macroscopic quantities. This gives a handle on the equation of state of the flowing

matter and, in particular, on the value of the sound velocity cs.

Experimentally, the most direct evidence of flow comes from the observation of

anisotropic flow which is the anisotropy in particle momentum distributions correlated

Figure 3.3: The schematic image of reaction plane in heavy-ion collisions.
The reaction plane is defined by the impact parameter and the beam direc-
tion. [17]

the Drift Chambers and Pad Chambers. Once nucleus-nucleus collision oc-
curs, charged particles are emitted and passed through the magnetic field
forced by the PHENIX central magnet. They are bent to the perpendicular
direction with respect to the beam pipes until they arrive at the DC. When
charged particles reach the DC, they travel straight out due to almost no
magnetic field outside the DC.

Charged particle tracks are reconstructed in a two-dimensional space co-
ordinated by � and ↵. � is the azimuthal angle of a track, and ↵ is an inclina-
tion angle of a track with respect to the straight line connecting to the vertex
point. Figure 3.4 shows the schematic view of the two-dimensional space for
the track reconstruction. The � angle depends on a particle’s momentum,
and the angle is inverse proportional to the momentum. The curvature sign
depends on the particle’s charge. The ↵ angle allows the determination of
the transverse momentum pT , and the relation between ↵ and pT is approx-
imately expressed as:

↵ ' K

pT
(3.3)

where K is the e↵ective magnetic field integral from the vertex point to the
DC.
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with infinitely high momentum would be reconstructed with an angle ↵ = 0

and a low pT particle is reconstructed with a large angle ↵.

Figure 2.6 The angle � is measured in the Drift Chamber. This angle is proportional

to charge/pT.

2.2.3 The Pad Chambers

The Pad Chamber system [18] is the second subsystem which provides particle

tracking information. It determines space points along straight line particle

trajectories outside the magnetic field.

The innermost Pad Chamber called PC1 is located between the Drift

Chamber and the RICH. In the west arm the PC2 is mounted behind the

18

Figure 3.4: The schematic view of a track reconstruction by the Drift Cham-
ber in x-y plane [63]

3.4 Electron and positron identification

We describe the electron identification that is called eID in this section.
Several variables from RICH and EMCal measurements are employed for
the eID. The eID is applied to the charged particle tracks. We consider the
following variables for the eID summarized in Table 3.1.

The electron identification variables in the RICH are n0, chi2/npe0, and
disp, while the variables in the EMCal are emcsdphi e, emcsdz e, and dep.

n0

The n0 variable is the number of hit RICH photomultipliers. The variable
counts the hits within an annular region with a radius between 3.4 and 8.4
cm around the track projection. In comparison, a Cherenkov ring emitted
by an electron is expected 5.9 cm radius in the RICH detector. We require
the cut with n0�1.
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Table 3.1: The summary of electron identification cuts used in this study

eID cuts condition
n0 � 1

chi2/npe0  15
disp  7.5q

�2
�� + �2

�z  3

dep  -2�
pT � 0.3 GeV/c

disp

The disp variable is displacement which is the distance between the ring cen-
ter and the track projection. We define the npe0 variable as npe0 =

P
i npei.

The npe0 means the number of photo-electrons within the association radius.
The ring center is reconstructed using npe0 as

rcenter ⌘
P

Ri ⇥ N i
pe

npe0
(3.4)

The disp variable is calculated as

disp ⌘
q

(zcross � zcenter)
2 � (Rcross � Rcenter)

2 (3.5)

where Rcenter = (rcenter, zcenter) and (rcross, zcross) is the coordinate which is
the track projection onto the PMT plane.

chi2/npe0

The chi2 variable is a �2-like variable of the Cherenkov ring shape between
the expected and measured rings. The npe0 variable is the number of photo-
electrons measured in a given RICH ring. The chi2/npe0 is defined as

chi2/npe0 ⌘
P

rasso
(Ri � R0)

2 ⇥ N i
pe

npe0
(3.6)

where ri is the hit PMT position, r0 is the projection point of an associated
track, and N i

pe is the number of photo-electrons.
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emcsdphi e and emcsdz e

The emcsdphi e and emcsdz e are the distance between the track projection
position and hit position in the EMCal divided by the standard deviation.
The hit position is the center of the energy cluster at the surface of the
EMCal in azimuthal emcdphi and z-direction emcdz, while the coordinate of
the track projection in pemcdphi and pemcdz. The emcsdphi e and emcsdz e
are expressed as follows:

emcsdphi ⌘ emcdphi � pemcdphi

�emcdphi (p)
(3.7)

emcsdz ⌘ emcdz � pemcdz

�emcdz (p)
. (3.8)

dep

The dep variable is a quantification of an energy-momentum matching. For
electrons with momentum above 200 MeV, their mass (me = 511keV/c2) can
be negligible. Consequently, the energy deposited in the EMCal must match
the momentum. The variable is calculated as

dep ⌘ (E/p � 1)

�E/p
(3.9)

where E and p is a measured energy in the EMCal and track momentum,
respectively. �E/p denotes the standard deviation of the E/p distribution.

Summary of electron identification

The RICH related variables n0 and npe0 express the association quality be-
tween the track and the hits. In contrast, the disp and chi2/npe0 represent the
ring shape reconstruction quality in the RICH. The combination of emcsdphi
and emcsdz in the EMCal variables indicate the normalized distance between
track projection position and hit position. The variable dep represents the
matching with energy and momentum.
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3.5 Electron pair selection

Reconstructed electron pairs are applied to several pair cuts to reject the
background electron pairs: fake electron pairs from detector ghosts and pho-
ton conversion pairs.

The source of any electrons or positrons is unknown; therefore, all elec-
trons and positrons are combined for composing foreground electron pairs.
Before employing the foreground pairs in this analysis, the pair cuts are
applied to the composed electron pairs.

3.5.1 Detector ghost pair cuts

The first pair cut removes the detector ghost pairs arising if two-electron
candidates share the detector information. These electron pairs correlate
and can be the background. There are two kinds of origins for ghost pairs:
one ghost pairs arise if two electrons have an overlapped RHIC ring, while
another produces if two electrons have an overlapping cluster in the EMCal.
The ghost pairs do not appear in the mixed events used to estimate the
combinatorial background described below section, while only appear in the
real events. Therefore, we need to remove the ghost pairs, and then we apply
the following two pair cuts for the foreground electron pairs.

RICH ring-share rejection

|�dc�| < 0.02 ^ |�dczed| < 0.5 (3.10)

DC ghost-tracks rejection

|�cross�| < 0.01 ^ |�crossz| < 25 (3.11)

3.5.2 Photon conversion cut

Photon conversions are created by the interaction between photons and the
detector material. Real photons from the collisions interact within the beam
pipe made of Beryllium (0.3 X0) with a radius of 4 cm. These photons con-
vert to electron pairs with a probability of about 0.2%. These o↵-vertex
electron pairs are passed through a less magnetic field than the PHENIX
tracking algorithm assumes; therefore, it leads to an incorrect reconstruc-
tion of the particle momentum and the pair’s opening angle. These miss
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reconstructed pairs have an invariant mass up to mee ⇠ 0.3 GeV/c2. Hence,
photon conversion must be removed from the analysis.

�

beam pipe

��

�

e+

�
e�

�B

Figure 3.11: Misreconstruction of the opening of a conversion pair. Shown are
the photon and the conversion pair which is created in the beam pipe. The real
opening angle between the original trajectories (dashed lines) is much smaller than
the reconstructed opening angle, artificially created by tracking the particles back
to the collision vertex (dotted lines).

�V = arccos

✓
�w · �ua

|�w||�ua|

◆
. (3.14)

Here �p1 is the 3-momentum vector of the electron and �p2 the 3-momentum
vector of the positron. The following cuts are applied:

• m < 0.60 && �V > 0.1 rad

• m < 0.03 && �V > 0.25 rad

To remove beam pipe conversions a harder cut has to be applied, because
the multiple scattering within Beryllium smears the orientation with respect
to the magnetic field more than in air. In addition the resolution of the �V

measurement improves with increasing conversion radius. This cut removes
> 98% of all conversion pairs.

3.4.3 Event Mixing

As mentioned in the introduction to this Section, most of the e+e� pairs are of
uncorrelated origin. While the unlike-sign spectrum contains both physics sig-
nal and background pairs, the like-sign spectrum does not contain any physics
signal and therefore is a direct measure of the background. It can be shown (see

75

Figure 3.5: A schematic image of the production of photon conversion elec-
tron pair at the beam pipe [63]

Figure 3.5 shows the schematic image of a photon conversion. A photon
originated from the collision interacts with the beam pipe, and it converts
into an electron pair. Blue and red lines represent the reconstructed tracks
assuming the PHENIX algorithms, while dashed lines are real tracks. The
real opening angle of the pair is much smaller than the reconstructed angle.
This incorrect reconstruction causes having an apparent mass that increases
with the distance from the collisions vertex. Therefore, photon conversion
electron pairs occur in the specific regions in the invariant mass distribution.
Corresponding the beam pipe origin pairs appear at mee ⇡ 20 MeV/c2, while
the detector material origin appears at mee ⇡ 80 MeV/c2 and mee ⇡ 125
MeV/c2. Moreover, the Helium bag contributes the conversion peak mee 
300 MeV/c2.

To reject the conversion electron pairs, we apply the �v cut on the pairs’
orientation in the magnetic field. The �v is defined as

u =
p1 + p2

|p1 + p2|
(3.12)

v = p1 ⇥ p2 (3.13)



CHAPTER 3. ANALYSIS 69

! = u ⇥ v (3.14)

ua =
u ⇥ ẑ

|u ⇥ ẑ| (3.15)

�v = arccos

✓
! · ua

|!||ua|

◆
(3.16)

where p is a momentum vector of electrons, and z is a unit vector of z-
direction.

3.6 Electron pair invariant mass

Identified electrons and positrons reconstruct their pair invariant-mass. The
invariant mass of electron pairs are calculated as follows:

mee =
q

(Ee+ + Ee�)2 � (pe+ + pe�)2 (3.17)

where E is an energy, and p is a momentum vector of electron and positron.
The square of the energies are calculated from the electron mass and

momentum as:

(Ee+ + Ee�)2 =

✓q
m2

e+ + p2
e+ +

q
m2

e� + p2
e�

◆2

(3.18)

where me is the electron mass = 511 keV/c2.
The transverse momentum of the pair is calculated as:

pT =
q

(px,+ + py,+)2 + (px,� + py,�)2. (3.19)

3.7 Detector response in simulations

This section describes the tuning of electron identification variables and de-
tector response, including the acceptance in the simulation. The PHENIX
detectors include a mix of good and bad areas. To stabilize the acceptance,
we remove the lousy acceptance areas from the analysis and discrepancy be-
tween the data and the simulations. To evaluate background contributions
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and known hadronic components, we use Monte Carlo simulations; one sim-
ulation is for particle decays. Another is for reproducing detector response,
including geometrical acceptance and electron identification e�ciencies. The
detector response in simulations must match with the experimental data due
to reproducing background distributions precisely. Therefore, we tune the
detector response in the simulations to replicate the experimental data and
confirm their agreement.

pT [GeV/c]
0 1 2 3 4 5 6 7 8 9 10

1
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Figure 3.6: Single electron pT compare with the data and the simulation

At first, we describe the distribution tuning of single-electron transverse
momentum. EXODUS is a fast Monte Carlo simulation of hadron decays,
and it simulates the particle generations and decays. It can reproduce given
decay modes for a given particle. The input shape of transverse momentum
in the EXODUS simulation is the modified Hagedorn function described in
Sec. 3.9.3. Generated particles in EXODUS are passed through the PISA
simulation. PHENIX Integrated Simulation Application, named PISA, is
a GEANT3-based Monte Carlo simulation [74], and it simulates a detector
response, including reconstruction e�ciencies, detector smearing, material
e↵ects, and detector oriented backgrounds [75].

Figure 3.6 shows the transverse-momentum distribution comparison be-
tween the data and the simulation for electrons and positrons. In order to
compare the distribution, electron pairs in the experimental data are selected
with the invariant mass mee < 0.03 GeV/c2 where ⇡0 Dalitz decay electrons
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are dominant region. In the simulation, ⇡0 Dalitz decays are simulated, and
the generated electrons and positrons are passed through the PISA to simu-
late the PHENIX detector response. The black and red markers in the figure
denote the experimental data and simulation results, respectively. The repro-
duced distributions by the simulation are compatible with the experimental
data.
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Figure 3.7: The elD variable comparison between the data and the simulation
for electrons.

Next, we explain the tuning of electron identification (eID) variables in
the simulation. Generated particles by the simulation are applied eID cuts,
which are the same as the experimental data analysis. We check the response
of eID variables in the simulation and compare the variable distributions.

Figures 3.7 and 3.8 show the tuning results of eID variable for both elec-
trons and positrons. The invariant mass of electron pairs in the data is se-
lected below 0.03 GeV/c2 similar to the transverse momentum comparison.
In the simulation, ⇡0 Dalitz decay electrons are employed for this compari-
son. The black and red markers denote the eID variable distributions of the
real data and simulation results, respectively. The tuned eID variables in the
simulation are agreeable with the data.

Lastly, we apply the fiducial cuts to reject the unstable or dead areas in
the detectors. The PHENIX detector contains unstable and dead areas, and
these regions are rejected in the experimental data analysis. In the simula-
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Figure 3.8: The elD variable comparison between the data and the simulation
for positrons.

tion, we apply the same fiducial cuts in the experimental data to reproduce
the insu�cient areas. We consider the two main detectors, the Drift Cham-
bers and the EMCal, for this tuning.

Figure 3.9 represents the Drift Chamber’s hit maps of single electrons
and positrons in the data and the simulation. The map is broadly divided
into four segments; In a clockwise direction, North-West, North-East, South-
West, and South-East are located. The horizontal axis represents zed, while
the vertical axis is dcphi. The zed parameter is the z coordinate at which
the particle track crosses the PC1. The dcphi is the coordinate of azimuth
angle � at which the particle track crosses the DC reference radius. The low-
e�ciency areas are rejected, and the hit map on the simulation is compatible
with the data.

Figure 3.10 shows the EMCal’s hit maps for both the data and the sim-
ulation. The hit maps consist of four segments as well as the DC’s. The
horizontal axis represents emc-z. Meanwhile, the vertical axis denotes the
emc phi. These variables represent z and � coordinate, respectively. The
low-e�ciency areas indicated the box-shape are removed from both the data
and the simulation.
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Figure 3.9: Hit map for dcphi and zed

3.8 Overview of background subtraction

Direct virtual photon contribution is extracted as an excess over the known
significant component from hadron decays after subtracting extensive back-
grounds. The signal-to-background ratio (S/B) is only a few percent in p+p
and d+Au collisions, whereas the S/B reaches 15% in Au+Au collisions.
Therefore, precise background estimation plays an essential role in this anal-
ysis.

We employ a simulation-based approach to background estimation and
subtraction in this analysis. This approach employs well-tuned Monte Carlo
simulations to estimate correlated backgrounds, together with the data for
the uncorrelated background estimation. The advantage of the approach is
that it realizes a smaller statistical error than a data-driven approach. The
data-driven approach is a background estimation method using the fore-
ground like-sign electron pairs. The reproduced total background by the
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Figure 3.10: Hit map for emcphi and emc-z

simulation-based approach is compared to the data-driven approach as a
cross-check.

We explain the simulation-based approach first and then describe the
data-driven approach and a cross-check for the background estimation in the
following sections.

3.9 Simulation-based approach

In the simulation-based approach, background contributions are estimated
by both the experimental data and the well-tuned Monte Carlo simulations.

After removing detector-oriented fake pairs and conversion pairs, the fore-
ground distributions for unlike-sign (FG+�) and like-sign (FG++ and FG��)
pairs can be expressed as
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FG�� = BGCM
�� + BGXC

�� + BGJP
�� = BGSUM

�� (3.20)

FG++ = BGCM
++ + BGXC

++ + BGJP
++ = BGSUM

++ (3.21)

FG+� = S + BGSUM
+� + HD+�. (3.22)

The foregrounds (FG) for like-sign pairs are consisted of three kinds
of backgrounds; combinatorial background (CM), jet-induced electron pairs
(JT), and correlated cross pairs from Dalitz and double Dalitz decays (XC),
while the foreground for unlike-sign structured the backgrounds, correlated
electron pairs from hadron decays, and the signal arising from the virtual
photons. It is notable that the like-sign foregrounds are composed of only
backgrounds, while the unlike-sign foreground includes hadronic and virtual
photon contributions.

The signal component is extracted by subtracting backgrounds from the
foreground in unlike-sign pairs. The foreground shapes are reproduced by
the data, while the background shapes are calculated by both the data and
the well-tuned Monte Carlo simulations. The total background distribution is
obtained from the foreground simultaneous fit by all background components
in the like-sign pairs. The scaling factors calculated by the fit can be diverted
into the background scaling for unlike-sign pairs.

Table 3.2 is the summary of the components in foregrounds. Each back-
ground estimation are described in the below sections.

Table 3.2: Signal and background contributions in low mass electron pairs.

Component Source Symbol
Signal Direct virtual photons S

Combinatorial background Uncorrelated origin BGCM

Jet-induced pair Near and away sides jets BGJP

Correlated cross pair Dalitz and double Dalitz decays BGXC

Hadron cocktail Hadron decays HD
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3.9.1 Combinatorial backgroud

The combinatorial background is arising from a random combination of un-
correlated electron and positron pairs. Electron pairs are reconstructed with
all combinations because we can not identify the correct pairs which are orig-
inated from the same parent particle. Therefore, we estimate the distribution
of the uncorrelated pairs and subtract them.

The event mixing technique is widely used to reproduce the combinato-
rial background. This technique uses di↵erent collision events with similar
event topology, and electron pairs are created from two di↵erent events. Sim-
ilar topology events are selected by using z-vertex position, centrality, and
reaction plane. The electron pairs created by the technique can reproduce
uncorrelated pairs because two di↵erent collisions are completely uncorre-
lated. The event mixing technique has a benefit to reduce the statistical
error due to increasing the statistics by deepening accumulating in a bu↵er.

As reported in the previous study [27], the traditional event-mixing tech-
nique does not fully replicate the foreground combinatorial background. The
elliptic flow leads to the modulation of the foreground combinatorial back-
ground distribution. Elliptic flow is an azimuthal anisotropy of particle emis-
sion. In non-central heavy-ion collisions, the participant region’s shape is
elliptical; in other words, created particles distribute are not uniformly dis-
tributed to the reaction plane. The pressure gradient of the hot-and-dense
matter depends on the direction, and particles in the matter expand accord-
ing to the pressure gradient. This fluid flow leads to elliptic flow, and particles
are observed with non-uniform distribution on momentum space. The elec-
tron pairs reproduced by the event-mixing method are randomly picked-up
pairs from the di↵erent events; therefore, they do not have any flow e↵ect on
average. However, in the foreground combinatorial pairs, they are inherently
a↵ected by the flow.

The modulation between the foreground combinatorial background and
the event-mixing background is to be solved if the reaction plane is measured
with perfect resolution. The standard event-mixing technique reproduces the
combinatorial background shape using the same topology events with select-
ing reaction plane, centrality, and z-vertex. The resolution of the reaction
plane measured by the PHENIX detector has a limitation. Consequently, the
event mixing can not adequately reproduce the uncorrelated combinatorial
background shape. To consider the elliptic flow e↵ect on the event-mixing
method, we employ a weighting method that the flow e↵ect weights the re-
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produced shapes.
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Figure 3.11: Reaction plane resolution as a function of centrality measured
with the BBC detector in Cu+Cu collisions at

p
sNN = 200 GeV

The elliptic flow can be expressed as the following equation:

dN (�)

d�
/ 1 + 2v2 cos 2�. (3.23)

where v2 is the second-order Fourier coe�cient, and the � is the azimuthal
angle [27]. Hence, the random combination of the anisotropy a↵ected parti-
cles distributes as

w (�a � �b) = 1 + 2v2,av2,b cos 2 (�a � �b) (3.24)

where �a(b) and v2,a(b) are the pair opening angle and azimuthal anisotropy
of each electron in a pair, respectively. The combinatorial background pairs
reproduced by the event-mixing method, the mixed background pairs, are
weighted by the w. To evaluate the w, we measure single electron elliptic
flow, v2 as a function of transverse momentum for each centrality class.
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Single electron v2 is measured by the event plane method [76]. The event
plane method is a widely used technique to measure the anisotropy in heavy
ion collisions. Single electron v2 is measured with the equation

v2 =
hcos (2 [� � 2])ip

hcos (2 [ 2,BBCNorth � 2,BBCSouth])i
(3.25)

where � is the azimuthal angle of an electron,  2 is the reaction plane angle
measured by both BBC North and South, and the denominator represents
the reaction plane resolution caused by the finite multiplicity. The reaction
plane angle  is determined by

 2 =
1

2

✓
tan�1

P
i wi sin (2�i)P
i wi cos (2�i)

◆
. (3.26)

Figure 3.11 shows the reaction plane resolution as a function of central-
ity measured by the BBC detector. The evaluated results are used as the
denominator in Equation 3.25.

Figure 3.12 shows the results of the single-electron elliptic flow, v2, as a
function of transverse momentum. We measure the elliptic flow with four
centrality bins: 0–10, 10–20, 20–40, and 40–94%. We apply a simple ex-
ponential function fit to the measured v2. The fit function is expressed by
A/ exp (B/pT ), where A and B are the free parameters, and they are calcu-
lated by the least-squares method. The best-fit results are listed in Table
3.3, and they are used for the weight calculation in Eq. 3.24.

Table 3.3: The best-fit parameter values in A/ exp (B/pT ) for single-electron
elliptic flow in Cu+Cu collisions at

p
sNN = 200 GeV

Centrality A B
0–10% 0.123 0.243
10–20% 0.163 0.326
20–30% 0.165 0.251
30–40% 0.256 0.593
40–94% 0.154 0.291



CHAPTER 3. ANALYSIS 79

single electron pT (GeV/c)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

2
flo

w
 v

0

0.1

0.2

0.3

0.4

0.5

2
Inclusive single electron v

 = 200 GeV
NN

sCu+Cu at 
0-10%
Data
fit func = 0.158/exp(0.424/pT)

single electron pT (GeV/c)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

2
flo

w
 v

0

0.1

0.2

0.3

0.4

0.5

 = 200 GeV
NN

sCu+Cu at 

10-20%

Data
fit func = 0.176/exp(0.352/pT)

single electron pT (GeV/c)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

2
flo

w
 v

0

0.1

0.2

0.3

0.4

0.5

 = 200 GeV
NN

sCu+Cu at 

20-40%

Data
fit func = 0.214/exp(0.408/pT)

single electron pT (GeV/c)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

2
flo

w
 v

0

0.1

0.2

0.3

0.4

0.5

 = 200 GeV
NN

sCu+Cu at 

40-94%

Data
fit func = 0.132/exp(0.211/pT)

Figure 3.12: Single-electron elliptic flow v2 as a function of transverse mo-
mentum with the best-fit result in Cu+Cu collisions at

p
sNN = 200 GeV

3.9.2 Jet-induced correlated pairs

Jet-induced correlated pairs are a background that is produced by two elec-
trons originated from the same jet or back-to-back jets. A jet is a phe-
nomenon that particles are generated concentratedly at a narrow angle. The
initial hard scattering of partons generates the jets. The scattered partons
traversing the medium lose their energy through bremsstrahlung and colli-
sional energy loss and then fragment into collimated particles called jets. The
event mixing technique can not remove the jet-induced electron pairs due to
their correlation. Thus, the invariant mass shape of the jet-induced pairs is
evaluated by Monte Carlo simulations.

PYTHIA8 with CTEQ5L parton distribution function simulates jet events
to produce the correlated electron pairs [77, 78, 79]. PYTHIA is a Monte
Carlo simulation widely used in high-energy particle physics for the particle
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Table 3.4: Considered QCD processes in PYTHA simulation. g denotes a
gluon, fi,j,k are fermions with flavor i, j, and k, and f̄i,j,k are the correspond-
ing antiparticles.

MSUB 11 fifj ! fifj

MSUB 12 fif̄i ! fkf̄k

MSUB 13 fig ! gg
MSUB 28 fig ! fig
MSUB 53 gg ! fkf̄k

MSUB 68 gg ! gg

generation from a hard process to a multihadronic final state. We consider
hard quantum-chromodynamics (QCD) processes tabulated in Table 3.9.2.
The evaluation procedure is the same as Reference [27], but PYTHIA8 is used
in this work. Generated particles in the final state in the PYTHIA8 simula-
tion are passed through a GEANT3-based simulation PISA of the PHENIX
detector to consider the detector acceptance and e�ciencies.

The foreground electron pairs from the PYTHIA events consist of jet-
induced pairs that we are interested in, physical pairs, cross pairs, and com-
binatorial pairs expressed as

FGsim = BGPP
sim + BGCM

sim + BGXC
sim + BGJT

sim (3.27)

where BGPP
sim denotes the physical pair. Therefore, the jet-induced pairs are

extracted from the foreground pairs from the simulation.
The event-mixing technique evaluates uncorrelated combinatorial back-

grounds in the simulated events. It is found that the shape of the like-sign
invariant mass distribution for mixed pairs is consistent with that for the
foreground pairs in 0.6 < mee < 1.1 GeV/c2. The specific invariant mass
region is employed for the normalization of the mixed pairs. The physical
pairs and cross pairs are excluded from the foreground by requiring that the
pair’s two electrons do not share the same particle in their history. After
subtraction and rejection of combinatorial pairs, physical pairs, and cross
pairs, the remaining pairs expresses the jet-induced correlated electron pairs.

The invariant mass shapes for jet-induced electron pairs evaluated by the
simulation are shown in Fig. 3.13. It is known that jets passing through
a medium lose energy, and the phenomenon is called jet-quenching. Ac-
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Figure 3.13: Invariant mass distributions for near-side jet and back-to-back
jets evaluated by the PYTHIA8 and PISA simulations.

cordingly, the scaling factors of near- and away-side jets are supposed to
be di↵erent in heavy ion collisions. Therefore, the electron pairs from the
same jet and the back-to-back jet are separately plotted. The opening an-
gle ��prim

0 of the two electrons defines the origin of the correlated pair: if
��prim

0 < ⇡/2, the pairs are originated by the same jet. if ��prim
0 > ⇡/2, the

pairs are produced by the back-to-back jet.
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3.9.3 Correlated cross pairs

Another non-negligible background arises from double Dalitz decays of the
⇡0 and ⌘ mesons:

⇡0 ! e+
1 e�

1 �⇤ ! e+
1 e�

1 + e+
2 e�

2 (3.28)

⌘ ! e+
1 e�

1 �⇤ ! e+
1 e�

1 + e+
2 e�

2 .

Dalitz decay is a meson decay, and it creates two leptons and a photon in
the final state. Double Dalitz decay is also a meson decay that involved a
virtual photon, and it produces four particles in the final state. The cross
combination of electrons from double Dalitz decays give rise to two unlike-
sign pairs (e+

1 e�
2 and e+

2 e�
1 ) and two like-sign pairs (e+

1 e+
2 and e�

1 e�
2 ). These

electron pairs are not a thoroughly combinatorial background, but they are
associated with the ⇡0 or ⌘ invariant mass and momentum. Therefore, the
contribution can not be reproduced by the event-mixing method, and it is
needed to evaluate independently.

The Dalitz decay of the ⇡0 and ⌘ mesons also lead to the correlated cross
pairs if a photon converts into electron pairs via external conversion. A real
photon interacts with detector matters, and it probabilistically decays into
an electron pair. The decays express as:

⇡0 ! e+
1 e�

1 � ! e+
1 e�

1 + e+
2 e�

2 (3.29)

⌘ ! e+
1 e�

1 � ! e+
1 e�

1 + e+
2 e�

2 .

The Dalitz decays with the external conversion have four-electrons in the
final state, and then these are taken into account in reproducing the cross-
pair invariant-mass shape. The contribution from Dalitz decays with the
external conversion is considered in Reference [27].

The correlated cross pairs themselves can not be reconstructed individu-
ally by the data. We employ the Monte Carlo simulations of EXODUS and
PISA to calculate the shape of cross pair invariant-mass. The key input to
EXODUS is the momentum distributions. The ⇡0 momentum distribution in
Cu+Cu collisions at

p
sNN = 200 GeV measured by the PHENIX experiment
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is successfully parameterized by a modified Hagedorn function [80, 81]:

E
d3�

dp3
= A

⇣
e�(apT +bp2

T ) + pT /p0

⌘�n

. (3.30)

The parameters in the function for three centrality bins are summarized in
Table 3.9.3. The momentum distribution of the ⌘ meson is obtained from the
transverse invariant-mass scaling, called mT scaling [82]. The parameterized
spectra by the mT scaling are calculated with replacement pT by

q
p2

T � m2
⇡0 + m2

h (3.31)

where m⇡0 is invariant mass of the ⇡0 meson, and mh denotes the invariant
mass of hadrons.

Table 3.5: The parameters in the modified Hagedorn function for the ⇡0

meson for 0–40%, 40–94%, and minimum bias centrality bins in Cu+Cu
collisions at

p
sNN = 200 GeV

Fit parameter 0–40% 40–94% Minibum Bias
A [mbGeV�2c3] (3.5 ± 2.8) ⇥ 102 (3.5 ± 3.7) ⇥ 10 (1.8 ± 0.6) ⇥ 102

a [(GeV/c)�1] 0.41 ± 0.22 0.49 ± 0.54 0.42 ± 0.09
b [(GeV/c)�2] 0.22 ± 0.16 6.4 ⇥ 10�3 ± 0.46 0.20 ± 0.07
p0 [GeV/c] 0.70 ± 0.09 0.80 ± 0.76 0.69 ± 0.04

n 8.02 ± 0.15 8.28 ± 2.58 8.01 ± 0.07

The EXODUS and PISA simulation procedure is as follows: First, Dalitz
and double Dalitz decays of the ⇡0 and ⌘ mesons are produced by EXODUS.
The particle generations follow with the flat vertex distribution with |z| <
30 cm, flat pseudorapidity distribution within |⌘| < 0.6, and the uniform
azimuthal distribution within 0 < � < 2⇡. The modified Hagedorn function
weights the transverse momentum distributions. Second, generated electrons
and positrons are passed through the PISA simulation to consider detector
reconstruction e�ciencies, smearing, and material e↵ects. Third, we apply
the electron identification and the pair cuts procedures, which are the same
as the experimental data analysis. After the selections, we reproduce the
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Figure 3.14: The invariant mass shapes for ⇡0 and ⌘ cross pairs produced by
the EXODUS and PISA simulation with the configuration of

p
sNN = 200

GeV Cu+Cu collisions.

invariant mass distribution of the cross pairs from the Dalitz and double
Dalitz decays. The relative scale between ⇡0 and ⌘ is normalized by the ⇡0

to meson ratios measured by the PHENIX experiment. Further, each decay
modes are weighted by their branching ratios.

Reproduced invariant mass shapes of the ⇡0 and ⌘ cross pairs for minimum
bias events are shown in Fig. 3.14. The lower side peak is produced from
⇡0 decays, while the higher side peak arises from ⌘ decays. The invariant
mass distributions are produced for each centrality bin with four transverse
momentum region for like- and unlike-sign pairs.
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3.10 Background normalization

We explain the background normalization in this section. The background
shapes evaluated in the previous sections are normalized to the foreground
distribution. The normalization is done by a four-component fit, which is
simultaneously fit to the foreground distribution FG by the background com-
ponents, BGCM, BGJT

near, BGJT
away, and BGXC.

FG++,�� =nCMBGCM
++,�� + nJPnearBGJPnear

++,��

+ nJPawayBGJPaway
++,�� + nXCBGXC

++,�� = BGSUM
++,��

(3.32)

where nCM, nJPnear , nJPaway , and nXC are the normalization factor to be eval-
uated by the fit. In the fit, jet-induced pairs from the same-jet (near-side)
and the back-to-back jet (away-side) are treated separately because the e↵ect
of jet quenching is assumed to be di↵erent. If partons pass-through created
hot-and-dense matter in the heavy-ion collision, they might lose their energy,
called the jet quenching phenomenon. Therefore, it is reasonable to assume
that the same- and back-to-back jets’ normalization factor is di↵erent. The
fit is applied to both like-sign BG�� and BG++ distributions simultaneously.

The four-component fit is done with the transverse momentum 1 < pT < 5
GeV/c for each centrality bin. Figure 3.15 shows the like-sign and unlike-
sign invariant mass distributions of the foreground FG together with the
normalized background BGSUM for minimum bias events. The normalized
BGSUM has a good agreement to the data for like-sign pairs. Meanwhile, there
is a significant deviation between the BGSUM

+� and the foreground distribution
of unlike-sign pairs below the 0.3 GeV/c2 region. This deviation contributes
from the signal and the known hadron decays described in Sec. 3.13.

The calculated normalization factors are applied to the normalization
for each transverse-momentum range. Further, the calculated normalization
factors in like-sign distributions are employed for the scaling of unlike-sign
background distributions. Figures 3.16, 3.17, and 3.18 show the results on
the fits for minimum bias, 0–40%, and 40–94% centrality events, respectively.
The top panels in each figure represent the like-sign invariant mass distribu-
tions of the data together with the normalized background components, and
the bottom panels express the unlike-sign distributions. The total evaluated
backgrounds BGSUM are compatible with the foreground distributions FG for
like-sign electron pairs.
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Figure 3.15: Like-sign and unlike-sign electron-pair invariant-mass distribu-
tions of the data together with evaluated backgrounds for Cu+Cu minimum
bias events.

3.11 Data-driven approach

We explain the data-driven approach, which is another method for back-
ground estimation in this section. This method is mainly applied for a cross-
check of the background estimation in this study. The data-driven approach
is a well-known technique as the like-sign subtraction method [83]. The
method demonstrates the background distribution by the foreground-like-
sign electron pairs corrected the acceptance e↵ect. The like-sign foreground
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Figure 3.16: Like-sign and unlike-sign electron-pair invariant-mass distribu-
tions of the data together with evaluated backgrounds for Cu+Cu minimum
bias events.
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Figure 3.17: Like-sign and unlike-sign electron-pair invariant-mass distribu-
tions of the data together with evaluated backgrounds for Cu+Cu 0–40%
centrality events.

pairs are only composed of background components, and the like-sign and
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Figure 3.18: Like-sign and unlike-sign electron-pair invariant-mass distribu-
tions of the data together with evaluated backgrounds for Cu+Cu 40–94%
centrality events.

unlike-sign pairs have di↵erent detector acceptance. Therefore, the like-sign
foreground distribution corrected with the detector acceptance can reproduce
the unlike-sign background distribution completely. However, this approach
has a statistical limitation that occurs by the experimental data statistics;
hence, we employ the method as a cross-check for the background estimation.
We compare the reproduced background shape for unlike-sign electron pairs,
BGsum

+� , from the simulation-based approach to the background reproduced
by the data-driven approach.

The unlike-sign background can be made inferences from the like-sign
foreground pairs. The relative detector acceptance is di↵erent between the
combination of electric-charge sign pairs because the particle trajectory’s
curvature depends on their charge. Therefore, the acceptance correction
must be considered to reproduce the unlike-sign background from the like-
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Figure 3.19: Acceptance correction factor ↵ as a function of electron-pair
invariant mass for each transverse momentum and centrality

sign pairs. The correction factor ↵ is express as

BGsum
+� = ↵acc. (FG++ + FG��) . (3.33)

The background in unlike-sign pairs is reproduced by multiplying the sum
of like-sign foregrounds by the acceptance-correction factor. The ↵ factor is
calculated as the ratio of like- and unlike-sign pairs in mixed pairs evaluated
in Sec. 3.9.1, and it is represented as

↵acc =
BGCM

+�

BGCM
++ + BGCM�� . (3.34)
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The acceptance-correction factors, ↵, for each transverse momentum range
are evaluated as a function of electron-pair invariant mass. The factors are
calculated as a function of the invariant mass in this analysis, although the
detector acceptance naturally depends on both invariant mass and transverse
momentum. We confirm that ↵(mee) is enough for the acceptance correc-
tion, not ↵(mee, pT ) with the simulation. To confirm the ↵(mee) factor works
well, the Dalitz decay simulation for ⇡0 and ⌘ is adopted. We compare the
invariant mass distributions produced in the simulation with the acceptance-
corrected foreground, ↵(mee)FG, in like-sign pairs and the cross pairs, BGXC.
The ↵(mee)FG distribution reproduces the BGXC well. Therefore, we employ
↵(mee) as the correction factor. Figure 3.19 shows the acceptance-correction
factors for three centrality classes independently; minimum bias, 0–40%, and
40–94%. Figure 3.20 shows the invariant mass distributions for both like-
sign and acceptance-corrected like-sign foreground pairs with three central-
ity classes. The acceptance-corrected distributions have been seen the shape
modification around the 1 GeV/c2 in 1.0 < pT < 1.5 GeV/c, as well as other
transverse momentum ranges. These corrected distributions are employed
for the cross-check described in the next section.

The background-subtracted distributions are obtained from the subtrac-
tion of acceptance-corrected like-sign distribution from the unlike-sign fore-
ground distribution. Figure 3.21 shows the subtracted invariant-mass distri-
bution, together with the unlike-sign foreground FG+� and ↵(mee)FG++,��
for three centrality classes.

3.12 Cross-check for background evaluation

We validate the background distributions reproduced by the simulation-based
approach using the data-driven approach as a cross-check. The evaluated
background BGSUM

+� are compared with the acceptance-corrected like-sign
foreground distributions, FG�� and FG++.

The comparisons are shown in Figs. 3.22, 3.23, and 3.24 for minimum
bias, 0–40%, 40–94% centrality events, respectively. The invariant mass
distributions by both the simulation-based and the data-driven approaches
are consistent within the statistical errors. The simulation-based approach
yields a smaller statistical uncertainty than another one, especially at high
transverse-momentum. Therefore, we employ the simulation-based approach
to the background estimation in this study.
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Figure 3.20: The invariant mass distributions for the like-sign foregrounds
and their acceptance-corrected distributions in three centrality bins: (top)
minimum bias, (middle) 0–40%, and (bottom) 40–94%.

3.13 Correlated pairs from hadronic decay

The hadron decay electron-pairs are the remaining background after sub-
tracting the above combinatorial, jet-induced, and correlated cross pair back-
grounds. The virtual photon signal is extracted as excess over the hadron
decay pairs. This background source is the known hadron decays electron-
pairs, which are correlated. The pairs are called hadronic cocktail or con-
tinuum. The cross pairs described in Sec. 3.9.3 are also originated from the
hadron decays, but they are not physical pair, whereas the hadronic cocktail
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Figure 3.21: The invariant mass distribution of electron pairs for the unlike-
sign foregrounds, the acceptance-corrected like-sign pairs, and the data after
subtracting background by the data-driven approach with three centrality
bins: (top) minimum bias, (middle) 0–40%, and (bottom) 40–94%.

is a physical pair.
The hadronic cocktail components are reproduced by EXODUS and PISA

simulations, which are the same Monte Carlo simulation for evaluating the
correlated cross-pair background in Sec. 3.9.3. The considered hadron decay
modes are summarized in Table 3.6.

The PHENIX experiment has successfully reproduced the invariant yield
of ⇡0 meson in 200 GeV Cu+Cu collisions. The modified Hagedorn function
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Figure 3.22: The comparison of invariant mass distributions between the
acceptance-corrected foreground like-sign and BGSUM

++,�� evaluated by the
simulation-based approach with the BGSUM

++,��/FG for Cu+Cu minimum bias
events at

p
sNN = 200 GeV.

can parametrize this invariant yield:

E
d3�

dp3
= A

⇣
e�(apT +bp2

T ) + pT /p0

⌘�n

. (3.35)

The transverse invariant-mass scaling generates the invariant yield of other
hadrons, and it can be express as:

E
d3�

dp3
= A

✓
e�1(a

p
m2

T �m2
⇡0+b(m2

T �m2
⇡0 )) +

q
m2

T � m2
⇡0/p0

◆�n

. (3.36)

Table 3.9.3 lists the Hagedorn function parameters for Minimum Bias,
0–40%, and 40–94% centrality classes. It is important to note that the large
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Table 3.6: Considered decay modes and their branching ratios [84] in the
hadronic cocktail simulation by EXODUS

Mother particle Decay modes Branching ratio %
⇡0 ⇡0 ! � + e+e� 1.174

⇡0 ! e+e� + e+e� 3.34 ⇥ 10�3

⌘ ⌘ ! � + e+e� 6.90 ⇥ 10�1

⌘ ! e+e� + e+e� 2.40 ⇥ 10�3

! ! ! e+e� 7.28 ⇥ 10�3

! ! ⇡0 + e+e� 7.7 ⇥ 10�2

⌘0 ⌘0 ! � + e+e� 9.0 ⇥ 10�2

� � ! e+e� 2.954 ⇥ 10�2

� ! ⌘ + e+e� 1.15 ⇥ 10�2

⇢ ⇢ ! e+e� 4.72 ⇥ 10�3

Table 3.7: Meson to ⇡0 ratios and their uncertainties [85]

particle ⌘ ! ⌘0 � ⇢
meson/⇡0 0.48 0.90 0.25 0.40 1.00

uncertainty ±0.03 ±0.06 ±0.075 ±0.12 ±0.30
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Figure 3.23: The comparison of invariant mass distributions between the
acceptance-corrected foreground like-sign and BGSUM

++,�� evaluated by the
simulation-based approach with the BGSUM

++,��/FG for Cu+Cu 0–40% cen-
trality events at

p
sNN = 200 GeV.

uncertainty in the absolute scale parameter A does not a↵ect the extraction of
direct virtual-photon component because the shape of the hadronic cocktail
is only entered into the determination.

Once the function evaluates the hadron transverse-momentum spectra,
electron pair spectra originated from the hadrons can be given by decay
kinematics and branching ratios implemented in the EXODUS simulation.

Generated electrons arisen from hadron decays in EXODUS are passed
through the PHENIX GEANT3 simulation, PISA, to simulate detector re-
sponse and consider the detector acceptance. The same electron identifica-
tion and pair-cuts are applied, and electron-pair invariant-mass distributions
are reproduced. The relative scale between hadrons is normalized by the
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Figure 3.24: The comparison of invariant mass distributions between the
acceptance-corrected foreground like-sign and BGSUM

++,�� evaluated by the
simulation-based approach with the BGSUM

++,��/FG for Cu+Cu 40–94% cen-
trality events at

p
sNN = 200 GeV.

meson-to-pion ratios listed in Table 3.7 and branching ratios listed in Table
3.6.

The invariant mass distribution of simulated electron-pair from known
hadron decays are merged as a hadronic cocktail shown in Fig. 3.25. The
cocktail distribution is represented in a solid black line, while each component
is expressed in colored lines.

3.14 Open heavy flavor contribution

An additional background contribution is open heavy flavor decays that pro-
duce correlated electron pairs. It is a semi-leptonic decay of charm hadrons,
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Figure 3.25: The invariant mass shape of a hadronic cocktail evaluated by
the EXODUS and PISA simulation for

p
sNN = 200 GeV Cu+Cu collisions.

The black lines represent the summed shape of cocktail components. The
colored dashed lines express each cocktail components from ⇡0 to ⇢ meson.

and the contribution is the so-called cc contribution.
The PYTHIA and PISA simulations evaluated the open heavy flavor con-

tribution for the p+p collision system condition. The evaluated contribution
is scaled by the number of collisions Ncoll by the d+Au results [83]. The cc̄
contribution and the background-subtracted invariant mass distributions are
shown in Fig. 3.26. The contribution is small and hiding behind the hadronic
cocktail in the invariant mass region interested in this study below mee = 0.3
GeV/c2. The cc̄ contribution becomes dominant in the high invariant-mass
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Figure 3.26: The evaluated cc̄ contribution together with the background
subtracted distribution

region due to their large opening angle. The contribution is less than 0.1%
at most in the mass region mee < 0.3 GeV/c2, even if the 100% uncertainty
from the model dependence is considered.

3.15 Determination of direct photon fraction

In this section, we describe the extraction of the direct virtual-photon signal.
The virtual photon composition is extracted as an excess over the hadronic
cocktail after subtracting the background components.
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Virtual photons are measured by fitting on the invariant mass spectra of
electron pairs for 0.12 < mee < 0.3 GeV/c2 which is almost above the neutral
pion invariant-mass. The very low mass region is derived from neutral pions;
therefore, the signal-to-background ratio can be improved in the intended
mass region.

The fit function on the invariant mass spectra is given by

fFG (mee) = (1 � r�) fc (mee) + r�fdir (mee) + fBG (mee) (3.37)

where r� is the only fit parameter which is called direct photon fraction,
fc and fBG are the hadronic cocktail invariant-mass shape and the fixed
contribution BGSUM, respectively, and fdir is the expected mass shape of
direct photons. The invariant mass shape of fc and fdir is independently
normalized to the foreground in the invariant mass < 30 MeV/c2.

A similar fitting procedure is employed in the previous studies, although
there are a few di↵erences. In the previous studies, the fit function is given
by

fFG�BG (mee) = (1 � r�) fc (mee) + r�fdir (mee) . (3.38)

The hadronic cocktail is only included in the function since the BGSUM and
the open heavy flavor contributions are subtracted before the fit. Moreover,
the fit in this study is applied by a log-likelihood fit in order that the fitting
works correctly even though limited statistics, especially at higher transverse
momentum region.

The relation between real photon and the associated electron pair pro-
ductions can be expressed as

dN2

dmeedpT
=

2↵

3⇡

1

mee

s

1 � 4m2
e

M2
ee

✓
1 +

2m2
e

M2
ee

◆
S (mee, pT )

dN�

dpT
(3.39)

where ↵ is the fine structure constant, and S (mee, pT ) is a process-dependent
factor. The factor S (mee, pT ) took account of di↵erences between real pho-
ton and virtual photon productions, such as form factors and phase space.
S (mee, pT ) becomes negligible in the high transverse momentunm (pT � mee),
and the factor becomes 1 as mee ! 0. In addition, the electron pair invariant
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mass Mee should be greater than electron mass me. Therefore, Equation 3.41
can simplifies as

dN2

dmee
' 2↵

3⇡

1

Mee

dN�

dpT
. (3.40)
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Figure 3.27: The expected invariant-mass shape for direct virtual photon in
Cu+Cu collisions at

p
sNN = 200 GeV. The expected shape is calculated

using ⌘0 in the hadronic cocktail simulation.

The direct virtual photon’s mass-shape is evaluated using the ⌘0 Dalitz-
decay component in the cocktail simulation. The decay rate of Dalitz decay
for pseudo-scaler mesons can be expressed by

dN2

dmeedpT
=

2↵

3⇡

1

mee

s

1 � 4m2
e

M2
ee

✓
1 +

2m2
e

M2
ee

◆
|F
�
m2
�
|
✓

1 � m2

M2
h

◆3

(mee, pT )
dN�

dpT

(3.41)

where S (mee, pT ) = |F (m2) |
⇣
1 � m2

M2
h

⌘3

, and
⇣
1 � m2

M2
h

⌘3

term in S (mee, pT )

is a suppression factor which arises due to the finite invariant mass of the
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parent particles [86]. Therefore, the mass shape for the virtual photons can
be evaluated by

fdir (mee) = f⌘0 (mee) /S⌘0 (mee) . (3.42)

The expected invariant-mass shape for direct virtual-photons together with
the ⌘0 meson are shown in Fig. 3.27.

Figures 3.28, 3.29, and 3.30 show the electron pair invariant mass dis-
tributions with the fit results by Eq. 3.37 for minimum bias, 0–40%, and
40–94% centralities, respectively. The black markers represent the measured
foreground electron pairs, and the shaded red regions are the evaluated back-
ground distribution. The hadronic cocktail distribution are represented by
the dotted blue lines, while the fit results are shown by the solid red lines.
The fit for mass distributions are performed within an invariant mass range
0.1 < mee < 0.3 GeV/c2 for several transverse momentum bins separately.

Direct photon fractions expected by a next-to-leading-order (NLO) perturbative-
quantum-chromodynamics (pQCD) calculation are compared to the data.
The definition of the direct photon fraction in which all contributions arise
from the pQCD processes are expressed by

r� =
NpQCD

Ninclusive
=

NpQCD

Ndecay + NpQCD
. (3.43)

The expectations from NLO pQCD calculation for Cu+Cu collisions are cal-
culated by the Ncoll scaling, and it is given by

rcentrality
� =

NpQCD

⇣
N centrality

coll /NMin.Bias
coll

⌘

N centrality
decay + NpQCD (N centrality/NMin.Bias

coll )
, (3.44)

where NpQCD is given by

NpQCD =
rMin.Bias
�

1 � rMin.Bias
�

Ndecay, (3.45)

and Ndecay denotes decay photon invariant yields evaluated by the Monte
Carlo simulations described in the below section.
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Figure 3.28: The e+e� pair mass distributions in Cu+Cu Minimum Bias col-
lisions for four transverse momentum regions. The data (closed circles), the
fit function (red curve), hadronic contribution (blue curve), and the back-
ground BGSUM.

3.16 Systematic uncertainties

In this section, we describe the possible sources of systematic errors and
explain how to evaluate the uncertainties. We take into account the following
sources of systematic uncertainties.

• Background normalization

• Particle composition in hadronic cocktail
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Figure 3.29: The e+e� pair mass distributions in Cu+Cu 0–40% collisions for
four transverse momentum regions. The data (closed circles), the fit function
(red curve), hadronic contribution (blue curve), and the background BGSUM.

• Hadronic cocktail normalization

• Fitting range for r� calculation

Each systematic uncertainty is obtained from the Root-Mean-Square error
of the results in the direct photon fractions, r�.
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Figure 3.30: The e+e� pair mass distributions in Cu+Cu 40–94% collisions
for three transverse momentum regions. The data (closed circles), the fit
function (red curve), hadronic contribution (blue curve), and the background
BGSUM.

3.16.1 Background normalization uncertainties

First systematic uncertainty is in the background normalization of the four-
component fit. The normalization factors of background components lead to
a systematic error. To evaluate the systematic error related to the normal-
ization, we vary the fitting parameters one by one to shift ± 1 sigma.

The uncertainty evaluation procedure is as follows: First of all, we shift
one of the fitting parameters obtained from the four-component fit by one
sigma. Second, shifted parameters are fixed, and a three-component fit is
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applied to the invariant-mass foreground distribution. Third, we subtract
the background and compare the cocktail distribution to evaluate the direct
photon fraction. Lastly, the above processes are repeated for all of the fitting
parameters.

3.16.2 Particle composition uncertainties

The second systematic uncertainty is particle composition, which is the un-
certainty of neutral pion to meson ratios. We need to estimate the impact of
the ratio uncertainties on the results.

We evaluate the systematic error with the following procedure. First, we
shift one ratio by ±1� from the nominal ratio and create a cocktail distri-
bution. Secondly, we calculate r� with the obtained cocktail distribution.
Finally, we repeat the above processes for all meson to neutral pion ratios.
This procedure is employed independently to the collision centrality. Table
3.7 shows the meson to neutral pion ratios with uncertainty. We employ the
ratios and uncertainties for this systematic error estimation.

3.16.3 Uncertainty in hadronic cocktail normalization

The hadronic cocktail normalization is the other origin of systematic error.
We use the invariant mass region of 0.03 GeV/c2 as the nominal normal-
ization region. The low mass region of the electron-pair invariant-mass is
dominantly originated from ⇡0 Dalitz decays, and electron pairs are a↵ected
by the finite mass resolution. Therefore, it is crucial to evaluate the e↵ect of
the normalization region.

To evaluate the systematic error, we vary the mass region for the nor-
malization. The evaluation procedure is as follows: Firstly, we apply the
0.03±0.01 GeV to the cocktail normalization. Then, we calculate r� with
the normalized cocktail distribution. This procedure is employed indepen-
dently to the collision centrality.

3.16.4 Uncertainty in the fitting range for r�

The final source of systematic uncertainty is the fitting range of r�. This
fitting is for the extraction of direct photon fraction. The nominal fitting
range in the invariant mass distribution is 0.12 < mee < 0.3 GeV/c2, but
this range may a↵ect the direct photon fraction.
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To evaluate the fitting’s uncertainty, we shift the upper and lower limit
of the fitting range slightly and apply the six kinds of fitting ranges in the
invariant mass distributions. We calculate the r� in each fitting range and
estimate the systematic error.

3.16.5 Summary of systematic uncertainties

We explain the four kinds of systematic errors in the above subsections. We
evaluate the total systematic error by calculating the Root Mean Square
Error of these four uncertainties. The total systematic errors are calculated
for each transverse momentum bin and centrality class.
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Results and Discussion

4.1 Direct photon fraction

Direct photon fractions have been measured by the virtual photon method
in Cu+Cu collisions at

p
sNN = 200 GeV. The results are presented as a

function of transverse momentum for three centrality bins: minimum bias, 0–
40%, and 40–92% centrality events. The direct photon fractions are obtained
as excess over the hadronic cocktail as described in the previous chapter.

Figure 4.1 shows the direct photon fractions r� for three centrality bins.
The data points are presented with both statistical and systematic uncer-
tainties. The results are compared with the expectations by next-to-leading-
order (NLO) perturbative-quantum-chromodynamics (pQCD) calculations
with the three curves of the NLO pQCD calculations corresponding to the
theory scales µ = 0.5pT , pT , and 2.0pT . The direct photon fractions of the
data exceed the NLO pQCD calculations, especially minimum bias and cen-
tral collisions.

Comparison with other collision systems

The direct photon fraction has been measured by the virtual photon method
in several collision systems at

p
sNN = 200 GeV. Figure 4.2 shows direct

photon fractions as a function of transverse momentum measured by the
virtual photon method in p+p, d+Au, Cu+Cu, and Au+Au in minimum
bias events. The error bars denote the statistical uncertainty, while the error
boxes represent the systematic uncertainty. The data points are compared
with the NLO pQCD calculations with three theoretical scales.

107
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Figure 4.1: Direct photon fraction measured with the virtual photon method
as a function of transverse momentum in Cu+Cu collisions at

p
sNN = 200

GeV

The p+p and d+Au results show agreements with the NLO pQCD calcu-
lations, whereas the Cu+Cu and Au+Au results show excess over the theo-
retical expectations. Direct photons in small collision systems originate from
initial hard scattering since the hot medium is not created in the collisions.
In heavy-ion collision systems, there is a contribution of thermal radiation
from the created medium. The excess in Cu+Cu collisions is more modest
than that in Au+Au. It is possibly due to a smaller volume of the created
matter.

4.2 Direct photon spectra

The direct photon spectra are calculated from the direct photon fractions
and the decay photon yields. The decay photon yields are obtained from
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Figure 4.2: Direct photon fraction measured with the virtual photon method
for di↵erent collision systems in

p
sNN = 200 GeV: (a) p+p collisions [40], (b)

d+Au collisions [40], (c) Cu+Cu collisions by this work, and (d) Au+Au col-
lisions [39]. Expectations from NLO pQCD calculations [87] are also shown
by curves.

the EXODUS simulation. EXODUS simulates the hadron decays with pho-
tons. The considered hadrons and their decay modes are tabulated in Table
4.1. The input shape of the transverse momentum distribution for the ⇡0

meson is a modified Hagedorn function, and the shapes for other mesons are
obtained from the transverse invariant-mass scaling. The evaluated decay
photon spectra for three centrality classes are shown in Fig. 4.3. The to-
tal decay photon spectra are denoted by the black line, while colored lines
indicate decay photon contributions from each hadron decay.

Direct photon spectra are obtained by multiplying the direct photon frac-
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Table 4.1: Considered hadrons and their decay modes in the decay photon
simulation by EXODUS. Branching ratios are from the Particle Data Group
[84].

Mother particle Decay modes Branching ratio
⇡0 2� (98.823 ± 0.034)%

�e+e� (1.174 ± 0.035%
⌘ 2� 39.41 ± 0.20)%

�⇡+⇡� (4.22 ± 0.88)%
�e+e� (6.9 ± 0.4) ⇥ 10�3

3⇡0 (32.68 ± 0.23)%
⇡02� (2.7 ± 0.5) ⇥ 10�4

! ⇡+⇡�⇡0 (89.2 ± 0.7)%
⇡0e+e� (7.7 ± 0.6) ⇥ 10�4

⇡0� (9.28 ± 0.28)%
⌘0 2� (2.20 ± 0.08)%

�e+e� < 9 ⇥ 10�4

!� (2.75 ± 0.23)%
⇢� (29.1 ± 0.5)%

⇡0⇡0⌘ (22.2 ± 0.8)%
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Figure 4.3: Decay photon spectra in Cu+Cu collisions at
p

sNN = 200 GeV
for minimum bias, 0–40%, and 40–94% centrality classes calculated by the
EXODUS simulation.

tion by the decay photon spectrum. The calculation is given by:

dNdirect�

dpT
=

r�

1 � r�

dNdecay�

dpT
(4.1)

where r� is the direct photon fraction defined by:

r� =
direct�

inclusive�
. (4.2)
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The direct photon invariant yield is obtained from the following equation:

E
d3N

dp3
T

=
1

2⇡pT

dNdirect
�

dpT dy
=

1

2⇡pT

1

Nevents

Ndirect
�

�pT�y
(4.3)

where Nevents is the number of events for each centrality, and �pT and �y
are the given transverse momentum and rapidity bin, respectively.

Figure 4.4 shows the direct photon spectra in Cu+Cu collisions at
p

sNN =
200 GeV for minimum bias, 0–40%, and 40–94% centralities. The direct
photon spectrum in Cu+Cu minimum bias collisions is compared to the TAA

scaled p+p results and its parameterized function. The scaling parameter TAA

is evaluated from the Glauber calculations. The spectra in other centralities
are compared with the parameterized function. The scaled p+p results [40]
are parameterized by a modified power-law function App (1 + pT

2/Bpp)
npp .

The fit function is an empirical parametrization, but it describes the p+p
results well, especially at the low transverse-momentum region. The direct
photon spectra in Cu+Cu collisions have a clear enhancement from the bi-
nary scaled p+p results.

Spectrum comparison with Au+Au collision system

The direct photon spectra in Cu+Cu collisions are compared to the Au+Au
results at

p
sNN = 200 GeV. The Npart in Cu+Cu 0–40% and 40–94% central-

ities are comparable to the Au+Au 40–60% and 60–92% centralities. The
Npart of 0–40% and 40–94% centralities are 66.4 and 11.6, while those for
Au+Au collisions are 56.0 (40–60%) and 12.5 (60–92%).

The spectra in Au+Au collisions are scaled by the Npart ratios, and the
scaled spectra are shown with the open square markers in Fig. 4.4. The
spectra in Cu+Cu collisions are consistent with the Au+Au results within
the uncertainties.

Temperature estimation

It is known that the excess yield of the direct photon spectrum indicates
the contribution from thermal photons arisen from Quark-Gluon Plasma;
therefore, the inverse slope of the spectrum implies the e↵ective temperature
of the created matter. The spectrum is parameterized as:

A exp

✓
�pT

T

◆
+ TAAApp

✓
1 +

p2
T

Bpp

◆npp

. (4.4)
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Figure 4.4: Direct photon spectra in Cu+Cu collisions for (a) minimum bias,
(b) 0–40%, and (c) 40–94% centrality events. The Cu+Cu minimum bias
result is shown together with the TAA scaled p+p spectra and its fit results.
The central and peripheral results for Cu+Cu collisions are compared to the
p+p parameterized function and the Npart scaled Au+Au peripheral results.
Furthermore, the inverse slopes of the exponential function fit to the data
give the e↵ective temperature.

The function consists of two terms. The first term denotes an exponential
function with the free parameters A and T . The parameter T is the inverse
slope, and it implies the e↵ective temperature of the created matter. The
second term of the function represents the scaled p+p parameterization. The
parameters in the second term are calculated by the fit on the measured direct



CHAPTER 4. RESULTS AND DISCUSSION 114

photon spectra in p+p collisions at
p

s = 200 GeV. The data points are
measured by the virtual photon method at the low transverse-momentum
region pT < 6 GeV/c, and the real photon measurement results are also
shown together at the high transverse-momentum region 4 < pT < 10 GeV/c.
The inverse slope are 285 ± 53 (stat) ± 57 (syst) MeV/c for minimum bias
collisions, 333 ± 72 (stat) ± 45 (syst) MeV/c for 0–40% centrality events, and
237 ± 117 (stat) ± 212 (syst) for 40–94% centrality events, respectively.
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Figure 4.5: The e↵ective temperature as a function of Npart for Cu+Cu and
Au+Au collisions at

p
sNN = 200 GeV

The Npart dependence of the e↵ective temperature is investigated shown
in Fig. 4.5. The measured temperature is compared to the Au+Au results atp

sNN = 200 GeV. The Cu+Cu data points present in the small-Npart region.
There is no clear Npart-dependence on the e↵ective temperature in the same
collision energy.
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4.3 Rapidity density

Integrated direct photon yields called the rapidity densities are further in-
vestigated in Cu+Cu collisions. The rapidity density at the mid-rapidity is
calculated by summing the direct photon yields in given transverse momen-
tum bins considered with the bin width correction:

dN

dy
= 2⇡

X

pi
T >1GeV/c

�
pT

iyi
�C

i
bw�pT

i
�
, (4.5)

C i
bw =

Z pT .max

pT .min

ffit (pT ) dpT /
⇥
ffit(pT

i)�pT
i
⇤
, (4.6)

where yi
� and �pT

i are the direct photon yield and transverse momentum
bin-width for the ith pT bin, respectively. ffit (pT ) is the fit function to the
data points of direct photon spectra.

Figure 4.6 shows the rapidity densities in Cu+Cu collisions with three
centrality bins at

p
sNN = 200 GeV as functions of Npart. The rapidity

density tends to increase logarithmically as a function of Npart. The rapidity
density clearly increase with Npart, whereas the e↵ective temperature are
approximately 250 MeV/c independent Npart. The Cu+Cu rapidity densities
are compared with the Au+Au results at the same collision energy [42]. A
simple power-law function with the fixed power of 1.25 is employed to fit both
the Cu+Cu and Au+Au results, and the function is reported in Ref. [44].
The Cu+Cu data give the data points in the small Npart region. The simple
function works well to describe the Npart dependence. The direct photon
rapidity density for the di↵erent collision system-size at the same collision
energy seems to follow the identical scaling. It suggests that the sources
of low transverse-momentum direct photons are no qualitative change for
di↵erent centrality and system size at

p
sNN = 200 GeV.

Comparison to other collision systems

The Cu+Cu rapidity density results are further compared to the other col-
lision systems with di↵erent collision energies and collision sizes. Figure 4.7
shows the integrated direct-photon yields (pT > 1.0 GeV/c) as a function
of dNch/d⌘ for various collision systems, including the Cu+Cu results [44].
dNch/d⌘ is a charged particle multiplicity. It is roughly proportional to Npart
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Figure 4.6: Rapidity densities of the direct photon yield for pT > 1 GeV/c
as functions of Npart and dNch/d⌘ together with the Au+Au results. The
power-law functions are the fit results for the Au+Au data.

for fixed beam energy, and it does not saturate unlike Npart. dNch/d⌘ signi-
fies the system size at the hadronization. The rapidity densities in heavy-ion
collisions are fitted by a power-law function with a fixed power of 1.25. The
power-law function describes the dNch/d⌘ dependence of the rapidity den-
sities for heavy-ion collisions well. The rapidity density of the fit to p+p
data and pQCD calculations seem to be the similar power to the heavy-ion
collision resutls, although the yield is smaller.

The rapidity densities in the heavy-ion collision results measured in the
wide range of the collision energy from

p
sNN = 39 to 2760 GeV, and di↵er-

ent collision systems follow the same scaling behavior. Even if the number
of charged particles is the same, the initial conditions of the QGP should be
di↵erent for di↵erent collision energies. If thermal photons are the dominant
source at the low transverse-momentum region, the result suggests that ther-
mal photons are emitted near the QGP-hadron transition. The direct photon
spectrum itself has a large yield, suggesting an early contribution. However,
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its integral, rapidity density implies that low transverse-momentum direct
photons arise from the collision’s late stage. Besides, the simple power-law
function, which is only two parameters, empirically describes the heavy-ion
collision data very well. It suggests that some fundamental commonality is
underlying the production mechanism of the direct photon production.

selections. Above 3–4 GeV=c, the normalized yield is the
same as for pþ p collisions and can be reproduced by
perturbative quantum chromodynamics (pQCD) calcula-
tions with a renormalization and factorization scale of μ ¼
0.5pT [51,54]. Here, the pQCD calculation was normalized
to the experimental dNch=dη for

ffiffiffi
s

p
¼ 200 GeV from [55].

Also shown in Fig. 1(b) is an empirical fit to the pþ p data
[56] of the form að1þ p2

T=bÞc [40]. Below 2–3 GeV=c, the
normalized yield in Auþ Au collisions is significantly
enhanced compared to that in pþ p collisions, but follows
the same scaling behavior with ðdNch=dηÞ1.25 independent
of centrality.
Panels (a) and (c) of Fig. 1 show that for pT below

2–3 GeV=c the same scaling withðdNch=dηÞ1.25 occurs for
different

ffiffiffiffiffiffiffiffi
sNN

p
and collisions systems. Below 2 GeV=c the

spectra have very similar shapes. We note that the apparent
difference of the inverse slopes reported by PHENIX [8]
and ALICE [11] is largely due to the different fit ranges
used [57].
At higher pT, the expected difference with

ffiffiffiffiffiffiffiffi
sNN

p
is

observed. As for
ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV, at high pT ,the
2760 GeV data are well reproduced by the pQCD calcu-
lation, though only above 5–6 GeV=c rather than
3–4 GeV=c. Note that the extrapolated pQCD calculations
for pþ p at different

ffiffiffi
s

p
seem to converge to the

same normalized yield at low pT, but at a tenth of the
Aþ A yield.
We quantify direct photon emission by integrating the in-

variant yield above pT ¼ 1.0 GeV=c and pT ¼ 5.0 GeV=c.
The integrals with the lower threshold will be dominated by
excess low pT photons unique to Aþ A collisions, while the
integrals with the higher threshold are more sensitive to
photons from initial hard scattering processes. The results are
shown in Figs. 3 and 4 as a function ofdNch=dη. Also plotted
are power-law functions AðdNch=dηÞα with fixed α ¼ 1.25
and a normalization fitted to the data.
For Aþ A collisions, the integrated yields for the

1.0 GeV=c threshold, shown in Fig. 3, scale as ð7.140%
0.265Þ × 10−4 ×ðdNch=dηÞ1.250. We find the same
scaling if α is not constrained: ð8.300% 1.680Þ × 10−4×
ðdNch=dηÞ1.225%0.034. The Aþ A points are compared to the
integrated yield for

ffiffiffi
s

p
¼ 200 GeVpþ p obtained from the

fit to the data, which is scaled withNcoll to the corresponding
dNch=dη for each

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeVAþ A point. Thewidth
of the band is given by the combined uncertainties on the fit
function and Ncoll. It is parallel to the Aþ A trend but lower
by about an order of magnitude. Also shown are the scaled
integrated yields from pQCD calculations for

ffiffiffi
s

p
¼ 62.4,

200, and 2760 GeV, consistent with the band independent of
beam energy.
For the pT threshold of 5 GeV=c the integrated yields

from Auþ Au and pþ p at 200 GeV follow the same
ðdNch=dηÞ1.25 trend, and are described by the pQCD
calculation. The 2760 GeV data are also consistent with
ðdNch=dηÞ1.25 but show a significantly higher yield than at

200 GeV data at the same dNch=dη. The Ncoll scaled pQCD
calculation is about 30% below the data, which may not be
significant considering the 25% systematic uncertainty on
the calculation.
While the functional form AðdNch=dηÞα describes the

integrated direct photon yields well, it is not unique. For
instance, the data can be equally well fitted by
AðdNch=dηÞ þ BðdNch=dηÞ4=3 [58]. For the data in
Fig. 3, this fit results in parameters A ¼ ð8.68% 3.06Þ ×
10−4 and B ¼ ð3.09% 0.45Þ × 10−4. The important point is
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FIG. 3. Integrated direct photon yield (pT > 1.0 GeV=c) vs
dNch=dη, for data sets shown in Fig. 1. The dashed line is a power
law fit with a fixed slope of α ¼ 1.25. The two upper limits
correspond to the data in 20%–40% and 40%–80% Pbþ Pb
collisions at
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p ¼ 2760 GeV. The integrated yields of the fit
to pþ p data and of the pQCD calculations are shown as well,
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Figure 4.7: Rapidity densities of direct photons with pT > 1 GeV/c as a
function of dNch/d⌘. The rapidity densities cover the wide range of collision
energies from

p
sNN = 39 to 2760 GeV and the collision nuclei of Au+Au,

Pb+Pb, and Cu+Cu. The rapidity density data are fitted by a power-law
function with the fixed ↵ = 1.25. [44]
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Summary and Conclusion

We have studied the production of low transverse-momentum direct photons
in Cu+Cu collisions at

p
sNN = 200 GeV. We have measured direct photons

by the virtual photon method with the PHENIX experiment at the RHIC
collider in Brookhaven National Laboratory.

The direct photon fraction as a function of transverse momentum is ob-
tained for three centrality classes: minimum bias, 0–40% and 40–94%. The
measured fractions are compared to the expectations from next-to-leading-
order (NLO) perturbative-quantum-chromodynamics (pQCD) calculations.
The results have an excess over the NLO pQCD calculations in all centrality
classes. The excess appears the contribution of thermal photons from the
hot medium. The Cu+Cu results are compared to the results in p+p, d+Au,
and Au+Au collisions at

p
sNN = 200 GeV. An excess over the theoretical

calculations is seen in the Cu+Cu and Au+Au results, whereas the p+p and
d+Au results correspond with the calculations. The excess in the Cu+Cu
results is relatively modest compared to the Au+Au results. It is possible
due to a smaller volume of the created medium.

Direct photon spectra have been measured, and these are compared with
the binary scaled p+p results. The Cu+Cu spectra have an excess yield
above the scaled p+p, as well as in the Au+Au collisions. The Cu+Cu spec-
tra are also compared with the Au+Au results scaled by the Npart ratio, and
the spectra are consistent within the uncertainties. An exponential fit to the
excess yield gives inverse slopes of 285±53(stat)±57(syst) MeV/c for mini-
mum bias collisions and 333±72(stat)±45(syst) MeV/c for the most central
0–40%, and 237±117(stat)±66(syst) MeV/c for 40–94% centralities. The
calculated inverse slopes indicate the e↵ective temperature of the created
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medium, and no Npart dependence is found in the temperature at the given
collision energy of

p
sNN = 200 GeV.

The Npart dependence of the direct photon rapidity density is further in-
vestigated. The Cu+Cu results are compared with the Au+Au results. The
Cu+Cu data points help to look at the dependence in the small Npart re-
gion. An increasing trend for Npart is reported in Au+Au collisions, and the
Cu+Cu results follow the same Npart dependence. A simple power-law func-
tion empirically describes the dependence with a fixed power of 1.25. This
result suggests that the principal source of low transverse-momentum direct
photons is no qualitative change. Moreover, the collision energy dependence
of the direct-photon rapidity density is discussed, and the charged-particle
multiplicity (dNch/d⌘) dependency is shown. The Cu+Cu results provide
new data points in the small dNch/d⌘ region. The rapidity density for low
transverse-momentum direct photons in heavy-ion collisions follow the same
dNch/d⌘ scaling in the wide range of collision energy between 39 to 2760
GeV. This result implies that the direct photon sources are similar across
the wide collision energy region. Even if dNch/d⌘ is the same, the initial
conditions should be di↵erent if the collision energy is di↵erent. Therefore,
the scaling suggests that the low transverse-momentum direct photons are
produced near the QGP-hadron transition.

This thesis provides the collision system-size dependence of low transverse-
momentum direct-photon production. The Cu+Cu results improve the knowl-
edge of the direct photon production, especially in the small Npart and
dNch/d⌘ regions. Theoretical models qualitatively express the direct photon
production; however, quantitative understanding has not yet been achieved.
The rapidity density of direct photons follows the unified scaling regardless of
collision system size and energy. The Cu+Cu collisions provide new results
in a small dNch/d⌘ region, but there is still a gap between the p+p collision
results. The PHENIX experiment has taken the data for small collision sys-
tems, such as p+Au and 3He+Au collisions to understand the direct photon
production in smaller dNch/d⌘ region than the Cu+Cu peripheral collisions.
The studies of direct photon production in small collision systems have be-
gun, and it will help quantitative understanding of low transverse-momentum
direct photon production.
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Appendix A

Data table

Table A.1: Direct photon fraction in Cu+Cu minimum bias

pT r� Stat. error Syst. error
1.0< pT <1.5GeV/c 0.045 0.022 0.548
1.5< pT <2.0GeV/c 0.116 0.027 0.231
2.0< pT <3.0GeV/c 0.064 0.032 0.334
3.0< pT <5.0GeV/c 0.168 0.072 0.195

Table A.2: Direct photon fraction in Cu+Cu 0–40% centrality

pT r� Stat. error Syst. error
1.0< pT <1.5GeV/c 0.044 0.025 0.618
1.5< pT <2.0GeV/c 0.127 0.032 0.259
2.0< pT <3.0GeV/c 0.090 0.038 0.315
3.0< pT <5.0GeV/c 0.217 0.085 0.213
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Table A.3: Direct photon fraction in Cu+Cu 40–94% centrality

pT r� Stat. error Syst. error
1.0< pT <1.5GeV/c 0.065 0.034 0.350
1.5< pT <2.0GeV/c 0.061 0.046 0.357
2.0< pT <3.0GeV/c 0.088 0.060 0.434

Table A.4: Direct photon yield in Cu+Cu minimum bias

pT Mean Stat. error Syst. error
1.1874 0.0121337 0.00611175 0.00635632
1.7006 0.00304398 0.000811146 0.000621467
2.2915 0.000287172 0.000153236 8.98173e-05
3.4444 3.24082e-05 1.65889e-05 5.26481e-06

Table A.5: Direct photon yield in Cu+Cu 0–40% centrality

pT Mean Stat. error Syst. error
1.1875 0.0289627 0.0172251 0.017096
1.7008 0.00805553 0.00229759 0.00181826
2.2898 0.00097946 0.000454379 0.000280948
3.445 0.000104529 5.22027e-05 1.74203e-05

Table A.6: Direct photon yield in Cu+Cu 40–94% centrality

pT Mean Stat. error Syst. error
1.1879 0.00478253 0.00266948 0.00156414
1.7034 0.000411663 0.000329365 0.000137916
2.297 0.000116383 8.59435e-05 4.5993e-05
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Table A.7: Direct photon rapidity density in Cu+Cu collisions

Centrality dN/dy Stat. error Syst. error
Minimum Bias 0.0670627 0.0233227 0.0239785

0–40% 0.169709 0.0657873 0.0646457
40–94% 0.0217306 0.0101927 0.00592101
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