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Chapter 1

Introduction

1.1 Background
Motion blur is a well-known phenomenon that occurs when shooting images of fast-

moving scenes. The degradation degree of images caused by motion blur depends on the

duration of the camera exposure, as well as on the apparent speed of the target scenes, and

the camera’s exposure time is often decreased in order to reduce motion blur. However,

a trade-off exists between brightness and motion blur in image shooting, because it is

difficult to obtain non-blurred bright images with a decreased exposure time since less

light is then projected onto the image sensor. This trade-off is extremely aggravated in

highly magnified observations of fast-moving scenes in various application fields which

may not use a strong illumination, such as flowing cells in microscopic fields, precise

inspections of products on a moving conveyor line, and road surface and tunnel wall

inspections from a moving vehicle, because the apparent speed of the scene increases in

the magnified camera view, and the light that is projected on the image sensor diminishes

when the magnification is increased.

1.2 Onsite activities in TAOYAKA program
To summarize the problems of the motion-blur in the various areas, I have joined

several onsite activities in the TAOYAKA program. Through these activities, I have ex-

plored actual applications related to the motion-blur, especially in disadvantaged areas.

In the first activity, I had joined an onsite education and learned the concept of

1



2 CHAPTER 1. INTRODUCTION

health monitoring of infrastructure in the TAOYAKA program. Recently, Japanese gov-

ernments obligated the periodic inspection of the infrastructures. The required demand of

the evaluation index for road tunnel inspections by the robot technology from the Japanese

government in 2018 is recognitions of a crack on the tunnel wall with 0.3-mm-width [1].

As seen from this parameter, it needs high-quality images of damaged areas for health

monitoring. Under these circumstances, several inspection systems from a fast-moving

vehicle [2] have already been developed and have succeeded in reducing inspection time

and labor costs. The inspection speed of the vehicle has a trade-off relationship between

the efficiency and the precision because the high-speed scanning from the moving vehicle

deteriorates the quality of images due to motion blur.

In the second activity, as a reverse innovation approach in the TAOYAKA program,

I had surveyed a hilly and mountainous area in the Sera city in Hiroshima prefecture in

Japan. In the hilly and mountainous area of Japan, agricultural developments are fac-

ing more and more problems such as abandoned farmland, a lack of labor force, and

a lowland cultivation ratio. Under such backgrounds, it is urgent and necessary to de-

velop comprehensive monitoring of agricultural land use, thus to assess the agricultural

resource management and try to improve it. Like most cities in hilly and mountainous

areas of Japan, Sera also has a depopulation and an aging population problem. Most

farmers also have no successors that cause the problem of the labor shortage. Thus, I

proposed agricultural supports by video surveillance as one solution for the above issues

in the Onsite-Team-Project. I had clarified the farmers’ need for the system specifica-

tions as the goal in this project. I surveyed two unions: Kirarikariyama (15 households)

and Kurohada (9 households) to have a comprehensive understanding of their demands.

As a result, the frequency to look around is once in several days in the evening or early

morning. The image quality of cameras is less than averaged 0.74 pixels/mm. The farm-

ers need high-quality images of the crop when monitoring the broad agricultural fields;

therefore, a new high-resolution scanning system using a high-speed flying drone may be

required. In the system, the high viewpoint velocity in images would occur. In contrast, it

might need a long exposure time for shooting high-dynamic-range images when it keeps
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the recognizability of crop in images. Hence, the trade-off problem of the motion-blur in

this situation will exist as well. The section of the appendix summarized this activity of

the Onsite-Team-Project.

As described above, a new video camera system that can capture non-blurry and

bright images of fast-moving objects with the long exposure time of the camera is required

for various actual applications, including the disadvantaged areas.

1.3 Overview of this study
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Figure 1.1: Concept overview of this study.

In this study, we develop a motion-blur-free high-frame-rate (HFR) video camera

that can capture non-blurred images of fast-moving objects without lowering the cam-

era’s exposure time. It realizes motion-blur-free high-frame-rate video capturing for fast-

moving objects as our research direction is that a camera captures the objects via a mirror

actuator. The motion-blur-free HFR video camera consists of a high-speed vision that can

capture an HFR image at variable frame-timing and a high-speed mirror actuator, which
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controls its mirror angle at a high frequency. We propose novel concepts in order to re-

alize a real-time motion-blur-free HFR video shooting for high-speed moving objects.

Figure 1.1 shows the concept of our research.

The first concept is a camera-driven method with a high-speed mirror actuator for

frame-by-frame intermittent tracking. Motion blur in video shooting of moving objects

depends on their apparent motions on the image sensor when the shutter is open, that is,

when the incident light accumulates on the image sensor, whereas their apparent motions

cause no motion blur when the shutter is closed, that is, when the image sensor is blind to

any incident light. Thus, in this tracking method, the mirror-based vision system shoots

non-blurred and bright videos of fast-moving scenes with a fixed camera position by al-

ternating the tracking control methods according to whether the shutter is open or closed.

This concept was mentioned in Chapter 3.1.2 in detail. We developed a motion-blur-free

video shooting system that simultaneously controls the angles of the pan and tilt mirrors

on a 2-DOF piezo actuator-based active vision system for HFR video shooting through

the implementation of a frame-by-frame intermittent tracking algorithm in real-time, and

conducted several experiments in Chapter 4.

The second concept is an actuator-driven method for frame-by-frame intermittent

tracking. Building on the camera-driven method with a high-speed mirror actuator in

which the actuators are simultaneously controlled for tracking in synchronization with

the camera’s frame timings, we extend the method to the actuator-driven method so that

the camera’s frame-capture-event and the mirror amplitude are controlled for motion-

blur-free video shooting in synchronization with the large amplitude vibration of a free-

vibration-type actuator such as a resonant mirror vibrating at a high-frequency corre-

sponding to its natural frequency. The proposed concept can derive the maximum per-

formance of the free-vibration-type actuator that enables motion-blur-free shooting of

faster-moving objects at a higher frame rate. This concept was described in Chapter 3.1.3

in detail, implemented in the prototype system of Chapter 5 and Chapter 6. Its effective-

ness was verified through several experiments.

The third concept is a blur-index-based visual-feedback algorithm. In order to solve
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the problem of a conventional object-position-based visual-feedback algorithm in the

other motion-blur-free video camera systems, this concept realizes a visual-feedback con-

trol for a camera viewpoint-velocity to facilitate motion-blur-free high-frame-rate video

recording of moving objects without relying on object patterns at a higher frequency. In

this research, we utilized an edge-intensity calculation in image processing as the blur-

index. The implemented edge-intensity-based visual-feedback algorithm was executed

by differencing the summation of edge-intensities of two consecutive images captured at

distinct viewpoint-velocities. This concept was mentioned in Chapter 3.2 in detail, im-

plemented in the prototype system of Chapter 6, and verified its effectiveness through this

study.

1.4 Outline of Thesis
This thesis is organized as 7 Chapters, including this introduction.

Chapter 2 summarized related works on motion deblurring, image stabilization,

high-speed vision, and line camera with time delay integration mode.

In Chapter 3, we proposed the concept of the camera-driven method with the high-

speed mirror actuator, the actuator-driven method, and the blur-index-based visual-feedback

algorithm for realizing the motion-blur-free high-frame-rate video capture. A frame-

capture-event control and an amplitude control in the actuator-driven approach were pro-

posed for the viewpoint velocity control during the exposure time.

In Chapter 4, a motion-blur-free high-frame-rate video camera using a 2-DOF piezo

mirror was developed to verify the effectiveness of the camera-driven frame-by-frame

intermittent tracking method with the high-speed mirror actuator for shooting non-blur

and bright images of fast-moving objects.

In Chapter 5, a motion-blur-free high-frame-rate video camera using a resonant

mirror was proposed to verify the effectiveness of the actuator-driven frame-by-frame in-

termittent tracking method for capturing clear and high-brightness images of fast-moving

objects.

In Chapter 6, a motion-blur-free high-frame-rate video camera with the blur-index-
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based visual-feedback algorithm was proposed to capture non-blurred image sequences

even when unsteady rapid relative motion occurs between shooting complexed objects

and cameras. The effectiveness of the developed camera system was verified in several

experiments.

In Chapter 7, the final chapter, it summarized the contributions of this study and

discussed future work.

The appendix included the report of the technical creation course in the Onsite-

Team-Project in the TAOYAKA program.



Chapter 2

Related Works

2.1 Motion Deblurring
In order to reduce image degradation due to motion blur when observing moving

scenes, many motion deblurring methods [3, 4] have been proposed to restore the blurred

images by deconvolution using the estimated blur kernels that express the degrees and

distributions of motion blur in the images. Blind deconvolution methodologies were used

to estimate the blur kernels from a single image using parametric models for maximum

a posteriori estimation [5–7]. In addition, various types of single-image motion deblur-

ring methods have been proposed for correct prediction of true edges using filters [8–10],

multi-scale coarse-to-fine approaches [11, 12] and reduction of ill-posed image priors in

the deblurred images such as normalized sparsity priors [13], color priors [14], patch pri-

ors [15], dark channel priors [16] and smoothness priors [17]. Multi-image motion

deblurring methods have been used to accurately estimate the blur kernels from multi-

ple images such as super-resolution for consecutively captured images [18–20], a high-

resolution still camera with a video camera [21, 22] and image deblurring with blurred

image pairs [23, 24]. Considering a camera motion model such as a perspective mo-

tion model [25] and simplified three-DOF models [26, 27], several studies have reported

motion deblurring systems by estimating the camera’s egomotion with gyro sensors and

accelerometers [28] or the camera’s geometric location [29]. The CNN-based approaches

have been presented to estimate the unknown blur functions on complex Fourier coeffi-

cients [30], motion flow estimation [31], handling kernel [32] and conditional adversarial

7
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networks [33]. Most of these motion deblurring methods dealt with image restoration of

input images degraded due to motion blur, and they did not consider the acquisition of

non-blurred input images. There were limitations to the extent to which the images could

be improved, and it was difficult to completely eliminate motion blur in the input images

when significant changes with large displacement occurred in the images.

2.2 Image Stabilization
To reduce undesirable motion resulting from shaking or jiggling of the camera, a

large number of image stabilization techniques has been developed. These techniques

can be categorized into: (1) optical image stabilization (OIS) and (2) digital image stabi-

lization (DIS). The lens-shift OIS systems have been designed to shift their optical path

using optomechatronic devices such as shift-mechanisms for lens barrels [34, 35], a flu-

idic prism [36], a three-DOF lens platform with magnetic actuation [37], pan-tilt servo

systems with a high-frame-rate camera [38, 39] and a deformable mirror [40]. For small

systems such as mobile phones, the sensor-shift OIS systems have been compactly de-

signed to shift their image sensors using voice coil actuators [41–46]. Many types of

multi-DOF gimbal control systems [47–51] have been also used in OIS systems in hand-

held shooting and drone-based aerial videography with ready-made commercial digital

cameras. These OIS systems can stabilize input images for reducing motion blur result-

ing from camera shake by controlling the optical path with the camera’s internal sensors

such as gyro sensors. However, these systems are not suitable for shooting blur-free im-

ages of fast-moving scenes when the camera is fixed. This is because the internal sensors

cannot detect any apparent motion in the captured images. DIS systems can stabilize input

images by compensating the residual fluctuation motion using an image processing tech-

nique that estimates the local motion vectors such as block matching [52–54], bit-plane

matching [55, 56], feature point matching [57–62] and optical flow estimation [63–66].

Most of these DIS systems do not need any additional mechanical or optical device, and

this feature makes them suitable for low-cost electronics. However, these systems are

not suitable for capturing non-blurred input images because they cannot address existing
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motion blur in the captured images. Since its origination in [67], many high-speed pho-

tography methods and systems with strobe lights [68–71] have been developed. They can

shoot videos of fast-moving objects without motion blur with very short strobe pulses,

whereas they cannot shoot videos of fast-moving objects at distant places under daylight

conditions because ambient light becomes dominant.

2.3 High-Speed Vision
In order to track fast-moving objects with visual feedback, many real-time high-

speed vision systems operating at 1000 fps or more have been developed [72–75]. Various

types of image processing algorithms such as optical-flow [76], camshift tracking [77],

multi-object tracking [78], feature point tracking [79] and face-tracking [80] have been

implemented for HFR visual tracking accelerated by field-programmable gate arrays (FP-

GAs) and graphic processing units (GPUs) on high-speed vision systems. The effec-

tiveness of high-speed vision has been demonstrated in tracking applications such as

robot manipulation [81–84], multicopter tracking [85, 86], honeybee [87], microscopic

cell analysis [88–91] and vibration analysis [92]. The tracking performances of most of

these tracking systems are limited by the time delay of dozens of frames for convergence

in tracking control, because the responsive speed of the actuator is much slower than those

in the accelerated video capturing and processing in high-speed vision systems. Recently,

the 1-ms auto pan-tilt system [93] using galvano-mirrors with accelerated pan-tilt actu-

ators has achieved dynamic image control for ultrafast tracking of moving objects, and

such galvano-mirror-based active vision systems can function as virtual multiple tracking

cameras that can observe hundreds of different views in a second [94]. By tracking an

object to be observed in the center of the camera view with visual feedback, such high-

speed tracking systems can reduce motion blur without decreasing their exposure time

because the apparent motion of the object to be observed can be canceled in the camera

view when the tracking control works correctly. However, motion-blur-free video shoot-

ing in such systems is limited to a single target object because the viewpoints cannot be

freely changed for observing other objects when the target object is tracked in the camera
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view.

2.4 Line Scan Cameras with Time Delay IntegrationMode
For the solution of capturing bright and non-blur images without lowering the shut-

ter speed, many line-scan cameras with time delay integration (TDI) mode have been

proposed [95–97]. Moreover, a block-matching algorithm [98] and an image restora-

tion method [99] have been implemented for the noise compensation of system vibra-

tion. Those systems can capture the images by integrating the pixel values when shooting

ranges shift little by little and get the brightness and non-blurred images. However, the

synchronization of the shooting timing with the object’s movement completely is espe-

cially difficult because the speed information has some noises in which case it captures

the high-speed objects.



Chapter 3

Concept

3.1 Frame-by-frame Intermittent Tracking Method

3.1.1 Conventional Approach
For viewpoint-free video shooting of fast-moving objects without the motion-blur,

in microscopic observation with a fixed camera view, Ueno et al. [100] developed a

motion-blur-free microscope using a frame-by-frame intermittent tracking method. Mo-

tion blur in video shooting of moving objects depends on their apparent motions on the

image sensor when the shutter is open, that is, when the incident light accumulates on the

image sensor, whereas their apparent motions cause no motion blur when the shutter is

closed, that is, when the image sensor is blind to any incident light. In the conventional

frame-by-frame intermittent tracking method, it can reduce motion blur in video shooting

by alternating control methods in a high-speed active vision system, from vision-based

mechanical tracking control to back-to-home control, according to whether the camera

shutter is open or closed; the active vision system changes the optical path to the image

sensor. The microscopic tracking system realized non-blurred video shootings of unidi-

rectionally moving objects at a high frame rate using a piezo actuator-based microscopic

tracking system. However, the object speed for motion blur reduction was limited to 10

mm/s or less at submillimeter-level due to the upper limit of the movable range of the 1-

DOF linear piezo stage, and it can not use for motion-blur-free video-shooting of general

objects fast-moving in real space, which are two-dimensionally moving at several meters

per second.

11



12 CHAPTER 3. CONCEPT

motionio -blur-free motioionionionnnnnnnnnnnnnnnnnnnnnnnnnnn----blblblblbluuuuuurrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr-------frrff
camera

high-speed
actuator

motion-blur-free camera

high-speed vision

ultrafast
viewpoint control

target scene
fast-moving

open exposure close exposure

no motion blur

open exposure close exposure

no motion blur

frame k frame k+1

tracking back-to-home tracking back-to-home

activeactive
vision

activeactive
vision

activeactive
vision

activeactive
vision

target target target target

ddddddddddddddddddddddddon’t’t care care

captured capturedcaptpturred

exposure  & f rame  t i mi ng

camera-driven 
intermittent tracking

high-speed
actuator

high-speed
vision

master

slave

synchroniza on

Figure 3.1: Concept of camera-driven frame-by-frame intermittent tracking with
high-speed mirror actuator.

3.1.2 Camera-driven Approach with High-speed Mirror Actuator
In this study, we introduce a camera-driven frame-by-frame intermittent tracking

method [100] that can reduce motion blur in video shooting by alternating control meth-

ods in a high-speed mirror-active vision system, from vision-based mirror tracking control

to back-to-home control, according to whether the camera shutter is open or closed; the

mirror-active vision system changes the optical path to the image sensor. This concept is

illustrated in Figure 3.1. The vision-based mirror tracking control is activated to maintain

the relative velocity between the coordinate systems of the object and the image sensor

at zero when the shutter is open; it is operated by estimating the apparent velocity of the
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objects in images in real-time. The back-to-home control is activated to reset the optical

path of the camera to its home position when the shutter is closed. This control, while

requiring no information from the image sensor, ensures that the movable range of the

active vision system is not exceeded.

As compared with methods presented in related researches, our camera-driven frame-

by-frame intermittent tracking method with the high-speed mirror actuator has the follow-

ing advantages.

(1) Motion-blur-free video shooting : without decreasing the exposure time of the cam-

era, high-brightness images of fast-moving objects can be captured without motion blur.

(2) Vision-based frame-by-frame image stabilization : without any internal sensor being

required, the apparent speed of fast-moving objects on the image sensor can be controlled

at zero in every frame with real-time motion estimation, which is accelerated by high-

speed video processing.

(3) Free-viewpoint observation : users can freely alter the viewpoint of the camera, when

it is controlled by frame-by-frame intermittent tracking. The method includes fixed-

viewpoint observation.

In the camera-driven method with the high-speed mirror actuator, the frame-by-

frame switching viewpoint control from vision-based tracking control to back-to-home

control can be expressed with the saw-tooth-like trajectory of the position of the image
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sensor desired at time t, p(t), according to whether the shutter is open or closed:

p(t) =

 p0 + u(ts(t)) · (t − ts(t)) (0 ≤ t − ts(t) < τo)

p0 (otherwise).
, (3.1)

where p0 is the home position of the image sensor. τo and τc are the open and closed

shutter duration, respectively. ⌊a⌋ is the maximum integer that does not exceed a and

ts(t) = ⌊t/τ⌋τ is the time at which the image is shot at every frame; it is quantized by the

frame-cycle time τ = τo + τc. Figure 3.2 illustrates the saw-tooth-like desired trajectory

and control chart of our frame-by-frame intermittent tracking method. In Eq. (3.1), the

upper line expresses the control target for vision-based tracking control when the shutter

is open, and the lower line expresses the control target for back-to-home control when the

shutter is closed. It is assumed that the relative velocity between the coordinate systems

for the object and the image-sensor at time ts(t), u(ts(t)), is estimated by processing the

captured images in real-time. Thus, the state of the shutter periodically changes between

open and closed in every frame, and the two control methods should switch when the

video is shot with frame-by-frame intermittent tracking, corresponding to the frame-cycle

time τ.
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For HFR video shooting of moving objects with camera-driven frame-by-frame in-

termittent tracking, a high-speed actuator that can periodically drive the motion of an

image sensor at hundreds of hertz or more should be accelerated for frame-by-frame

switching of the control methods; its switching frequency perfectly corresponds to the

frame rate of a high-speed vision system that can estimate the apparent speeds of moving

objects on the image sensor in real-time. To design a motion-blur-free video shooting

system with camera-driven frame-by-frame intermittent tracking of moving objects, the

following constraints pertaining to a high-frequency response actuator should be consid-

ered, as well as the frame rate of the vision system, as illustrated in Figure 3.3.

(1) Limited movable range and move speed

A high-frequency response actuator has to perform a trade-off between its frequency

response and movable range. The amplitude of the repetitive motion at a high frequency

is limited because the movable range of a high-frequency response actuator gets narrower

as its mechanical time constant gets smaller. In camera-driven frame-by-frame intermit-

tent tracking with the camera exposure time, the high-frequency response actuator should

continuously track a target object whenever the camera shutter is open. However, the

motion blur cannot be completely eliminated when the distance of the object during the

time the camera shutter is open is larger than the movable range of the actuator. The

admissible speed of the target object is limited in motion-blur-free video shooting with a

large camera exposure time.

(2) Limited controllability in the high-frequency range

A high-frequency response actuator requires a certain time to attenuate its ringing

response with resonant vibration because it achieves its high-frequency drive with a low

damping ratio by reducing its viscosity such as friction. The trajectory of a high-frequency

response actuator should be linearly controlled whenever the camera shutter is open so as

to cancel the apparent speed of the target object, assuming that it moves at a fixed speed as

long as the camera shutter is open. However, it is difficult to completely eliminate ripples

in the actuator’s trajectory in the camera-driven frame-by-frame intermittent tracking at

hundreds of hertz or more because the frame interval is not larger than its damping time
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for resonant vibration, and motion blurs are still retained in the images.

3.1.3 Actuator-Driven Approach
According to the constraints stated in the previous section, the camera-driven method

with the high-speed mirror actuator using piezo-mirror [101, 102] and galvano-mirror

[103,104] cannot always derive the maximum performance of a high-frequency response

actuator, and the frame rate of a high-speed vision system should be lowered so as to

maintain the linear trajectory of the actuator during the shutter open of the camera. The

very flexible controllability of the high-speed vision system, whose frequency response

is much higher than that of the actuator, was not fully utilized in the frame-by-frame

intermittent tracking.

Thus, in this section, we propose an improved frame-by-frame intermittent tracking

method that can reduce motion blur in video shooting by controlling the camera shutter

timings in synchronization with the resonant vibration of a free-vibration-type actuator

such as a resonant mirror. Its high-frequency vibration with a large amplitude enables

the ultrafast gaze control to track fast-moving objects during the time the camera shutter

is open. Figure 3.4 shows the concept of our proposed actuator-driven frame-by-frame

intermittent tracking method, and Figure 3.5 shows the control scheme of the actuator-

driven approach.

When the camera’s viewpoint moves unidirectionally, the viewpoint’s position x(t)

at time t vibrates at a cycle time of T = 1/ f0 on the following sinusoid trajectory,

x(t) = A(t) · sin 2π
T
t. (3.2)

where f0 is the resonant frequency of the free-vibration-type actuator and A(t) is the am-

plitude of the vibration at time t for controlling the viewpoint speed as an amplitude

control, assuming x(t) = 0 when t = 0. The center exposure time τs is controlled on the

following timings:
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τs = tk + τd. (3.3)

where tk = 2nπ (n : integer) is the center time of the sinusoidal trajectory x(t) in each pe-

riod; and τd is the variable frame-capture-event that controls the slope of the approximate

line to the sinusoidal trajectory when the camera shutter is open as a frame-capture-event

control.
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In the frame-by-frame intermittent tracking with a free-vibration-type actuator, the

resonant frequency, which is a fixed value peculiar to the actuator, is not controllable, and

the speed of the camera’s viewpoint can be controlled with the amplitude of the vibration,

as well as the exposure start and end times, which determine the time range for the linear

approximation to the sinusoid trajectory. In the amplitude control of the actuator-driven

tracking approach, the exposure start and end times to capture the image at frame k, which

are expressed as tOk and tCk , respectively, are controlled so that the camera shutter is open

when the viewpoint is located in the highly linear range within the sinusoid trajectory.

The slope of the approximate line to the sinusoid trajectory when the camera shutter is

open, which indicates the speed of the camera’s viewpoint, is controlled for motion blur

reduction so as to coincide with the apparent speed of the target object on the image

sensor. In the frame-capture-event control of the actuator-driven tracking approach, the

frame-capture-event of camera τd are controlled so that the speed of the camera’s view-

point coincides with the apparent speed of the target object within the camera exposure

time, whereas the amplitude of the resonant mirror is setting as the constant value. The

velocity of the camera’s viewpoint is controlled with the camera shutter timings; thus,

it has high responsiveness at thousands of hertz or more. Figure 3.6 shows the control

method of the viewpoint velocity in our actuator-driven tracking approach.

Compared to the performance-limited mechanical actuator control in the camera-
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driven tracking approach, the actuator-driven tracking approach can derive the maximum

mechanical performance of a free-vibration-type actuator enables motion-blur-free video

shooting of faster-moving objects at a higher frame rate, whereas a free-vibration-type

actuator is plagued by the following limitations:

(1) Unresponsive amplitude control in resonant vibration

A free-vibration-type actuator tends to move on a periodic trajectory with a certain

hysteresis caused by friction, and it has largely deviated from the ideal sinusoid trajectory

in the case of the resonant vibration with a small amplitude. In the amplitude control of the

actuator-drive tracking approach, such properties may degrade the tracking performance

in video shooting a target object whose speed is either very low or varies with time.

(2) Limited time aperture ratio

In the camera-driven tracking approach, the time aperture ratio, which is the ra-

tio of the frame interval and the exposure time in video shooting, can be programmably

determined by designing the target trajectory of the camera’s viewpoint freely, whereas

the high-frequency response actuator cannot move on the target trajectory with a large

amplitude, due to its limited movable range and speed. On the other hand, the time aper-

ture ratio in the actuator-driven tracking approach is limited due to the sinusoid trajectory

with resonant vibration. This is because the camera shutter timings are automatically

determined so as to guarantee the linear motion of the camera’s viewpoint when the cam-
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era shutter is open, whereas the percentage of the linear range on the sinusoid trajectory

decreases as the exposure time increases.

(3) Limited delay time ratio

The delay time ratio in the actuator-driven tracking approach, which is the ratio of

the mirror interval and the center time of the exposure time, is limited as well because

the percentage of the linear range on the sinusoid trajectory decreases especially when

the sloped of viewpoint trajectory during exposure time is small under the low-speed

condition of the shooting objects. In the frame-capture-event control of the actuator-drive

tracking approach, the system of tracking performance may be reduced when the shooting

objects at a lower speed.

3.2 Blur-Index-Based Visual-feedback Algorithm
Conventionally the visual-feedback algorithm for viewpoint speed during exposure

time has been used for motion-blur-free HFR vision systems [100–102, 104]. The object

detection, recognition, and tracking approaches were efficiently used for the localization

and viewpoint speed estimation. However, the robustness in the estimation rate could

not be achieved due to the pattern-dependent recognition methodology. Figure 3.7 shows

the conventional object-localization-based visual-feedback algorithm for the viewpoint

velocity.

In this study, we proposed a blur-index-based visual-feedback algorithm method

which is invariant to the patterns of shooting objects or background. It considers the
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direct proportion between a blur-index of image features and the sharpness of an image.

The viewpoint velocity of the vision system is controlled according to blur-index-based

viewpoint speed estimation using a hill-climbing algorithm. This concept needs two blur-

indexes which capture the same object are setting at slightly shifted viewpoint speeds v1

and v2 (v1 < v2). This method assumes maximizes the blur-index that results into clear

image acquisition. The viewpoint speed relationship is calculated by subtracting slower

viewpoint velocity B(v1) from faster one B(v2). The results are characterized as,
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Figure 3.8: Concept of blur-index-based visual-feedback algorithm.

(a) B(v1) < B(v2): when the difference value of blur-index (DBI) is positive that means

the viewpoint velocities are slower than the actual object speed. In this case, the

viewpoint velocity controller increases both v1 and v2.

(b) B(v1) = B(v2): when DBI is zero that means the actual object speed is located midway

in these viewpoint velocities. In this case, the controller does not change both v1

and v2. It indicates that the vision system has captured the clearest images which

are motion-blur-free.
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(c) B(v1) > B(v2): when DBI is a negative that means viewpoint velocities are faster than

the actual object speed. In this case, the controller decreases both v1 and v2.

Hence, we can control the camera viewpoint velocity from the frame-by-frame of any

object or scene irrespective of their patterns, which is a significant advantage over con-

ventional methods. Figure 3.8 shows the concept of the blur-index-based visual-feedback

algorithm method, and Figure 3.9 shows the control process of the method.



Chapter 4

Motion-Blur-Free High-Frame-Rate Video

Camera using a Piezo Mirror

In this chapter, in order to verify the effectiveness of camera-driven method with a high-

speed mirror actuator, we developed a prototype motion-blur-free video-shooting system

using a piezo mirror, which is designed for frame-by-frame intermittent tracking to allow

zoom-in imaging of fast-moving objects without incurring motion blur.

4.1 DevelopedMotion-blur-free HFRVideo Camera Sys-

tem using a Piezo Mirror

4.1.1 System Configuration
Figure 4.1 provides an overview of the prototype system when the HTZ-11000

(Joble Co., Japan) was used as the CCTV zoom lens. The system consists of a high-speed

vision platform (IDP Express) [74], a CCTV zoom lens, two piezo tilt stages (PT1M36-

500S-N, Nano Control Co., Japan) with mirror surfaces, and a personal computer (PC)

with an ASUSTeK P6T7 WS Supercomputer mainboard, Intel Core i7 960 3.20-GHz

CPU, 6-GB memory, Windows 7 Professional 32-bit OS, and a D/A board (PEX-340416,

Interface Co., Japan).

IDP Express includes a camera head and an FPGA image processing board (IDP

Express board). The camera head has a 512×512-pixel CMOS image sensor, the sensor

and pixel size of which are 5.12×5.12 mm and 10×10 µm, respectively. The camera

23
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Figure 4.1: Overview of motion-blur-free video camera system using a piezo mirror.

head was mounted on the camera port of the CCTV zoom lens. The IDP Express board

was designed for high-speed video processing and recording, and we could implement

image processing algorithms by hardware logic on the FPGA (Xilinx XC3S5000); it was

mounted using a PCI-e 2.0×16 bus I/F on the PC. The 8-bit grayscale 512×512 images

and processed results could be simultaneously transferred at 2,000 fps to the allocated

memory in the PC.

Two piezo tilt stages were used for a mirror-drive 2-DOF active vision system to

realize frame-by-frame intermittent tracking in pan and tilt directions. The piezo tilt stage

can shift its surface in the rotation direction with a 2.78×10−6 deg resolution, and its size,

weight, resonant frequency, and the range within which it can move are 36×42×29 mm,

100 g, 3,900 Hz, and 0.173 deg, respectively, when no objects are mounted on it. On the

surface of the piezo stage, a 30×30×5 mm-size aluminum mirror (TFA-30S05-1, Sigma

Koki Co., Japan) weighing 20 g was mounted. The piezo stage for the pan angle was

installed 25 mm in front of the CCTV-zoom lens, and that for the tilt angle was installed

75 mm in front of that for the pan angle; the light from the target object passes to the

tilt-mirror stage and the pan-mirror stage, and then is captured on the image sensor on the

camera head. The drive voltage for the piezo stages, supplied by a high-capacity piezo

driver (PH601, Nano Control Co., Japan), was 0–150 V, and the motor commands from

the PC were amplified in the piezo driver in order to operate the piezo stages periodically.

In this study, a frame-by-frame intermittent-tracking algorithm was software-
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implemented on the PC. The apparent speed of the objects in images was estimated in

real time using the results processed on the IDP Express board, and motor commands

were transferred to the piezo stage via the D/A board to reduce motion blur in the images.

Corresponding to the drive voltage 0–150 V of the piezo stage, analog voltage signals in

the range of 0–10.24 V were outputted from the D/A board mounted on the PC; these

signals were converted at a high rate from the 12-bit digital sequences stored in the buffer

of the D/A board. The details are described in the following subsection.

4.1.2 Integrated Algorithms
Assuming that a single object to be captured on video is moving two-dimensionally

at a certain velocity on a plane that is parallel to the image sensor’s plane, and the ob-

ject’s apparent velocity in images is proportional to its actual velocity on the plane, the

following algorithm was implemented in the prototype system in order to observe a single

object in an image.

(1) Binarization

A grayscale 512×512 input image I(x, y, t) is captured at time t = kτ at an interval

τ with an exposure time τo. I(x, y, t) is binarized with the threshold IB into B(x, y, t). The

apparent velocity of the object in the image at time t is estimated as u(t) = (c(t)−c(t−τ))/τ

with the image centroids c(t) = (M10/M00, M01/M00) at time t and t − τ. The apparent

angular velocity of the object in the pan and tilt directions of a zooming optical system,

ω(t) = (ωϕ(t), ωψ(t)), is proportional to u(t) as

ω(t) = A(c(t) − c(t − τ))/τ, (4.1)

where A is a constant parameter determined by the magnification ratio of the zooming

optical system, the pixel pitch of the image sensor, and the distance between the object

and the optic center of the optical system. M00, M10, and M01 are the zero- and first-order
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moment features of B(x, y, t) defined as

Mmn(t) =
∑
X,Y

xmyn · B(x, y, t), (m, n) = (0, 0), (1, 0), (0, 1). (4.2)

(2) Trajectory generation for intermittent tracking

The desired angular trajectory in the pan and tilt directions of the mirror-drive 2-

DOF active vision system, θd(t) = (ϕd(t), ψd(t)), is generated using the apparent angular

velocity of the target object, ω((k − 1)τ), which is estimated at t = (k − 1)τ, in order to

cancel its apparent motion on the image sensor when the shutter is open from t = kτ to

kτ + τo:

θ̂d(t) = (ϕ̂d(t), ψ̂d(t)),

=


ω((k − 1)τ)(t − kτ − τr) + θ0 (−τr ≤ t − kτ < τo)

( f (t; ϕd(kτ + τo), ϕ0) f (t;ψd(kτ + τo), ψ0)) (τo ≤ t − kτ < τb + τo)

θ0 (otherwise)

,(4.3)

θd(t) =
(
med(ϕmin, ϕ̂d(t), ϕmax),med(ψmin, ψ̂d(t), ψmax)

)
. (4.4)

where med(a, b, c) indicates the median value of a, b, and c. θ0 = (ϕ0, ψ0) indicates the

pan and tilt angles for the home position, and [ϕmin, ϕmax] and [ψmin, ψmax] indicate the

movable ranges of the pan and tilt angles of the mirror-drive 2-DOF active vision system,

respectively. τt and τb refer to the duration times of the vision-based tracking control

and back-to-home control, respectively. τr = τt − τo is the delay time required for the

mirror-drive 2-DOF active vision system to match the apparent motion of the object in

the image, corresponding to its rise time. f (t; ϕd(kτ+ τo), ϕ0) and f (t;ψd(kτ+ τo), ψ0) are

the fifth-order polynomial trajectory functions that ensure that the back-to-home control

moves the mirror-drive 2-DOF active vision system smoothly from θd(kτ + τo) to θ0 to

avoid a large acceleration. Figure 4.2 shows the timing chart for the generation of the

trajectory.

(3) Control of mirror-drive 2-DOF active vision system

After storing the desired trajectory for the duration time τt + τb, the D/A board
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Figure 4.2: Frame-by-frame intermittent tracking trajectory.

begins sending motor commands at t = kτ− τr in synchronization with the image capture

timing. The motor commands for the pan and tilt angles are amplified to the drive voltages

in the mirror-drive 2-DOF active vision system as

V(t) = (Vϕ(t),Vψ(t)) = (bϕϕd(t) + cϕ, bψψd(t) + cψ), (4.5)

where the parameters (bϕ, cϕ) and (bψ, cψ) are determined by verifying the actual pan and

tilt trajectories of the mirror-drive 2-DOF active vision system.

4.1.3 Specifications
Using this prototype system, 512×512 input images were captured at 125 fps, with

a frame interval of τ = 8 ms and exposure time of τo = 4 ms. The duration times of

the vision-based tracking control and back-to-home control were set to τt = 4.5 ms and

τb = 2.0 ms, respectively; the tracking time τt included a delay time of τr = 0.5 ms.

The desired trajectory of the pan and tilt angles of the mirror-drive 2-DOF active vision

system was generated as two 16-bit digital sequences at 200 kHz for a duration of τt + τb

= 6.5 ms; 1,310 16-bit data for each angle were updated with an 8-ms cycle time. The

home positions of the pan and tilt angles of the mirror-drive 2-DOF active vision system

were set to one end of their movable range such that θ0 = 0, where their drive voltages
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were 0 V. Because of the narrow movable ranges of the pan and tilt angles of the 2-DOF

active vision system, 0.17 deg and 0.14 deg, respectively, the maximum speed of objects

under observation without motion blur being incurred was determined theoretically by

the ratio of the movable range of the duration time of the open exposure. Considering

that the variations in the view angles via the mirrors correspond to twice those of the

mirror angles, the maximum angular speeds for the pan and tilt angles are 67.1 deg/s and

49.7 deg/s, respectively. When the focal length of the zoom lens and the pixel pitch of

the image sensor are f [mm] and ∆x = 0.01 mm, respectively, one pixel corresponds to

57.3 tan−1(∆x/ f ) ≈ 0.573 f −1 deg, assuming f ≫ ∆x; one degree corresponds to 1.75 f

pixel. When f = 112.5 mm, the maximum apparent speeds in the x and y directions on

the image sensor for objects under observation without motion blur being incurred are

13.0 pixel/ms and 9.7 pixel/ms, respectively, corresponding to the displacements of 52.2

pixels and 38.6 pixels in the x and y directions during an exposure time of 4 ms. When

f = 650 mm, the maximum apparent speeds in the x and y directions on the image sensor

for objects under observation without motion blur being incurred are 76.1 pixel/ms and

56.4 pixel/ms, respectively, corresponding to the displacements of 304 pixels and 225

pixels in the x and y directions during an exposure time of 4 ms.

The binarization in Step 1 and the calculation of the moment features in Step 2

were implemented with parallel hardware logic for 8-bit gray-level images on the user-

specific FPGA of the IDP Express board. The other steps were software-implemented as

multithreaded processes with parallel executions on the PC. The execution time for Steps

1 and 2 was 0.108 ms and for Steps 3 and 4 was 0.887 ms. The total execution time was

1.01 ms. We confirmed that all the processes could be executed for 512×512 images in

real time at 125 fps with an exposure time of 4 ms.

4.2 Experiments

4.2.1 Preliminary Trajectory Evaluation
First, we conducted a preliminary experiment to verify the relationship between the

input voltages to the piezo stages of the mirror-drive 2-DOF active vision system and its
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Figure 4.3: Input waveform for piezo stages of mirror-drive 2-DOF active vision
system.

(a) pan

(b) tilt

Figure 4.4: Angular displacements of mirror-drive 2-DOF active vision system.

angular displacements in the pan and tilt directions when the active vision system was

periodically operated on a designed trajectory at a frequency of 125 Hz. We determined
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the parameters (bϕ, cϕ) and (bψ, cψ), which are expressed in Eq. (4.5), of the trajectory

of the active vision system during the time when the shutter is open, and quantified the

nonlinear deviations with ripples in the pan and tilt trajectories. In the experiment, the

periodic voltage wave at a cycle time of τ = 8 ms was inputted to the piezo stage, as

shown in Figure 4.3; the input voltage wave was set to a linear waveform from 0 V to

a maximum voltage Vmax in a period τt = 4.5 ms, where Vmax was set to 15, 30, 45, 60,

75, 90, 105, 120, 135, and 150 V. To measure the pan and tilt angles of the active vision

system, a laser beam spot for observation was redirected by the mirrors of the active

vision system, and the locations of the laser beam spot projected on a screen at a distance

of 4,350 mm from the active vision system were extracted offline by capturing an HFR

video at 10,000 fps.

Figure 4.4 shows the angular displacements of the pan and tilt angles of the active

vision system for 30 ms when the periodic input voltage waves, the maximum voltages

of which varied from 0 to 150 V, at 125 Hz were applied to the piezo stages. In both the

pan and tilt angles, the angular displacements were periodically changed at a frequency of

125 Hz in proportion to the amplitudes of the input voltage waves, whereas they involved

certain ripple waves because of their resonant vibrations. The observed resonant frequen-

cies in the pan and tilt angles were approximately 730 Hz and 850 Hz, respectively; they

were one-fifth or less of 3,900 Hz, which is the resonant frequency of the piezo stage

when no object is mounted on it. The decrease in the resonant frequencies was caused

mainly the mirror attached to the piezo stage. It can be observed that the resonant fre-

quency in the tilt angle was less than that in the pan angle, and the amplitude of the ripple

in the tilt angle was more than that in the pan angle, because the tilt angular motion was

more strongly affected by gravity than the pan angular motion.

When the angular trajectories during the exposure time τ = 4 ms were linearized

by the least squares method, Figure 4.5 shows the relationship between their inclinations

and the input voltages to the piezo stages. It can be observed that the inclinations of

the angular trajectories, which correspond to the apparent angular velocity of the tar-

get object, varied linearly with the amplitudes of the input voltages; the parameters in
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Figure 4.5: Estimated inclinations of angular displacements and input voltages.

Eq. (4.5) were estimated as (bϕ, cϕ) = (2.10, 4.47) and (bψ, cψ) = (2.91, 1.61) for the

pan and tilt angles, respectively. Figure 4.6 shows the relationship between the estimated

angular speeds ω̃ = (ω̃ϕ, ω̃ψ) and the averaged deviations (∆ϕd,∆ψd) from the approx-

imated lines during 4 ms. In the figure, the ratio of the averaged deviation (∆ϕd,∆ψd)

to the estimated angular displacement (ϕmv, ψmv) = (ω̃ϕτ, ω̃ψτ) during the exposure time

τ = 4 ms, (∆ϕd/ϕmv,∆ψd/ψmv), is also plotted; the ratio indicates the percentage by which

our frame-by-frame intermittent tracking method can reduce motion blur in shooting fast-

moving objects. When the maximum voltage of the input image was 150 V, the angular

speeds and the averaged deviations are 49.7 deg/s and 1.91 ×10−2 deg for the pan an-

gle and 67.1 deg/s and 3.64 ×10−2 deg for the tilt angle; the ratios (∆ϕd/ϕmv,∆ψd/ψmv)

were 9.3 % and 12.8 %. It can be observed that the deviation error from the approximate

line becomes larger as the angular speeds become larger in both the pan and tile angles.

The ratio (∆ϕd/ϕmv,∆ψd/ψmv) was not so significantly changed with the estimated angular

speeds, whereas the ratio of the tilt angle was larger than that of the pan angle because

of the effect of gravity. Thus, we should consider image degradation with a certain mo-

tion blur with the above-mentioned ripple deviations in motion-blur-free video shooting

at 125 fps.

4.2.2 Circle-dot Motion at Constant Speeds
Next, we conducted video shooting experiments for a circle-dot pattern to verify the
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Figure 4.6: Relationship between estimated angular speeds and deviation errors.

relationship between the speed of an object and its motion blur. The pattern was moved

along (1) the horizontal direction and (2) the oblique direction with an inclination of 20

deg, at constant speeds of 0, 250, 500, 750, and 1,000 mm/s using a 1-DOF linear slider.

In the experiment, the HTZ-11000 (Joble Co., Japan) was used as the CCTV zoom lens;

its focal length was set to f = 650 mm. The linear slider was located at a distance of

4,350 mm from the mirror-drive 2-DOF active vision system; the 35×35 mm area on a

plane at a distance of 4,350 mm corresponded to an image region of 512×512 pixels,

and 6.84 × 10−2 mm corresponded to one pixel. We can cancel motion blur during the

4 ms exposure when shooting a target object moving at 5.21 and 3.86 m/s on a plane

4,350 mm in front of the mirror-drive 2-DOF active vision system in the vertical and

horizontal direction, respectively, corresponding to its apparent motions at 304 and 225

pixels during the 4 ms exposure time in the x and y direction on the image sensor. Figure

4.7 shows (a) an overview of the experimental environment, (b) the circle-dot pattern to

be observed, and (c) the configuration of the experimental setting. The 4-mm-diameter

circle dots were black-printed at intervals of 50 mm on a white sheet of paper.

Figure 4.8 shows the 227×227 images cropped from the 512×512 input images so

that the circle dot is located at their centers, and Figure 4.9 shows the brightness profiles
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Figure 4.7: Experimental environment and circle-dot pattern to be evaluated.

0 mm/s 250 mm/s 500 mm/s 750 mm/s 1000 mm/s

(a) with tracking (IT)

0 mm/s 250 mm/s 500 mm/s 750 mm/s 1000 mm/s

(b) without tracking (NT)

0 mm/s 250 mm/s 500 mm/s 750 mm/s 1000 mm/s

(c) motion deblurring (MD)

Figure 4.8: Images captured when a circle dot moved in the horizontal direction.

of 256 pixels on a horizontally intersected line of images when the circle dot moved at

0, 250, 500, 750, and 1000 mm/s in the horizontal direction. The threshold for binariza-

tion was IB = 50. As observed in Figures 4.8 and 4.9, the input images captured with

frame-by-frame intermittent tracking (IT) were compared with those captured without
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(a) with tracking (IT)

(b) without tracking (NT)

(c) motion deblurring (MD)

Figure 4.9: Intersected brightness profiles when a circle-dot moved in the horizontal
direction.

mechanical tracking (NT) and their motion deblurring (MD) images. The MD images

were obtained by processing the NT images offline using a non-blind convolution method

with a line kernel function [110]. The NT images became increasingly blurred in the

horizontal direction as the speed of the circle dot increased, whereas the IT images re-



4.2 EXPERIMENTS 35

mained almost entirely free of blurring regardless of the speed. Figure 4.10 shows the

227×227 images cropped from the 512×512 input images when the circle dot moved in

the oblique direction. It can be seen that frame-by-frame intermittent tracking achieves

motion-blur-free video shooting of the object moving in the oblique direction, as well as

in the horizontal direction; the NT images are blurred in the 20-deg oblique direction,

whereas the IT images are without blur at all the slider speeds. In the MD images, most

of motion blurs were remarkably reduced, whereas certain ghost errors remained in the

moving directions especially when the circle-dot moved by dozens of pixels during the

camera shutter was open. This is because it is difficult for deconvolution-based meth-

ods to completely reduce large motion blurs for nonlinear brightness images with zero or

saturation.

To evaluate the degree of motion blur of the observed the circle dot, the index

∆λ = λ+ − λ− was introduced; λ+ and λ− represent the lengths of the major and minor

axes of the approximated ellipse of the circle dot in the image. The index ∆λ increases

as the motion blur increases in the image, and is zero when the dot is a perfect circle in

the image. λ+ and λ− were estimated offline by calculating the zero-, first-, and second-

order moment features for the circle-dot region in the image, which was extracted by

binarization with a threshold of 63. Considering the offset ∆λ0 = 2.6 pixel when no

motion is present, the blur index ∆λ′ = ∆λ−∆λ0 was evaluated for the IT and NT images

in Figures 4.8 and 4.10. Figure 4.11 shows the relationship between the speed of a circle

dot and its blur index ∆λ′ for the IT and NT images; ∆λ′ was averaged for the speeds

of 50 selected images. The blur index ∆λ′ for the IT images was remarkably low at

all the speeds as compared with that for the NT images; it became larger as the speed

of the circle dot increased. When the circle dot moved in the horizontal direction, the

blur index ∆λ′ for the IT images was 0.9, 2.3, 3.1, and 2.7 pixel at 250, 500, 750, and

1000 mm/s, respectively; this corresponds to 13.3, 14.3, 11.5, and 7.4% of the respective

value of ∆λ′ for the NT images. When the circle-dot moved in the oblique direction,

∆λ′ for the IT images was 0.1, 1.9, 2.6, and 2.3 pixel at 250, 500, 750, and 1000 mm/s,

respectively; this corresponds to 1.6, 14.9, 12.2, and 7.5% of the respective value of ∆λ′
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0 mm/s 250 mm/s 500 mm/s 750 mm/s 1000 mm/s

(a) with tracking (IT)

0 mm/s 250 mm/s 500 mm/s 750 mm/s 1000 mm/s

(b) without tracking (NT)

0 mm/s 250 mm/s 500 mm/s 750 mm/s 1000 mm/s

(c) motion deblurring (MD)

Figure 4.10: Images captured when the circle dot moved in the oblique direction.

for the NT images. In the experiment, the speed of the circle dot was 1 m/s or less,

which is considerably lower than the maximum motion-blur-free speeds of 5.21 m/s in

the horizontal direction and 3.86 m/s in the and our frame-by-frame intermittent tracking

method noticeably reduced motion blur of circle dots moving at all the speeds in video

shooting with the exposure time of 4 ms, whereas slight motion blur remained in the IT

images because of nonlinear deviations with ripples on the trajectory of the mirror-drive

2-DOF active vision system.

4.2.3 Table Tennis Ball Motion at Constant Speeds
Next, we conducted video shooting experiments for fast-moving table tennis balls

launched by a table tennis machine to verify motion blur when the speed of the object

to be observed is larger than the maximum motion-blur-free speed of our mirror-drive

2-DOF active vision system. Figure 4.12 shows (a) an overview of the experimental

environment, and (b) the 40-mm-diameter table tennis balls that were observed. The table

tennis machine (TSP Hyper S-2, Yamato Takkyu Co., Japan) was installed 4,350 mm in
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Figure 4.11: Motion blur indexes for circle dots moving at different speeds.
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Figure 4.12: Experimental environment and observed table tennis balls.

front of the mirror-drive 2-DOF active vision system, and a table tennis ball (plain) was

launched in (1) the horizontal direction, and (2) the oblique direction with an inclination

of 20 deg at constant speeds of 3, 4, 5, 6, and 7 m/s. In the experiment, a CCTV lens

of f = 75 mm was used with a 1.5× extender; the 200×200 mm area on a plane at a

distance of 4,350 mm corresponded to an image region of 512×512 pixels and 0.391 mm

corresponded to one pixel. When observing an object moving fast on a plane of 4,350 mm

in front of the mirror-drive 2-DOF active vision system, the maximum motion-blur-free

speeds were 5.21 m/s in the horizontal direction and 3.86 m/s in the vertical direction,

corresponding to its apparent motions at 52.2 and 38.6 pixels during the exposure time of
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4 ms.

0 m/s 3 m/s 4 m/s 5 m/s 6 m/s 7 m/s

(a) with tracking (IT)

0 m/s 3 m/s 4 m/s 5 m/s 6 m/s 7 m/s

(b) without tracking (NT)

Figure 4.13: Images captured when the table tennis ball was thrown in the horizon-
tal direction.

0 m/s 3 m/s 4 m/s 5 m/s 6 m/s 7 m/s

(a) with tracking (IT)

0 m/s 3 m/s 4 m/s 5 m/s 6 m/s 7 m/s

(b) without tracking (NT)

Figure 4.14: Images captured when the table tennis ball was thrown in the oblique
direction.

Figures 4.13 and 4.14 show the 227×227 images cropped from the 512×512 input

images ((a) IT images, (b) NT images) so that the table tennis ball is located at their

centers when it is thrown in the horizontal direction and oblique direction. As compared

with the input images captured when a table tennis ball was thrown at 3, 4, 5, 6, and 7 m/s,

the input image of a motionless table tennis ball (0 m/s) is illustrated. The threshold for

binarization in frame-by-frame intermittent tracking was IB = 50. It can be seen that the

IT images remained almost blur-free, regardless of the speed, and they were similar to
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Figure 4.15: Motion blur indexes for table tennis balls thrown at different speeds.

the input images captured when the ball speed was 0 m/s, whereas the motion blur of

the table tennis balls in the NT images increased in both their moving directions as their

speed increased.

Figure 4.15 shows the relationship between the speed of a table tennis ball and its

blur index ∆λ′ for the IT and NT images. Considering the offset ∆λ0 = 1.22 pixel in

the case of no motion, ∆λ′ of those for 50 selected images, which were binarized with a

threshold of 55, was averaged, in a manner similar to that in the experiment using circle-

dot motion. As compared with the blur index ∆λ′ for the NT images, the blur index

∆λ′ for the IT images was remarkably low at all the speeds in the horizontal and oblique

directions. The blur index ∆λ′ for the IT images at 3, 4, 5, 6, and 7 m/s in the horizontal

direction was 0.05, 0.26, 0.20, 0.70, and 2.20 pixel, respectively, which corresponds to

1.1, 2.6, 1.1, 2.7, and 6.5% of the respective value of ∆λ′ for the NT images. The blur

index ∆λ′ for the IT images at 3, 4, 5, 6, and 7 m/s in the oblique direction was 0.05, 0.42,

0.71, 1.63, and 2.33 pixel, respectively, which corresponds to 0.8, 3.2, 3.8, 6.4, and 6.8%

of the respective value of ∆λ′ for the NT images. The blur index ∆λ′ for the IT images

showed a tendency to increase slightly when shooting a video of a table tennis ball thrown

at 6 and 7 m/s in the horizontal and oblique directions. This is mainly because the speed

of the table tennis ball was so much higher than the maximum motion-blur-free speed

(5.21 m/s in the horizontal direction, 3.86 m/s in the vertical direction) that the moving
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distance during an exposure time of 4 ms exceeded the upper limit of the movable range

of the 2-DOF mirror-drive active vision system.

4.2.4 Table Tennis Ball Motion at Variable Speeds

(a) with tracking (IT)

(b) without tracking (NT)

Figure 4.16: Estimated speed and motion-blur index when table tennis balls were
thrown at variable speeds.

Next, we show the experimental results for the video of a table tennis ball identical

to that used in the previous subsection, when the table tennis ball was alternately launched

from the table tennis ball machine at different speeds of 3 m/s and 5 m/s at intervals of

0.5 s. Figure 4.16(a) shows the two-second temporal changes of the estimated speed and

blur index ∆λ′ for the IT images with frame-by-frame intermittent tracking, as compared

with (b) those for the NT images when the table tennis balls were passing in front of the

mirror-drive 2-DOF active vision system in a manner similar to that when capturing the

IT images. Corresponding to the launching interval of a table tennis ball and its passing
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time duration over a whole image region of 512×512 pixels, the speeds of the table tennis

balls in images were discontinuously estimated in time; the passing time durations were

66.7 and 40.0 ms when a table tennis ball was thrown at 3 m/s and 5 m/s, respectively;

they correspond to the duration times for capturing eight and five frame images at 125 fps,

respectively.

It can be seen that the ball speed was estimated as a pulse wave, in which a 3-

m/s-amplitude pulse of 66.7-ms-width and a 5-ms-amplitude of 40-ms-width appear al-

ternately at intervals of 0.5 s, and the blur index ∆λ′ for the NT images also alternated be-

tween 7 and 20 pixels. The blur index ∆λ′ for the IT images became a certain large value

of 7 and 20 pixels exactly when the table tennis ball thrown at 3 m/s and 5 m/s appeared in

the image, whereas it was remarkably reduced around 1 pixel dozens of milliseconds after

its appearance in the image; this corresponds to the duration time for capturing two frame

images at 125 fps. The latency in motion blur reduction is caused mainly by (1) the time

delay in frame-by-frame intermittent tracking, involving a one-frame-delay in estimating

the ball speed using image features computed at the previous frame and a one-frame delay

in reflecting it to the pan-tilt actuation of the 2-DOFmirror-drive active vision system, and

(2) underestimated speed exactly when the table tennis ball appears in the field of camera

view because of its partial appearance at the right side of the images.

Figure 4.17 shows (a) a sequence of the images with frame-by-frame intermittent

tracking, and (b) a sequence of the images without tracking when a table tennis ball

with printed patterns, as illustrated in Figure 4.12(b), thrown at 3 m/s in the horizontal

direction, was passing over the whole image region from right to left, taken at intervals

of 16 ms; the upper images are the 512×512 input images, and the lower ones are the

132×132 images cropped from them so that the table tennis ball is located at their centers.

It can be seen that the NT images are too heavily blurred to allow recognition of the letter

patterns printed on the table tennis ball in all the frames. For the IT images, the input

image was largely blurred at the start frame when the table tennis ball appeared at the

right side in the image, whereas the blurring of the input images in all the remaining

frames was reduced to the extent that the letter pattern of ”hello, world!” at the center of
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Figure 4.17: Series of images captured when a table tennis ball was thrown in the
horizontal direction.

the table-tennis ball can always be recognized.

Nevertheless, a two-frame delay remains in frame-by-frame intermittent tracking

for motion blur reduction. Our system can capture less-blurred input images with a

dozens-of-millisecond delay for a table tennis ball thrown at 8.0 m/s or less; its passing

time over a whole image region of 512×512 pixels was larger than 24 ms for capturing

three frame images at 125 fps.
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4.3 Conclusion in this Chapter
In this chapter, we developed a motion-blur-free video shooting system based on

a concept of the camera-driven frame-by-frame intermittent tracking, in which the con-

trol of the camera shutter state is alternated at a rate of hundreds of fps. The target’s

speed in images is controlled at zero during exposure; otherwise, the camera’s position

returns to its home position. Our system can capture 512×512 images of fast-moving

objects at 125 fps with an exposure time of 4 ms without motion blur being incurred by

controlling the pan and tilt directions of a mirror-drive 2-DOF active vision system us-

ing high-speed video processing. The system’s performance was verified by conducting

several experiments using fast-moving objects. We focused on motion blur reduction for

moving objects in uniform backgrounds in this study, whereas both moving objects and

static backgrounds can be clearly observed without blurring when the mirror speed is al-

ternatively switched from the target object’s speed to zero in frame-by-frame intermittent

tracking so that image capturing “with tracking” (IT) and “without tracking” (NT) can

be simultaneously conducted. Currently, the limited responses of the piezo actuators be-

come the major bottleneck in frame-by-frame intermittent tracking at a higher frame rate;

the duration time for back-to-home-control is 2 ms or more on our system, whereas the

duration time for vision-based tracking control was set to approximately 4 ms, as shown

in the angular displacements in Figure 4.4.

On the basis of these results, we plan to improve our motion-blur-free video shoot-

ing system by adapting it for video shooting of fast-moving objects in complex scenes

with improved accuracy using fast general-purpose motion detection algorithms and faster

frame-by-frame intermittent tracking using a free-vibration-type actuator such as a reso-

nant mirror vibrating at hundreds or thousands of hertz, to apply our motion-blur-free

video shooting system to highly magnified observations of fast-moving scenes in various

applications, such as the precise inspection of products moving fast on a conveyor line

and tunnel and road inspection from a vehicle moving at a high speed.





Chapter 5

Motion-Blur-Free High-Frame-Rate Video

Camera using a Resonant Mirror

In this chapter, in order to verify the effectiveness of actuator-driven frame-by-frame in-

termittent tracking, which was extended from the camera-driven approach, we developed

a test-bed system for motion-blur-free HFR video shooting using a resonant mirror.

5.1 Exposure Times and Vibration Amplitude
In motion-blur-free video shooting with actuator-driven frame-by-frame intermit-

tent tracking, the nonlinear sinusoid trajectory with resonant vibration of a free-vibration-

type actuator, which is segmented in the time range when the camera shutter is open,

deviates from its approximate straight line more extensively as the camera exposure time

increases. For motion-blur-free video shooting without lowering the incident light, it is

important to determine a larger camera exposure time with consideration of the permis-

sible deviation error in straight-line approximation, which corresponds to the degree of

motion blur. In this section, we discuss how to determine parameters for camera exposure

times and vibration amplitudes in actuator-driven frame-by-frame intermittent tracking

on the basis of the numerical relationship between the segmented sinusoid trajectory and

its approximate straight line.

As illustrated in Figure 5.1, the input image is captured at frame k with an exposure

time τ by opening and closing the camera shutter at times tOk = tk − τ/2 and tCk = tk + τ/2,

respectively. In this study, we assume that the center time of the camera exposure is set

45
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Figure 5.1: Sinusoid trajectory and its approximate straight line.

to tk = 2nπ (n: integer) to synchronize with the sinusoid trajectory x(t) = A sin(2π/T )t

so that the slope of a tangent to the sinusoid trajectory is maximum at time tk. To track

a target object moving at a speed of v in images when the camera shutter is open, we

assume that the amplitude A of the sinusoid trajectory is so controlled that the straight

line y(t) = vt approximates the segmented sinusoid trajectory in the range of time tOk to

time tCk . Here, we assume that the open and close times for camera exposure are tOk = −τ/2

and tCk = τ/2, respectively, by setting the center time to tk = 0 for simplification, and the

y-intercept of the approximate line is zero because the segmented sinusoid trajectory in

the range of time tOk to time tCk is symmetric about the center time tk. To estimate the

amplitude A, we consider a minimization problem for the following squared-error loss

function that can evaluate the deviation of the segmented sinusoid trajectory from the

straight line where the target object moves,

E(A) =
1

tCk − tOk

∫ tCk

tOk

|x(t) − y(t)|2 dt =
∫ tCk

tOk

∣∣∣∣∣A sin
2π
T
t − vt

∣∣∣∣∣2 dt,
=

1
tCk − tOk

A2
∫ tCk

tOk

sin2
2π
T
tdt − 2Av

∫ tCk

tOk

t sin
2π
T
tdt + v2

∫ tCk

tOk

t2dt

 , (5.1)

= A2 ·
(
1
2
− T
4πτ

sin
2πτ
T

)
− 2Av ·

(
− T
2π

cos
πτ

T
+

T 2

2π2τ
sin

πτ

T

)
+ v2 · τ

2

12
.
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Figure 5.2: Relationship between temporal aperture ratio r and the amplitude ratio
of Amin to A0.

Solving the following equation such that the partial derivative of E(A) with respect

to A is zero,

∂E
∂A
= 2A ·

(
1
2
− T
4πτ

sin
2πτ
T

)
− 2v ·

(
− T
2π

cos
πτ

T
+

T 2

2π2τ
sin

πτ

T

)
= 0, (5.2)

the amplitude Amin can be derived as follows:

Amin =

T 2
(
sin

πτ

T
− πτ

T
cos

πτ

T

)
π2τ

(
1 − T

2πτ
sin

2πτ
T

) · v = T (sin πr − πr cos πr)

π2r
(
1 − sin 2πr

2πr

) · v, (5.3)

where r = τ/T is the temporal aperture ratio that indicates the ratio of the exposure time

τ to the cycle time T of the sinusoid trajectory. Figure 5.2 shows the relationship between

the temporal aperture ratio r and the amplitude ratio of Amin to A0; A0 is the slope of the

tangent line of the sinusoid trajectory at time tk when the exposure time τ approaches zero

as follows:

A0 = lim
τ→0

Amin =
T
2π
v. (5.4)

Thus, the minimum value Emin of the squared-error loss function is obtained as

follows:



48 CHAPTER 5. MOTION-BLUR-FREE HIGH-FRAME-RATE VIDEO CAMERA USING A RESONANT MIRROR

Emin = min
A

E(A) = E(Amin) =

 τ
2

12
− T 3

π3τ

(sin
πτ

T
− πτ

T
cos

πτ

T
)2

2πτ
T
− sin 2πτ

T

 v2, (5.5)

=
T 2

r

(
r3

12
− 1
π3

(sin πr − πr cos πr)2
2πr − sin 2πr

)
v2. (5.6)

Without actuator-driven frame-by-frame intermittent tracking, the squared-error loss

ENT in the range of time tOk to time tCk when observing a target object moving at speed v

can be described as the value of the loss function when the amplitude of the sinusoid

trajectory is A = 0, corresponding to no camera motion for tracking, as follows:

ENT = E(A = 0) =
1

tCk − tOk

∫ tCk

tOk

|vt|2 dt = τ2

12
· v2 = T 2r2

12
· v2. (5.7)

Considering the roots of the squared-error losses of Emin and ENT , the relative error

ratio ε is defined as follows:

ε =

√
Emin√
ENT

=

√
1 − 12

π3r3
(sin πr − πr cos πr)2

2πr − sin 2πr , (5.8)

where ε indicates the degree of motion blur reduction in video shooting with frame-by-

frame intermittent tracking, compared with the deviation error in video shooting without

tracking; ε = f (r) is a monotonically increasing function of the temporal aperture ratio r,

and motion blur is largely canceled when ε approaches zero. Thus, the temporal aperture

ratio r can be expressed as a monotonically increasing function of the relative error ratio

ε, which is independent of the cycle time T of the sinusoid trajectory and the target speed

v, as follows:

r = f −1(ε). (5.9)

Figure 5.3 shows the relationship between the temporal aperture ratio r and the rel-

ative error ratio ε. Using the relationship between r and ε in Figure 5.3 as a look-up table,
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Figure 5.3: Relationship between temporal aperture ratio r and relative error ratio
ε.

the camera shutter timings can be automatically determined in actuator-driven frame-by-

frame intermittent tracking when the permissible degree of motion blur is initially given.

For example, the relative error ratio ε is permissible up to 1%, 5% and 10%, respectively,

and the upper-limit values of the allowable temporal opening ratios are r(0.01) = 0.151,

r(0.05) = 0.333, and r(0.1) = 0.460, respectively. Especially when the exposure time is

constant, the open and close times for camera exposure can be determined independently

from the time-varying amplitude A of the sinusoid trajectory, which is controlled so as

to cancel the apparent speed of the target object when the camera exposure is open, and

these signals are generated in synchronization with the external synchronization signal

from a free-vibration-type actuator.

5.2 DevelopedMotion-blur-free HFRVideo Camera Sys-

tem using a Resonant Mirror
Figure 5.4 shows the overview of the test-bed system. The test-bed system consists

of (1) a motion-blur-free HFR camera system with a resonant mirror and (2) a high-speed

belt-conveyor system that can convey target objects to be observed at various speeds.

The motion-blur-free HFR camera system consists of a high-speed vision plat-

form develop based on FASTCAM SA-X2 (Photron, Tokyo, Japan) with an F-mount
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Figure 5.4: Overview of the test-bed system for motion-blur-free video shooting.

135-mm lens (Rodagon 135 mm F5.6, Qioptiq Photonics, Hamble-le-Rice, UK), a res-

onant mirror (SC-30, Electro-Optical Products, Ridgewood, NY, USA), a function gen-

erator (AFG1022, Tektronix, Beaverton, OR, USA) and a personal computer (PC) with

an ASUSTeK P6T7 WS Supercomputer main board, Intel Core i7 960 3.20-GHz CPU,

6-GB memory, Windows 7 Professional 32-bit OS and a D/A board (PEX-340416, In-

terface, Hiroshima, Japan). FASTCAM SA-X2 has a 12-bit 1024 × 1024 CMOS image

sensor, the sensor size and pixel size of which are 20.48 × 20.48 mm and 20 × 20 µm,

respectively, and it can capture and record 1024 × 1024 images at 12,500 fps in inner

memories with a 256-parallel analog output at a 65-MHz clock. The camera parameters

such as exposure time can be set through a Gb Ethernet from external systems, whereas

the shutter timings to open the camera exposure can be directly determined by an exter-

nal trigger signal. SC-30 is a resonant mirror system that can vibrate a 23 × 23-mm-size

glass mirror in the pan direction at its resonant frequency of 750 Hz. The amplitude of its

sinusoid trajectory can be controlled in the range of 0.0025 to 0.5 degrees by providing a

voltage command in the range of 0 to 5 V to its automatic gain control driver; the voltage

command was outputted from the D/A board mounted on the PC. A transistor-transistor-

logic (TTL) signal is externally outputted at the cycle time of its resonant vibration, and

it was used to determine the shutter timings to open the camera exposure at 750 Hz. The

function generator AFG1022 was used to adjust the delay time in the external TTL sig-

nal so as to synchronize the center time of the open exposure with the vibration center
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of the sinusoid trajectory in this study. The PC was mainly used to control the vibration

amplitude of the resonant mirror system for motion-blur-free video shooting.

The high-speed belt-conveyor system was installed 625 mm below a planar mirror

of 100 × 100 mm size; the planar mirror was located 135 mm on the right side of the

resonant mirror to change the direction of the camera view to the vertical direction for

target objects horizontally-moving on the belt-conveyor system; they were observed un-

der the lighting with an LED illuminator (VLP-10500XP, LPL, Saitama, Japan), which

was installed 400 mm diagonally upward from the belt-conveyor system. On the belt-

conveyor system, target objects attached to a 500-mm-width rubber belt can move for-

ward with rotations of 80 mm-diameter pulleys, one of which was the drive pulley pow-

ered with a three-phase induction motor (SF-PRV-3.7KW-4P-200V, Mitsubishi Electric,

Japan). The length between pulleys was set to 1530 mm. The induction motor was

controlled by an inverter (WJ200-037LF, Hitachi Industrial Equipment Systems, Tokyo,

Japan), and the conveying speed of the belt-conveyor system can be set in the range of

0 to 7.55 m/s by providing a voltage command in the range of 0 to 10 V to the inverter.

The rotation speed of the induction motor was measured by a high-speed vision system

IDP Express [74]; the rotation speed was computed by extracting the position of an 8

mm-diameter marker attached on a rotational axis with real-time video processing of 512

× 512 images at 2000 fps on IDP Express. Thus, the conveying speed of the belt-conveyor

system can be simultaneously estimated for motion-blur-free video shooting at 2000 Hz

on the PC, on which IDP Express was mounted for controlling the vibration amplitude of

the resonant mirror.

With this test-bed system, 1024 × 1024 input images were captured at 750 fps, with

a frame interval of 1.333 ms and the exposure time of 0.33 ms, respectively, in synchro-

nization with the external trigger signal from the resonant mirror, which was dependent

on its resonant frequency. The intensity of incident light on the image sensor was not

different from that while shooting a video without a resonant mirror. We confirmed that

only 2.2% of the intensity of incident light was lost owing to the 23 × 23 mm mirror in

the presented setup, compared with that in video shooting without a resonant mirror. The

temporal aperture ratio in frame-by-frame intermittent tracking was r = 0.25, and the
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relative error ratio ε = 0.028; this corresponded to the relationship between r and ε in

Figure 5.3. A target object on the belt plane was apparently distant R = 760 mm from the

center of the resonant mirror. Considering the twice of the mirror angle of the resonant

mirror, the sinusoid trajectory of the mirror angle θ(t) = Aθ sin 2πt/T was projected on

the belt plane as:

x(t) = 2AθR sin
2π
T
t, (5.10)

where it is assumed that θ(t) is small. From Equation (5.3), the vibration amplitude Aθ

of the resonant mirror to minimize the squared-error loss function described in Equa-

tion (5.2) can be expressed as a function of the speed v of a target object by substituting

T = 1.333 ms, r = 0.25 and R = 760 mm as follows:

Aθ =
1
2R

T (sin πr − πr cos πr)

π2r
(
1 − sin 2πr

2πr

) × v = cmin × v, (5.11)

where cmin = 1.485 × 10−4 (rad·s/m) = 8.506 × 10−3 (deg·s/m). The vibration amplitude

of the resonant mirror was controlled with sensor feedback so that the apparent scan

speed with the resonant mirror on target objects on the belt was always matched with

the conveying speed measured by the high-speed vision system IDP Express. An im-

age region of 1024 × 1024 pixels corresponded to the 104 × 104 mm area on the belt

of the belt-conveyor system, and 0.10 mm corresponded to one pixel. The maximum

permissible speed for target objects to be observed that can guarantee the efficiency of

frame-by-frame intermittent tracking was determined theoretically by the ratio of 0.5 deg

to 0.33 ms, which were the maximum movable angle of the resonant mirror and the du-

ration time of the exposure time, respectively; the maximum angular speed was 2.34 ×

103 deg/s considering that the variation of the view angle via the mirror corresponds to

twice that of the mirror angle. Thus, the displacement of 95.6 pixels in the x direction

on the image sensor was permissible during the open exposure of 0.33 ms, and the maxi-

mum permissible apparent speed on the image sensor was 2.90 × 105 pixel/s. This value
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corresponded to the maximum permissible speed of 29.4 m/s for objects to be observed

on the belt of the belt-conveyor system, whereas the maximum conveying speed of the

belt-conveyor system was 7.55 m/s.

5.3 Preliminary Experiments

5.3.1 Relationship between Drive Voltage and Vibration Amplitude
Firstly, we conducted a preliminary experiment to verify the relationship between

the drive voltage to the resonant mirror and its angular displacement. To measure the

angular displacement, a laser beam spot was redirected by the resonant mirror, and the

locations of the beam spots projected on a screen at a distance of 1375 mm from the

resonant mirror were extracted offline by capturing an HFR video of 384 × 56 pixels at

100,000 fps with the exposure time of 8.98 × 10−3 ms. Figure 5.5 shows the angular

displacement for 4 ms when the drive voltage to the resonant mirror was set to 0.0, 1.0,

2.0, 3.0, 4.0 and 5.0 V. The angular displacement was sinusoidally changed at a frequency

of 750 Hz, and its amplitude increased in proportion with the drive voltage. Figure 5.6

shows the relationship between the drive voltage and the averaged vibration amplitude

of the angular displacement for 1 s, corresponding to 750 cycle times of the 750-Hz

vibration, when the drive voltage varied in the range of 0.0 to 5.0 V at steps of 0.2 V.

The vibration amplitude linearly varied with the amplitude of the drive voltage, whereas

there was a slight offset around 0 V; the relationship between the drive voltage V (V) and

the vibration amplitude A (deg) can be linearly approximated as A = 0.0368V + 0.0026.

Figure 5.7 shows the relationship between the drive voltage and the standard deviation of

the vibration amplitude in the duration time of 1 s. In the figure, the relative ratio of the

standard deviation to the averaged vibration amplitude was also plotted. When the drive

voltage was 5.0 V, the averaged vibration amplitude and its standard deviation were 0.188

and 3.35 × 10−4 deg, respectively. The standard deviations had similar values around 3

× 10−4 deg at all the drive voltages, and the relative ratio decreased in proportion to the

drive voltage; the relative ratio was 0.18% when the drive voltage was 5 V.
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Figure 5.5: Relationship between drive voltage and angular displacement.
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Figure 5.6: Relationship between drive voltage and vibration amplitude.

5.3.2 Step Responses of Vibration Amplitude
Next, we conducted an experiment to verify the response time of the vibration am-

plitude of the resonant mirror when a step drive voltage is commanded to the resonant

mirror. In a similar environment as that in the previous subsection, the vibration ampli-

tude of the resonant mirror is measured by capturing an HFR video for the laser beam

spots projected on a screen; 384 × 265 images were captured for 5 s at 750 Hz with the

exposure time of 0.05 ms in synchronization with the timing when the angular displace-

ment of the resonant mirror was at the maximum. Figure 5.8 shows the step response of

the vibration amplitude when the drive voltage of (a) 1 V and (b) 3 V is simultaneously

switched to the different target voltage in the range of 0 to 5 V at time t = 0. Figure 5.9
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Figure 5.7: Relationship between drive voltage and the standard deviation of vibra-
tion amplitude.

shows the rise time (from 10 to 90%), the delay time (to 50%) and the settling time (within

5 %) of the vibration amplitude when analyzing the step responses in Figure 5.8. At all

target voltages except 0 V in (a) 1 V and (b) 3 V, the rise times and the delay times had

similar values of 0.16 s and 0.12 s, respectively. However, the settling times were much

larger than these parameters. There was a distinct tendency of hysteresis that the settling

time was around 0.50 s for all cases when the drive voltage increased, whereas it became

larger when the drive voltage largely decreased. Comparing with the 750-Hz free vibra-

tion of the resonant mirror, the dynamic response of the vibration amplitude is so slow

and hysterical that the vibration amplitude cannot be quickly controlled for motion blur

reduction when the speed of a target object to be tracked is quickly time-varying, whereas

vibration amplitude control functions well in motion-blur-free video shooting for a target

object moving at a large, but slightly time-varying speed in many applications such as

product inspection on a factory line and road inspection from a moving vehicle.
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Figure 5.8: Step response of vibration amplitude: (a) 1 V; (b) 3 V.

5.4 Video Shooting Experiments

5.4.1 Video Shooting without Amplitude Control for Circle-DotsMov-

ing at Constant Speeds
Next, we conducted video shooting experiments for a patterned object attached on

the moving belt of the test-bed system to verify the relationship between the speed of

a target object and its motion blur when the vibration amplitude of the resonant mirror

was set to a constant value. Figure 5.10 shows the patterned object to be observed; a

circle-dot pattern on which 4 mm-diameter circle-dots were black-printed at vertical and

horizontal intervals of 11 mm and 7 mm, respectively.

Figure 5.11 shows the 215 × 215 images cropped from the 1024 × 1024 input im-
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Figure 5.9: Dynamic response parameters of vibration amplitude: (a) 1 V; (b) 3 V.

ages of the circle-dot pattern moving with the motor command of 0.0, 1.0, 2.5, 4.0 and

6.5 m/s to the conveyor system when the vibration amplitude of the resonant mirror was

set to 0.0000, 0.0063, 0.0202, 0.0391 and 0.0572 deg; 0.0000 deg corresponded to no vi-

bration of the resonant mirror, and 0.0063, 0.0202, 0.0391 and 0.0572 deg corresponded to

the voltage command of 0.0, 0.5, 1.0, 1.5 V to the control driver of the resonant mirror, re-

spectively. The patterns moving with the motor command of 0.0, 1.0, 2.5, 4.5 and 6.5 m/s

were captured without motion blur when the vibration amplitude of the resonant mirror

was 0.0000, 0.0063, 0.0202, 0.0391 and 0.0572 deg, respectively. This tendency cor-

responded to that the squared-error loss functions when the vibration amplitude of the

resonant mirror was 0.0000, 0.0085, 0.0213, 0.0383 and 0.0553 deg were minimized in
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Figure 5.10: Circle-dot pattern to be observed at 1024×1024 pixels image.

observing a target object moving with the motor command of 0.0, 1.0, 2,5, 4.5 and 6.5 m/s,

respectively, according to Equation (5.11). The image degradation with motion blur in the

horizontal direction became larger as the object speed deviated from its desired speed for

motion blur reduction, which was determined by the vibration amplitude of the resonant

mirror.

For a circle-dot pattern, the blur index λdot = λx − λ0x was introduced; λx represents

the length of the x-axis of the approximated ellipse of the circle dot in the image, and λ0x

is the value of λx in observing a circle-dot at a fixed location in the case of no vibration of

the resonant mirror. The index λdot increases as the motion blur in the horizontal direction

becomes larger in the image, and it becomes zero when the circle-dot has no motion. λx

was estimated offline by computing its zero-, first- and second-order moment features for

the circle-dot region in the 424 × 424 image cropped from the input image; a single circle-

dot was located at the center of the cropped image. The circle-dot region was extracted

by binarization with a threshold of 2600.

Figure 5.12 shows the relationship between the speed of a circle-dot and its blur in-

dex λdot when the target objects moved with the motor command to the conveyor system in

the range of 0.0 to 7.5 m/s at intervals of 0.5 m/s. In the figure, the blur indexes λdot were

averaged by those for 25 selected dots in two images, and they were plotted when the vi-
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Figure 5.11: Images of a circle-dot pattern when video shooting without amplitude
control.

bration amplitude of the resonant mirror was 0.0000, 0.0063, 0.0202, 0.0391, 0.0572 and

0.0776 deg. When the vibration amplitude was 0.0000, 0.0063, 0.0202, 0.0391 and 0.0572

deg, the blur index λdot had a minimum value when the motor command was 0.0, 1.0, 2.5,

4.5 and 6.5 m/s, respectively; these motor commands were around the desired speeds for

motion blur reduction, 0.00, 0.74, 2.38, 4.60 and 6.72 m/s, which were determined by

the vibration amplitude 0.0000, 0.0063, 0.0202, 0.0391 and 0.0572 deg, respectively. The

desired speed for motion blur reduction when the vibration amplitude of the resonant mir-

ror was 0.0776 deg, corresponding to the voltage command of 2.0 V to its control driver,

was 9.12 m/s, and it was larger than the maximum conveying speed of 7.55 m/s on the

belt-conveyor system. Thus, there were no local maximum/minimum values when the vi-

bration amplitude was 0.0776 deg in Figure 5.12. These experimental results indicate that

we can reduce motion blur in video shooting when the object speed corresponds to the

desired speed for motion blur reduction, which is determined by the vibration amplitude
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of the resonant mirror.
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Figure 5.12: Blur indexes λdot when video shooting without actuator control.

5.4.2 Video Shooting with Amplitude Control for Circle-Dots Mov-

ing at Constant Speeds
Next, we conducted video shooting experiments for a fast-moving patterned object

when the vibration amplitude of the resonant mirror was controlled in proportion to the

object speed on the belt, which was estimated at 2000 fps by IDP Express, so that motion

blurs in input images were reduced by frame-by-frame intermittent tracking. The circle-

dot pattern identical to that used in Section 5.4.1 was observed in the experiments.

Figure 5.13 shows the 215 × 215 images cropped from the 1024 × 1024 input

images of the circle-dot pattern when the patterned objects moved with the motor com-

mand to the conveyor system of 0.0, 1.5, 3.0, 4.5, 6.0 and 7.5 m/s. The input images

captured when the vibration amplitude of the resonant mirror was controlled with sen-

sor feedback (IT, with tracking) were compared with those captured when no vibration

of the resonant mirror (NT, without tracking). As observed in Figure 5.13, the NT im-

ages became increasingly blurred in the horizontal direction as the object speed increased,

whereas the IT images were non-blurred for all the speeds. Figure 5.14 shows the rela-

tionship between the speed of a circle-dot and its blur index λdot in video shooting the

IT images with amplitude control and the NT images without amplitude control when
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the target objects moved with the motor command to the conveyor system in the range

of 0 to 7.5 m/s at intervals of 0.5 m/s. In the figure, the vibration amplitudes of the res-

onant mirror in video shooting the IT images with amplitude control were also plotted.

The index λdot was computed offline in a similar manner as in the previous section. In

Figure 5.14,the vibration amplitudes of the resonant mirror were controlled for motion

blur reduction in proportion to the object speed in video shooting with amplitude con-

trol, whereas there remained a slight non-zero offset in the vibration amplitude when the

motor command to the conveyor system was 0 m/s. In Figure 5.14, the blur index λdot

for the IT images was remarkably low, comparing with that for the NT images. The blur

index λdot for the IT images when the motor command was 0.0, 1.5, 3.0, 4.5, 6.0 and

7.5 m/s was 1.50. 0.07, 0.00, 0.02, 0.09 and 0.33 pixel, respectively, whereas that for

the NT images was 0.00, 1.57, 4.45, 7.25, 10.36 and 13.42 pixel, respectively. In the

experiments, the object speed was 7.55 m/s or less, which was smaller than the maxi-

mum permissible motion-blur-free speed of 29.4 m/s in the horizontal direction, and our

actuator-driven frame-by-frame intermittent tracking method remarkably reduced motion

blurs of the circle-dot pattern moving at high speed. When the motor command to the

conveyor system was 1.0 m/s or less, the blur index λdot in video shooting with actuator

control was slightly larger than that in video shooting the object moving with the mo-

tor command of 1.5 m/s or more. This is because the resonant mirror could not control

its vibration amplitude around 0 deg due to friction hysteresis, and there still remained

small vibration as the relationship between the drive voltage and vibration amplitude was

described in Section 5.3.1.

5.4.3 Video Shooting with Amplitude Control for Patterned Objects

at Variable Speeds
Next, we show the experimental results in video shooting with amplitude control

for a checkered pattern, when the object speed varied in the range of 0 to 7.55 m/s. In the

experiments, the motor command for the belt-conveyor system was set to the following

trajectory: the motor command that determines the object speed started to increase from
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Figure 5.13: Images of a circle-dot pattern when video shooting with amplitude
control.

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0

2

4

6

8

10

12

14

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7.5

a
m

p
li

tu
d

e
 (

d
e

g
)

b
lu

r 
fa

ct
o

r 
(p

ix
e

l)

speed (m/s)

with tracking without tracking

vibra!on amplitude

Figure 5.14: Blur indexes λdot for a circle-dot pattern and the vibration amplitude
of resonant mirror when video shooting with actuator control.

0 m/s at time t = 4.3 s and reached the maximum conveying speed of 7.55 m/s at time

t = 8.0 s. After keeping the maximum speed during 8.0 s for t = 8.0 to 16.2 s, it started to

decrease and reached 0 m/s at time t = 26.0 s. Figure 5.15 shows a checkered pattern on

which 2 × 2 mm squares of alternating black and white were printed.

Figure 5.16 shows (a) the measured object speed and the vibration amplitude of the

resonant mirror and (b) the blur index λedge when the IT images for t = 0.0 to 30.0 s were

captured with frame-by-frame intermittent tracking. The blur index λedge = Eav/Iave was

introduced; Iave and Eave are the averaged values of the image intensities I(x, y) and edge

intensities E(x, y), respectively, for the 824 × 824 image center-cropped from a 1024 ×

1024 input image. The index λedge decreases as the motion blur becomes larger in the
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image, because the edge intensities in the moving direction are degraded due to motion

blur. The edge intensities were computed as follows:

E(x, y) =
√
|I(x + 1, y) − I(x, y)|2 + |I(x, y + 1) − I(x, y)|2. (5.12)

Figure 5.15: Checkered pattern to be observed at 1024×1024 pixels image.

For comparison, Figure 5.16b shows the blur index λedge when the NT images were

captured with no vibration of the resonant mirror; the checkered pattern moved in a man-

ner similar to the captured IT images. Figure 5.16b shows that the value of λedge for

the IT images was almost constant in the range of 11.8 to 13.0% when the speed of the

checkered pattern varied in time, whereas the value of λedge for the NT images varied

considerably in the range of 9.5 to 13.0%, depending on the speed of the checkered pat-

tern. The blur indexes λedge for the NT images were larger than those for the IT images

when the measured object speed was 0 m/s due to the non-zero offset in the vibration

amplitude of the resonant mirror as illustrated in Figure 5.16a. There were fluctuations

in the blur indexes λedge for both the IT and NT images when the checkered pattern was

moving because the average values of the edge intensities were slightly varied depending

on the apparent location of the checkered pattern in the images. The dynamic response of

the vibration amplitude of the resonant mirror was not so quick compared with its 750-
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Figure 5.16: Experimental results for a checkered pattern moving at variable
speeds: (a) object speed and vibration amplitude of resonant mirror; (b) blur in-
dexes λedge.

Hz free vibration as described in Section 5.3.2, whereas the vibration amplitude control

functioned well for motion blur reduction with frame-by-frame intermittent tracking in

video shooting a target object moving at a large, but slightly time-varying speed on the

belt-conveyor system, because the dynamic response of the conveyor’s speed was slower

than that in the vibration amplitude control of the resonant mirror.

To verify our actuator-driven frame-by-frame intermittent tracking with amplitude

control for complex patterned objects, we experimented with (a) the printed pattern of

an electronic board of 54 × 84 mm in size with 0.25 mm-width wiring patterns and (b)
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(a)

(b)

Figure 5.17: Electronic board pattern and book page pattern to be observed at
1024×1024 pixels image: (a) electronic board pattern; (b) book page pattern.

the printed pattern of a book page with many 2-mm letters as illustrated in Figure 5.17;

these patterns were attached on the belt of the belt-conveyor system and moved at vari-

able speeds in a manner similar to the checkered pattern. Figures 5.18 and 5.19 show (a)

the 323 × 323 IT images cropped from the 1024 × 1024 input images of the electronic

board pattern and (b) the 323 × 323 IT images of the book page pattern, when the ob-

ject speed was 0.0, 2.5, 5,0 and 7.5 m/s, compared with the NT images captured when
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Figure 5.18: Images captured when the electronic board pattern moved at variable
speeds.
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Figure 5.19: Images captured when a book page with many letters moved at variable
speeds.

there was no vibration of the resonant mirror. The IT images at all the speeds resem-

bled the images of unmoving patterns, which corresponded to the NT images when the

object speed was 0.0 m/s, whereas the motion blur for the NT images became larger in
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the horizontal direction as the object speed increased. When the electronic board pat-

tern was moving at 0.0, 2.5, 5.0 and 7.5 m/s, the blur indexes λedge of the IT images

were 11.5, 14.8, 15.7 and 13.4%, respectively, whereas those of the NT images were

19.8, 9.45, 8.13 and 7.68%, respectively. When the book page pattern was moving at

0.0, 2.5, 5,0 and 7.5 m/s, the blur indexes λedge of the IT images were 5.22, 7.19, 7.59 and

6.76%, respectively, whereas those of the NT images were 8.65, 4.09, 3.62 and 3.51%,

respectively. Thus, fast-moving complex patterned objects such as the wiring patterns

of 0.25-mm width printed on the electronic board pattern and the 2-mm alphabet letters

printed on the book page pattern were observable without noticeable blurring by applying

the actuator-driven frame-by-frame intermittent tracking method with amplitude control.

5.5 Conclusion in this Chapter
In this section, we developed a motion-blur-free high-frame-rate video shooting

system based on the concept of actuator-driven frame-by-frame intermittent tracking. In

this system, the constant camera frame timings are controlled for video shooting with a

larger camera exposure time in synchronization with the high-frequency free vibration

with a large amplitude of a resonant mirror so that it enables the ultrafast gaze control to

track fast-moving objects when the camera shutter is open, whereas the viewpoint veloc-

ity is controlled by the mirror amplitude of the resonant mirror. Our system can capture

1024 × 1024 images of fast-moving objects at 750 fps with an exposure time of 0.33 ms

without motion blur, and its performance was verified by conducting several video shoot-

ing experiments for fast-moving patterned objects on a high-speed belt-conveyor system.





Chapter 6

Motion-blur-free High-frame-rate Video

Camera with Frame-by-Frame Visual-Feedback

Control

In this chapter, to verify the effectiveness of the actuator-driven frame-by-frame inter-

mittent tracking and the blur-index-based visual-feedback algorithm, we developed an

FPGA-based motion-blur-free HFR video camera system using a resonant mirror with an

edge-intensity-based visual-feedback control.

6.1 Camera Shutter Timings and Exposure Times
As mentioned above in the previous chapter, it is important to determine a longer

camera exposure time with consideration of the permissible deviation error in straight-

line approximation, which corresponds to the degree of motion blur, in motion-blur-free

video shooting with actuator-driven frame-by-frame intermittent tracking. The tracking

trajectory during the exposure time has the shape of the nonlinear sinusoid trajectory with

resonant vibration of a free-vibration-type actuator. In this section, we discuss how to

determine parameters for camera shutter timings and exposure time in actuator-driven

frame-by-frame intermittent tracking based on the mathematical relationship between the

segmented sinusoid trajectory and its approximate straight line.

As illustrated in Figure 6.1, the input image is captured at frame k with an exposure

time τ and the variable frame-capture-event (FCE) τd by opening and closing the camera

69
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Figure 6.1: Sinusoid trajectory and its approximate straight line.

shutter at times tOk = tk + τd − τ/2 and tCk = tk + τd + τ/2, where tk = 2nπ (n: integer) is the

vibrating center time of the sinusoid trajectory x(t) = sin(2π/T )t in the each period. To

control the camera viewpoint for a target object moving at a speed of v during the camera

shutter open, the FCE τd is controlled so that the straight line y(t) = vt + b approximates

the segmented sinusoid trajectory in the range of time tOk to time tCk . Here, we assume that

the vibrating center time t0(k) = 0 is set for simplification, and consider a minimization

problem for the following squared-error loss function E that can evaluate the deviation of

the segmented sinusoid trajectory from the straight line where the target object moves,

E =
1

tCk − tOk

∫ tCk

tOk

|x(t) − y(t)|2dt (6.1)

The following relation is satisfied when the squared-error loss function E becomes

minimum:

∂E
∂v
= 0,

∂E
∂b
= 0 (6.2)

Based on formula 6.1, formula 6.2 can be converted as follows:
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v

∫ tCk

tOk

t2dt + b
∫ tCk

tOk

tdt −
∫ tCk

tOk

t sin
2π
T
dt = 0 (6.3)

v

∫ tCk

tOk

tdt + b
∫ tCk

tOk

dt −
∫ tCk

tOk

sin
2π
T
dt = 0 (6.4)

Moreover, formula 6.2 can be converted as follows:


vτ(τ2d +

τ2

12
) + bτdτ −

T 2

2π2
cos 2πd sin πr

+
T
2π

(τ cos 2πd cos πr − 2τd sin 2πd sin πr) = 0 (6.5)

vτdτ + bτ −
T
π
sin 2πd sin πr = 0 (6.6)

where r = τ/T and d = τd/T are the time open ratio and the delay time ratio, which

indicates the ratio of the exposure time τ and the FCE τd,∆t to the cycle time T of the

sinusoid trajectory, respectively. The slope v and y-intercept b of the straight line y(t) is

shown as follows:

v =
3 cos 2πd(sin πr − πr cos πr)

π3r3
ω (6.7)

b =
πr2 sin 2πd sin πr + 6d cos 2πd(πr cos πr − sin πr)

π2r3
(6.8)

Solving the following equation such that the partial derivative of E(d) for the delay

time rate d is zero,

∂E(d)
∂d

=
sin 4dπ
2π3r4

(6 − 5π2r2 − (6 + π2r2) cos 2πr + πr(2π2r2 − 3) sin 2πr) (6.9)

the delay time dmin, which set the squared-error loss function E for 0, can be derived

as dmin = 0, 0.5, 1(0 ≤ d ≤ 1). Figure 6.2 shows the relationship between min E(d) and
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Figure 6.2: Relationship between min E(d) and time open ratio r.

0

0.03

0.06

0.09

0.12

0.15

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

re
la

 
v
e

 e
rr

 me delay ra o

r = 0.01

r = 0.10

r = 0.25

(
,
)

Figure 6.3: Relationship between aperture ratio r, delay time ratio d and relative
error ratio ε.

time open ratio r.

The relative error ratio ε per unit the cycle time T is set as follows:

ε = |∆v
v
| · 1
T

= | fε(d, r)| (6.10)

where ∆v =
√
E is the displacement in the range of time tOk to time tCk . Figure

6.3 shows the relative error ratio | fε(d, r)|, when r = 0.01, r = 0.10, r = 0.25. Using
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the relationship between r, d and ε in Figure 6.3 as a look-up table, we set the camera

exposure time τ and the FCE τd, depending on the selected relative error ratio value ε.

6.2 DevelopedMotion-blur-free HFRVideo Camera Sys-

tem with Blur-Index-Based Visual-Feedback Control

6.2.1 Outline of System
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Figure 6.4: Outline of FPGA-based motion-blur-free HFR video camera system us-
ing resonant mirror with blur-index-based visual-feedback.

Figure 6.4 shows the outline of proposed system consists of a high-speed vision

system for capturing 1024×1024 pixels size HFR image sequences and processing in

real-time at device level; an external board for onboard processing of 512×512 pixels im-

ages and interfacing with personal computer (PC); the resonant mirror which is mounted

in the optical axis of the high-speed vision system for sensing multi-view optical view-

point velocity and the PC for real-time management of instruction using software coding

interface. The high-speed vision system and the external board are equipped with FPGA

enabled image processing units. The high-speed vision system is facilitated with onboard

memory to buffer the motion-blur-free HFR image sequences to overcome the limitation
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of bandwidth of conventional interface between camera and PC. It can transfer buffered

motion-blur-free images to PC hard drive using a gigabit ethernet interface. In order to

preprocess image sequences using hardware logic and map them to PC memory in real-

time, the external board is integrated with the high-speed vision system. It interfaces with

PC using CoaXpress high-speed interface.

The high-speed vision system shoots the targeted objects reflected by a resonant

mirror by vibrating its mirror at a large amplitude at 750 Hz. Image sequences from

both the high-speed vision system and the external board are combined with logged in-

formation such as processed output features, frame number, etc. for further feedback-

based processing and control. The frame-capture-event (FCE) control unit of the exter-

nal board controls the image capture event of the high-speed vision system based on a

frame-by-frame close-loop visual-feedback calculated using the blur-index-based degree

of sharpness when the FCE control. The external board also has onboard memory to

buffer motion-blur-free image sequences to which log information is appended at a single

bottom row of the image. Hence our system can transfer motion-blur-free images of pixel

size 512×513 in real-time to PC memory and 1024×1024 pixels size motion-blur-free

images offline using CoaXpress and gigabit ethernet interfaces respectively. When the

motion-blur-free HFR video camera system selects the amplitude control for the resonant

mirror, the analog information of 0∼5 V, which is calculated by the processing results

of differential blur-index value from the external board via the CoaXpress is transferred

from a DA board of the PC.

6.2.2 Constructed System Component
We fabricated a motion-blur-free HFR vision system, as shown in Figure 6.5. It

shows the overview of the fabricated prototype with mirror units of a high-speed vision

system, a planar mirror, and a resonant mirror. We used the similar high-speed conveyor

system in Chapter 5 for a verification experiment. The motion-blur-free HFR vision sys-

tem consists of high-speed vision platform developed by FASTCAM SA-X2 (Photron)

with an F-mount 135-mm mounted lens (Rodagon 135 mm F5.6, Qioptiq Photonics), an
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external board (Techno-Scope), a resonant mirror (SC-30, Electro-Optical Products), a

function generator (AFG1022, Tektronix) and a personal computer (PC) with a supermi-

cro motherboard Super X10SRA, Intel Xeon CPU E5-1630 v3 3.70GHz, 8-GB memory,

Windows 7 (Enterprise 64 bit OS), a D/A board (PEX-340416, Interface, Hiroshima,

Japan) and a CoaXPress board (APX-3664, Aval Data). The high-speed belt-conveyor

in Chapter 5.2 was located with a similar position in figure 5.4 at the shooting distance

760 mm between the resonant mirror and the shooting objects and used for driving the

various patterns in shooting experiments.

The high-speed vision system has a 12-bit 1024×1024 CMOS image sensor, the

sensor size and pixel size of which are 20.48×20.48 mm and 20×20 µm, respectively, and

it can capture and record 1024×1024 images at 12,500 fps in onboard memories with a

256-parallel analog output at a 65-MHz clock. The camera parameters, such as exposure

time, can be set through a gigabit ethernet from external systems. In contrast, an external

trigger signal can directly determine the image capture event to open the camera exposure.

We implemented the image processing units with the image processing in two memories

(MEM FPGA) of the camera system.

SC-30 is a resonant mirror that can vibrate a 23 mm×23 mm-size glass mirror in the

pan direction at its resonant frequency of 750 Hz. The amplitude of its sinusoid trajectory

can be controlled in the range of 0.0025 to 0.5◦ by providing a voltage command in the

range of 0 to 5 V to its automatic gain control driver. A transistor-transistor-logic (TTL)

signal is externally output at the cycle time of its resonant vibration, and it was used to

determine the FCE to open the camera exposure at 750 Hz.

The function generator AFG1022 was used to adjust the FCE in the external TTL

signal to synchronize the center time of the open exposure with the vibration center of

the sinusoid trajectory at no FCE control and input the adjusted TTL signal into the D/IO

port of the external board.
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Figure 6.5: An overview of fabricated motion-blur-free HFR vision system.

6.2.3 Implemented Hardware Logic
To execute motion-blur-free frame grabbing in real-time with sub-microseconds

precision, we implemented image processing and frame-capture-event (FCE) control logic

on the processing units (PU) of the high-speed vision system and the external board. As

shown in Figure 6.6 (a) and (b), the high-speed vision system and external boards are

equipped with Altera Stratix IV (EP4SGX290KF43C2) FPGA-based PU-1 and PU-2, re-

spectively.

The hardware logic implemented on PU-1 is capable of processing 1024×1024

pixel-sized images in real-time at 12,500 fps [105]. It also synthesizes edge detection

as the blur-index and the image reduction process using with 259.2 MHz clock speed

of FPGA, and it is enabled with an onboard image buffering unit for high-speed image

acquisition and real-time processing. However, the FCE control for triggering capture

signals as a visual-feedback control is processed by the external board integrated with

the high-speed vision system. It is equipped with PU-2, which is also Altera Stratix

IV (EP4SGX290KF43C2) FPGA-based hardware logic implementation platform. PU-2

is interfaced with the resonant mirror to synchronize mirror oscillation frequency, i.e.,

750 Hz with frame capture rate 750 fps of the high-speed vision system. PU-1 and PU-2

are interconnected via a high-speed interface for transferring processed image features

and information of each pixel. The pixel-thinned images generated by a pixel reduction

module in PU-1 of pixel size 512×512 are simultaneously transferred to PU-2 while cap-

turing the 1024×1024 pixels size images. The edge detection submodule calculates the
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edge intensities E(r) using a 3×3 Laplacian neighborhood kernels with reference to frame

number r. It passes the image processing results to the data output module, whereas, mo-

ment calculation submodule simultaneously extracts zeroth moment as an image bright-

ness M(r) regarding frame number r to pass it to the data output module. The PU-2 on

external board buffers the thinned pixels and edge gradient features for calculating the

normalized edge intensities R(r), the subtraction C(r) between the different speeds of the

camera viewpoint and control the FCE τd of the high-speed vision system.

Table 6.1 presents the resource consumption when the hardware logic implemented

in PU-1 of the high-speed vision system and PU-2 of the external board. Hence, the

proposed hardware architecture could be implemented in the available resources of the
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Table 6.1: FPGA resource consumption

Device Type Altera Stratix IV　 EP4SGX290KF43C2
High-speed-vision External board

LEs 68,269/291,200 25,792/291,200
ALMs 14,053/116,480 1,298/116,480

Registers 61,242/232,950 25,143/232,950
M9K blocks 812/936 934/936
M144K blocks 32/36 28/36

Embedded Memories 8,960/13,608 10,539/13,608
MULT18X18s 576/832 56/832

PLL 9/12 5/12

onboard FPGAs.

The external board consists of one MEM FPGA that incorporate image data into

the PU-2. The frame-capture-event-controller-unit (FCECU) of PU-2 executes a frame-

by-frame FCE control by inputting a high frame rate image, which was transferred from

the 8ch×2 high-speed external LVDS port of the high-speed vision platform. The 12-bit

grayscale 512×512 images, which was decimated from 1024×1024 images in the image

thinning function of the PU-2 with an additional row of stored log information, were

transferred to the PC by CoaXpress I/O port (CXP-6, 6.25 Gb/s, 4 ch). The TTL signal

timings are controlled in accordance with image processing results in the FCECU of the

MEM FPGA, and output to the high-speed vision system as an external trigger signal

through the D/IO port.

6.2.4 Implemented Algorithm
In the actuator-driven frame-by-frame intermittent tracking, the camera viewpoint

is controlled at the sinusoid trajectory by a resonant mirror. In this study, when A is the

mirror amplitude of the resonant mirror and τs is the center time of the camera exposure,

the viewpoint’s position p(t) at time t indicates at a period time of T = 1/ f0 as the

following sinusoidal trajectory:

p(t) = A(t) · sin 2π
T
t. (6.11)
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6.2.4.1 Preliminary setting

For shooting the images at two little different viewpoint speeds, the variable frame-

capture-event of the high-speed vision system is controlled alternately in even and odd

frames. The input image is captured at frame k with exposure time. The center exposure

time τs is controlled on the following timings (n: integer):

τs =

 tk + τd(k), (k = 2n + 1)

tk + τd(k) + ∆t. (k = 2n)
(6.12)

where tk = 2nπ is the center time of the sinusoid trajectory p(t) in each period,

and τd can control the viewpoint speed during the exposure time in the total frames (0

≤ τd ≤ T ). ∆t in even frames is set for capturing the different events alternately to control

the viewpoint-velocity of the camera frame-by-frame [106].

6.2.4.2 Real-time processing

For realizing the visual-feedback control for the camera viewpoint velocity in the

frame-capture-event control and the amplitude control, respectively, the following algo-

rithm was implemented on the prototype system.

(1) Calculation of brightness/edge intensity

A gray-scale 1024×1024 input image I(k) is captured at frame k. The total bright-

ness M(k) and the edge intensity E(k) are calculated from I(k).

(2) Calculation of normalized differential edge intensity

The normalized difference of edge intensities (DEI) C(k) as a DBI is calculated

from the normalized edge intensities R(k) = E(k)/M(k) as follows (n:integer):

C(k) =

 −R(k) + R(k − 1), (k = 2n + 1)

R(k) − R(k − 1). (k = 2n)
(6.13)

(3) Frame-capture-event control or amplitude control based on DEI

Considering Kdp and Kda are the proportional gains, the frame-capture-event τd and
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the mirror amplitude A are controlled with C(k) as follows, respectively:

τd(k) = τd(k − 1) + Kdp ·C(k). (6.14)

A(k) = A(k − 1) − Kda ·C(k). (6.15)

6.2.5 Parameter setting
With this vision system, the 1024×1024 input images were captured at 750 fps,

with the exposure time of 0.30 ms (= 1/3333) and the temporal time aperture ratio of

r = 0.225 in synchronization with the external trigger signal as the controlled frame

interval from the resonant mirror via the external board. A shooting region of 1024×1024

pixels corresponded to the 104×104 mm shooting area of a constant shooting distant

760 mm, and 0.102 mm corresponded to one pixel. The frame-capture-event ∆t in even

frames was set to 0.07 ms, whereas the frame-capture-event τd can be controlled in the

range of τd = 0.00 ms to τd = 0.30 ms. Table 6.2 shows the relationship between a relative

error ε and a controlled frame-capture-event τD(= τd + ∆t) ms; this corresponded to the

relationship between r, d, and ε in Figure 6.3.

The frame-capture-event control and the amplitude control can be selected before

experimenting. The mirror amplitude A was set as a constant in the frame-capture-event

control, whereas the frame-capture-event τd was set to zero in the amplitude control. The

video camera system started the either of controls when the total brightness M(k) of the

captured image exceeded the threshold 2.5 × 108. After passing the shooting objects and

Table 6.2: Relationship between a relative error ε and a controlled frame-capture-
event τD(= τd + ∆t) ms

controlled frame-capture-event τD relative error ε
0.00 ms 0.14×10−2
0.05 ms 0.32×10−2
0.07 ms 0.44×10−2
0.10 ms 0.63×10−2
0.15 ms 1.04×10−2
0.20 ms 1.66×10−2
0.25 ms 2.91×10−2
0.30 ms 7.60×10−2
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getting dark in images, the controller set τd(k) to zero and stored A(k) for the next objects.

6.3 Preliminary Experiments

6.3.1 Displacement of resonant mirror
Firstly, we conducted a preliminary experiment to verify the angular displacement

of the resonant mirror. To measure the angular displacement, we irradiated the center

of the captured area with a laser beam spot, and the locations of the beam spots via the

resonant mirror were identified in offline by capturing an HFR video of 128×48 pixels

at 100,000 fps with the exposure time of 8.98 ×10−3 ms. Figure 6.7 shows the angular

displacement for 4.0 ms when the drive voltages to the resonant mirror were set to 0.0, 2.5,

and 5.0V. Every angular displacement shows a substantially sinusoidal waveform with

stability at a frequency of 750 Hz. The averaged vibration amplitudes in 0.0, 2.5 and 5.0V

were, 0.0152◦, 0.0826◦ and 0.1634◦, respectively. The standard deviations of the mirror

vibration in 0.0, 2.5 and 5.0 V were, 2.17 ×10−4◦, 2.26 ×10−4◦ and 2.12 ×10−4◦. Figure

6.8 shows the relationship among the input voltages for the resonant mirror, the mirror

displacements of the resonant mirror, and its standard deviations. As the input voltage

increased, the mirror displacement of the resonant mirror became large; however, the

standard deviations showing its stability maintained. There was a slight offset around 0 V;

the relationship between the drive voltage V (V) and the vibration amplitude A (deg) can

be linearly approximated as A = 0.031V + 0.0066. Figure 6.9 shows the tracking speed v

and the relative error ratio ε in 0 ≤ τd ≤ T/4 when the drive voltages to the resonant mirror

were set to 0.0, 2.5, and 5.0V. As can be seen from this figure, the viewpoint velocity v

increased as the drive voltage became progressively larger, and the frame-capture-event

τd grew large as the relative error ratio ε got gradually wider.

In the frame-capture-event control at several experiments, the mirror displacement

of the resonant mirror was set to A = 0.0692◦ by considering the range of the object

speed as the amplitude of an appropriate parameter; the maximum angular speed was

2.07 × 10◦/s at A = 0.0692◦. In the amplitude control, the frame-capture-event τd was set

to 0.00 ms, and the amplitude of resonant mirror was control in the 0.0V to 5.0V range for
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selecting an appropriate viewpoint speed; the maximum angular speed was 4.90 × 10◦/s

at A = 0.1634◦.

6.3.2 Setting of P controller
Next, for determining appropriate parameters of the gain Kdp and Kap, we exper-

imented with the continuous cycling method in the Ziegler-Nichols ultimate sensitivity

methods [107–109]. A checkered pattern was moved at constant speeds 3.83 m/s us-

ing a high-speed conveyor belt system to measure a gain Ku, which caused a continuous

oscillation on the controlled value, and we confirmed the gain Ku by increasing the pro-
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portional gain in steps of 0.005. Figure 6.10 shows the patterned object to be observed

in a 1024×1024 image. The images feature a pattern of the checkered pattern on which

2×2 mm squares of alternating black and white were printed. Through this preliminary

experiment, the parameter of the gains Kdp and Kap were 1.190 and 0.0275, respectively,

by calculating as Kp = 0.50Ku.

6.4 Video Shooting Experiments

6.4.1 Video Shooting without Feedback Control for Checkered Pat-

terns Moving at Constant Speeds
We conducted an experiment to verify the relationship between a controlled frame-

capture-event and its sharpness. This video shooting experiment was conducted for a

checkered-pattern in Figure 6.10 when the frame-capture-event was set to constant values

τd = 0.00, 0.05, 0.10, 0.15, 0.20, 0.25 and 0.30 ms (∆t = 0.00). In this experiment, the

checkered pattern was moved at constant speeds ranging from 0 to 7.5 m/s at intervals of

0.5 m/s using the high-speed conveyor belt system.

Figure 6.11 shows the 108×108 pixels images that were cropped from the 1024×1024

input images of the checkered pattern moving at motor command of 0.0, 1.0, 3.0, 4.5, 6.5
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and 7.0 m/s. The figure shows the input images captured without vibration of the resonant

mirror (NT, without tracking), which are compared with the input images captured with

frame-by-frame intermittent tracking (IT, with tracking) when the frame-capture-event τd

was set to 0.30, 0.25, 0.20, 0.15 and 0.10 ms. As seen in Figure 6.11, the NT images

became increasingly blurred in the horizontal direction as the object speed increased,

whereas the IT images at the motor command of 0.0, 1.0, 3.0, 4.5, 6.5 and 7.0 m/s were

captured without motion blur when the frame-capture-events were 0.30, 0.25, 0.20, 0.15,

and 0.10 ms, respectively. This tendency corresponded to that the squared-error loss func-

tions when the frame-capture-events 0.30, 0.25, 0.20, 0.15, and 0.10 ms were minimized

to observe a target object moving at motor commands of 0.0, 1.0, 3.0, 4.5, 6.5 and 7.0

m/s, respectively. The image degradation with motion blur in the horizontal direction

increased as the object speed deviated from the desired speed for motion blur reduction,

which was determined by the frame-capture-events of the high-speed vision.

For evaluating its blur, the averaged normalized edge intensity Rave was calculated
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by averaging the normalized edge intensity values of 25 frames. Figure 6.12 shows the

relationship between the speed of a checkered pattern and its averaged normalized edge

intensity Rave when the target objects moved with the motor command to the conveyor

system in the range of 0.0 to 7.5 m/s at intervals of 0.5 m/s. When the frame-capture-

event was set to 0.30, 0.25, 0.20, 0.15, 0.10, 0.05 and 0.00 ms in IT images, the averaged

normalized edge intensity Rave had a maximum value when the motor commands were

1.0, 3.0, 4.5, 6.5, 7.0, 7.5 and 7.5 m/s, respectively; these motor commands were around

the desired speeds for motion blur reduction, 1.29, 3.13, 4.84, 6.24, 7.33, 8.00, and 8.23

m/s, which were determined by the frame-capture-event at 0.30, 0.25, 0.20, 0.15, 0.10,

0.05 and 0.00 ms, respectively. The maximum averaged normalized edge intensities Rave

in each frame-capture-event τd at 0.30, 0.25, 0.20, 0.15, 0.10, were 0.133, 0.134, 0.138,
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0.140, and 0.151 %. Meanwhile, the averaged normalized edge intensities Rave without

tracking when the motor commands were 0.0, 1.0, 3.0, 4.5, 6.5 and 7.0 m/s were 0.168,

0.147, 0.118, 0.109, 0.105 and 0.102 %, respectively. As the frame-capture-event τd in-

creased, there was a gradual decrease in the averaged normalized edge intensity Rave with

tracking when it was the maximum value at each frame-capture-event. This is because of

the large error between the linear trajectory of the objects to be shot and the sinusoidal

trajectory of the camera’s viewpoints.

Through the above experiment results and considerations, the proposed system can

control the viewpoint speed for tracking by the frame-capture-event ∆t and τd. It reduces

motion blur in video shooting when the high-speed object corresponds to the desired

speed for the motion blur reduction in the frame-capture-event control.
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Figure 6.12: Averaged normalized edge intensity Rave when video shooting without
feedback control.

6.4.2 Video Shooting with Feedback Control for Checkered Patterns

Moving at Constant Speeds
Next, we conducted an experiment for a constant fast-moving patterned object when

the frame-capture-event of the high-speed-vision and the amplitude of the resonant mirror

were controlled in proportion to the normalized edge intensity difference value C. The

checkered pattern that used in the section 6.3.2 was observed in this experiment. Figure
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6.13 shows the 108×108 images cropped from the 1024×1024 captured images of the

checkered pattern when the patterned objects moved at 0.0, 1.5, 3.0, 4.5, 6.0 and 7.5 m/s

by the conveyor system. Figure 6.13 shows the captured images without the vibration of

the resonant mirror (NT, without tracking), which are compared with the captured images

with frame-by-frame intermittent tracking by the frame-capture-event (IT-FC, with track-

ing by frame-capture-event) and by the amplitude (IT-AC, with tracking by amplitude).

As observed in Figure 6.13, the blur of NT images became larger the object speed in the

horizontal direction, whereas the blur of IT-FC and IT-AC images remain small.

0.0m/s 1.5m/s 3.0m/s 4.5m/s 6.0m/s 7.5m/s

without

tracking

(NT)

with tracking

(IT-AC)

with tracking

(IT-FC)

Figure 6.13: Cropped images of a checkered pattern when video shooting with feed-
back control at constant speed.

Figure 6.14 shows the relationship between the speed of patterns and its averaged

normalized edge intensities Rave in the IT-FC, IT-AC and NT images when the conveyor

line system was activated in the range of 0 to 7.5m/s at intervals of 0.5m/s. In the figure,

the frame-capture-event of the high-speed vision in video shooting the IT-FC images with

frame-capture-event control, and the vibration amplitudes of the resonant mirror in video

shooting the IT-AC images with amplitude control were also plotted. The index Rave was

calculated similarly as in the previous section. Figure 6.15 shows the frame-capture-event

τd of the IT-FC images with frame-capture-event control and the vibration amplitudes A of

the IT-AC images with amplitude control in the range of 0 to 7.5m/s. As can be seen from

the Figure 6.15, the frame-capture-events τd and the mirror amplitudes A were controlled
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for motion blur reduction in proportion to the object speed. There is the vibration of the

resonant mirror at a slower speed less than 1.5 m/s in the amplitude control because the

mirror amplitude at 0.0152 deg was the minimum value in the resonant mirror. In the

Figure 6.14, although the averaged normalized edge intensities Rave for the IT-FC were

smaller at a slower speed, the values for the IT-AC images at the faster speeds more than

0.5 m/s was relatively similar with NT images during rest, compared with that for the

IT-FC and NT images. This is because the error between the linear trajectory of objects

and the sinusoid trajectory of the resonant mirror remained small, comparing with the

frame-capture-event control. The averaged normalized edge intensity Rave for the IT-AC

images when the speed of the conveyor system was set to 0.0, 1.5, 3.0, 4.5, 6.0 and 7.5

m/s was 0.131, 0.163, 0.162, 0.161, 0.159 and 0.155 %, respectively, whereas that for the

IT-FC images was 0.131, 0.130, 0.133, 0.136, 0.141 and 0.152 %, respectively, and that

for the NT images was 0.168, 0.135, 0.118, 0.109, 0.105 and 0.099 %, respectively.
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Figure 6.14: Normalized edge intensity Rave when video shooting with feedback con-
trol at constant speed.

Through this experiment, it was found that the amplitude control and the frame-

capture-event control were controlled in proportion to the speed of the shooting objects,

and especially when the amplitude control was useful for the objects at constant speeds.
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Figure 6.15: Frame-capture-event τd and mirror amplitude Ak when video shooting
with feedback control at constant speed.

6.4.3 Video Shooting with Feedback Control for Patterned Objects

at Variable Speeds
Next, we conducted the video shooting experiments for variable fast-moving pat-

terned objects as the unstable fast-moving scene. In this experiment, the speed of the

conveyor system printed the checkered pattern of Figure 6.10 was accelerated from 0.0

m/s to 7.5 m/s in the period of Trising s. The period of Trising was set to 1.3, 3.0, 5.0, 7.0,

9.0, 11, 13, 15, 17, 19, 21, 23, and 25 s. During the accelerating time from t = 0.0 s to

t = Trising s, the speed of the conveyor system accelerated linearly.

Figure 6.16 shows the result of the normalized edge intensities R and the conveyor

speed in NT, IT-FC and IT-AC at the accelerated time Trising = 25 s. Figure 6.17 shows the

result of the frame-capture-events τd in IT-FC and the mirror displacement amplitudes A

in IT-AC. In the Figure 6.16, the normalized edge intensities R in NT decreased monoton-

ically in proportion as the conveyor speed, and the normalized edge intensities R in IT-FC

and IT-AC increased conversely. As seen in Figure 6.16, the normalized edge intensities

R in IT-FC increased monotonically, however, after the normalized edge intensities R in

IT-AC decreased once in the middle of increasing, and increased until t = 25 s. This is

because the controlled mirror amplitudes A were constant until the conveyor speed was

approximately 1.5 m/s, and the normalized edge intensities R decreased in the period from
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Figure 6.16: Normalized edge intensity R and conveyor speed at Trising =25 s.
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Figure 6.17: Frame-capture-event τd and mirror amplitude Ak at Trising =25 s.

5.0 to 12.1 s and tracked the conveyor speed after 12.1 s. In the Figure 6.17, the mirror

amplitudes A were controlled according to the conveyor speed, relatively smoothly. In

contrast, the frame-capture-event τd greatly fluctuated in the period from 15.7 to 17.3

s because the frame-capture-event control with high responsibility was controlled by a

jagged joint of the belt which has a locally large value of the edge intensity.

Figure 6.18 shows the result of the normalized edge intensities R and the conveyor

speed in NT, IT-FC and IT-AC at the accelerated time Trising = 1.3 s. Figure 6.19 shows the

result of the frame-capture-events τd in IT-FC and the mirror displacement amplitudes A

in IT-AC at Trising = 1.3 s. In the Figure 6.18, the normalized edge intensities R in NT de-



6.4 VIDEO SHOOTING EXPERIMENTS 91

0

1

2

3

4

5

6

7

8

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

o
b

je
ct

 s
p

e
e

d
 [

%
]

n
o

rm
a

li
ze

d
 e

d
g

e
 i

n
te

n
si

ty
 [

%
]

!me [s]

NT [%] IT-FC [%]

IT-AC [%] object speed [m/s]

Figure 6.18: Normalized edge intensity R and conveyor speed at Trising =1.3 s.
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Figure 6.19: Frame-capture-event τd and mirror amplitude Ak at Trising =1.3 s.

creased instantly in proportion as the conveyor speed, and the normalized edge intensities

R in IT-FC increased because the relative-error decreased and the frame-capture-events

τd in IT-FC increased in proportion as the conveyor speed. In the IT-AC, the normalized

edge intensities R in IT-AC decreased after it increased once. This is because the camera

system in IT-AC cannot track beyond the range of its controllability. In the Figure 6.19,

the frame-capture-event τd did not have a fluctuation compared with Trising = 25 s because

the joint of the belt passed, immediately.

Figure 6.20 shows the normalized edge intensity R at t = Trising in NT, IT-FC and

IT-AC. As seen in Figure 6.20, the normalized edge intensity R at t = Trising in NT were
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Figure 6.20: Normalized edge intensity R at t = Trising.

small because of motion-blur at the conveyor speed 7.5 m/s. In the IT-AC, the camera

system can track at Trising = 23 s and 25 s, however, the normalized edge intensities R at

t = Trising were small when Trising is less than 23 s because the system in IT-AC cannot

track the acceleration of the conveyor speeds below 0.33 m/s2. On the other hand, in

the IT-FC, the normalized edge intensities R was approximately constant even when the

accelerating times at Trising were set in the range from 25 s to 1.3 s. These results show

that the system in IT-FC can track at 6.79 m/s2 or more. The acceleration value 6.79 m/s2

is at Trising = 1.3 s.

From the above, the camera system in the IT-AC is better as compared with the

IT-FC when the object speed is constant without acceleration because the relative error

between the object trajectory and the mirror trajectory is small. However, when the ob-

ject speed is variable with strong momentum, the camera system in the IT-FC is better

as compared with the IT-AC. This is because the system responsiveness of the frame-

capture-event control is high owing to the electronic-signal-based control.

6.4.4 Video Shooting with Feedback Control for Complex Objects at

Constant Speeds
Next, we conducted a video shooting experiment for complicated pattern objects

using the high-speed conveyor system to verify the effectiveness of the proposed concept



6.4 VIDEO SHOOTING EXPERIMENTS 93

which can capture without relying on the object patterns. Figure 6.21, Figure 6.22 and

Figure 6.23 show captured complicated pattern objects in a 1024×1024 image when the

conveyor system was stopped. All captured complicated patterns have (a) an electrical

board pattern with the size of 160×367 mm, (b) a concrete wall pattern with the size of

160×393 mm, and (c) a text pattern with the size of 135×337 mm. As seen in these

figures, the electrical board pattern has several wiring patterns, the concrete wall pattern

has cracks and holes, and the text pattern has punctuation marks, capital, and lower-case

letters.

We compared our method with two motion-deblurring approaches on captured im-

ages as a related method of the motion blur. These were the non-blind convolution

motion-deblurring (NBC-MD) method and the learning-based blind convolution motion-

deblurring (LBC-MD) method. The method of Levin et al. [110] is selected as the NBC-

0.0505 mm m -m - width0.005 mmmmmm - w.005 m

0.49 pixel

wwwidthwwwidt

xxelelllee
0.11 mm m -m - width0.1 mmmmmm - ww0..1 m

0.98 pixel

wwidthwwidth

xxelllellle

22 mm m -m - width2 mmmmmm - ww2 mmmm

20 pixel

wwidthwwidth

xxellllellllle

0.2525 mm m -m - width0.225 mmmmmm -225 m

2.5 pixel

wwwidthwwwidt

xxellllllllllellle

0.55 mm m -m - width0.5 mmmmmm - w0..5 mm

4.9 pixel

wwwidthwwwidt

xellllee

0.0505 mm m -m - width0.005 mmmmmm - w.005 m

0.49 pixel

wwwidthwwwidt

xxellllelee

1

99.9.9.4.4.

1 mm 

999

m -

elllelexxeeepppiixxxx

m - dia11 mmmmmmmmmmmm -11 mm

9.8 pixel

ddddiaiaiiddddiaiaii

xxelelllele

33 mm m -m - dia3 mmmmmm -3 mm

29 pixel

ddiaiddiai

xxellllllllellle

1.55 mm m -m - width1..5 mmm

ddiai

mmm -

ddii

.5 mmm

15 pixel

wwwidthwwwidt

xxelllellee

(a)
Figure 6.21: Complicated pattern to be observed at 1024×1024 pixels image: (a)
Electronic board pattern.
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Figure 6.22: Complicated pattern to be observed at 1024×1024 pixels image: (b)
Concrete wall pattern.

MD method with a line kernel function, and the method of Tao et al. [111] is chosen as

LBC-MD method with a scale-recurrent network structure.

Figure 6.24 shows the results of 161×161-pixels-cropped-image sequences in NT,

IT-FC and IT-AC when objects moved at 7.5 m/s. Figure 6.24 shows the controlled values

of the frame-capture-events and the mirror amplitudes at each captured time as well. The

image sequence of NT has substantial motion blur at all times, but the motion blur of the

IT-FC and IT-AC image sequence is negligible. There is no change in the mirror ampli-

tude in IT-AC images compared with the frame-capture-event in IT-FC images because

the controllability of the viewpoint-velocity control in the amplitude control was lower

than the frame-capture-event control.

Figure 6.25(a) shows the 162×162 images of the electrical board pattern, and Fig-



6.4 VIDEO SHOOTING EXPERIMENTS 95

0.2525 mm m -m - width0.225 mmmmmm -225 m

2.5 pixel

wwwidthwwwidt

xxellllllllelllllle

0.2525 mm m -m - width0.225 mmmmmm -225 m

2.5 pixel

wwwidthwwwidt

xxellllllllellle

0.11 mm m -m - width0 1 mmmmmm - ww0..1 m

0.98 pixel

wwidthwwidth

xxelllelle

0.2525 mm m -m - width0.225 mmmmmm -225 m

2.5 pixel

wwwidthwwwidt

xxelllllllllelllllle

Figure 6.23: Complicated pattern to be observed at 1024×1024 pixels image: (c)
Text pattern.
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Figure 6.24: Sequence of 161×161-pixel images of NT, IT-FC and IT-AC at 7.5 m/s.
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ure 6.25(b) shows the 215×215 images of the concrete wall pattern, and Figure 6.25(c)

shows the 162×162 images of the text pattern were cropped from the 1024×1024 images,

at 0.0, 1.5, 3.0, 4.5, 6.0 and 7.5 m/s. As seen in Figure 6.25, NT images blurred in the

horizon direction according to the conveyor speed. In contrast, IT-FC and IT-AC images

did not have observable motion-blurs when the conveyor speed increased even when ap-

proximately 22-pixel-blurs in the NT image occur at 7.5 m/s. These results show that the

blur-index-based visual-feedback algorithm can control without depending on the object

patterns.

Figure 6.26 shows the results of comparison images at each pattern when the speed

of the high-speed conveyor was set to 7.5 m/s. As similar to before, the NT image at

7.5 m/s has a large blur compared with the image at the conveyor stop. In the NBC-MD

and the LBC-MD images, the motion-blur is significantly less than in the NT images.

However, some visible blur remains due to the limitation of the image restoration process

when the input image has a remarkable blur. The normalized edge intensity in the center

720×720 pixels of the electrical board pattern 1024×1024-pixels-images in Figure 6.26(a)

is 0.129 % in the NT image, 0.150 % in the LBD-MD image, 0.201 % in the NBD-MD

image, 0.234 % in the IT-FC image and 0.258 % in the IT-AC images. The normalized

edge intensity in the center 720×720 pixels of the concrete wall pattern images in Figure

6.26(b) is 0.130 % in the NT image, 0.120 % in the LBD-MD image, 0.256 % in the

NBD-MD image, 0.245 % in the IT-FC image and 0.259 % in the IT-AC images. The

normalized edge intensity in the center 720×720 pixels of the text pattern images in Figure

6.26(c) is 0.090 % in the NT image, 0.086 % in the LBD-MD image, 0.155 % in the

NBD-MD image, 0.144 % in the IT-FC image and 0.160 % in the IT-AC images. The

normalized edge intensities in the NBD-MD images are overall high relative because of

the ghost error in the NBD-MD images that is recognized as an image gradient.

The above results indicate the effectiveness of our blur-index-based visual-feedback

algorithm using the edge intensity for controlling the viewpoint-velocity of moving ob-

jects independently with the patterns of shooting objects. The developed vision system

can capture the complicated designs which have the wiring patterns of less than 0.25-mm
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Figure 6.25: Cropped images of complicated patterns in NT, IT-FC and IT-AC at
various speeds.
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Figure 6.26: Comparison cropped images of several motion-blur-free methods at 7.5
m/s.

width printed on the electronic board pattern, and the crack patterns of less than 0.25-mm

width printed on the concrete wall pattern and the text pattern of 2-mm size.

6.4.5 Video Shooting with Frame-capture-event Control from themov-

ing vehicle
Finally, we conducted video capturing experiments by applying the developed sys-

tem in a vehicle to verify the effectiveness in the situation of capturing the real concrete

surface from a running vehicle. In this experiment, the system selected the frame-capture-

event control because an unexpected acceleration occurs in these situations.

Figure 6.27 shows an overview of the experimental scene, and a vehicle applied

the FPGA-based motion-blur-free HFR video camera. The FPGA-based motion-blur-

free HFR video camera system was installed on a seat at the height of 1650 mm with

an F-mount 200-mm lens. The shooting distance was set to approximately 4 m between
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Figure 6.27: Overview of the experimental scene, including the vehicle applied
FPGA-based motion-blur-free HFR video camera.

the resonant mirror and the shooting objects. The shooting area was 408×408 mm. The

constant mirror amplitude of the resonant mirror was 0.014 deg. The maximum viewpoint

velocity of the video camera was 32.5 km/h at the setting camera-to-subject distance.

In this experiment, the speed of the running vehicle was set to approximately 20 km/h,

whereas the appeared motion-blur at a speed of 20 km/h was around 4 pixels.

Figure 6.28 shows an overview of shooting objects, including (a) test patterns and

(b) a concrete wall. The test patterns consist of several actual crack patterns, crack test

patterns, and checkered patterns. The images of several actual crack patterns have cracks

less than 0.5-mm-width. The crack test patterns have a line with a width of 0.1-mm, 0.2-

mm, 0.5-mm, 1.0-mm, and 2.0-mm. The checkered patterns have 4×4 mm squares of

alternating black and white were printed.

Figure 6.29(a) shows the result of image sequences by general shooting without

tracking (NT), and with tracking by the frame-capture-event control (IT-FC) when it cap-

tures the test patterns. Figure 6.29(b) shows the result of captured images when it shoots

the actual concrete wall. As seen in the images and edge intensities of the figure, the

NT images became blurred in the horizontal direction. In contrast, the frame-capture-



100CHAPTER 6. MOTION-BLUR-FREEHIGH-FRAME-RATEVIDEOCAMERAWITH FRAME-BY-FRAMEVISUAL-FEEDBACKCONTROL

1500mm

840mm

495mm405mm200mm200mm145mm

checkered pa!erncheckeec

4

ke

44×

ed pedrede

44××××4mm

pa!ernpa!

mm

crack

1500

crack

test pa!ern
crack 1

crack 2

crack 3

220mm width

330mm width

40mm40mmmm40

width

(b)(a)

1151151150mm
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Figure 6.29: (a) 193×193-pixels cropped image sequences when captures test pat-
terns. (b) 430×430-pixels cropped images when captures test patterns.

events τd were controlled, and IT-FC images did not become blurred. Figure 6.30 shows

the results of normalized edge intensities and frame-capture-event τd with tracking when

captured the concrete wall. The normalized edge intensities of IT-FC were improved in

comparison with NT images. The frame-capture-events τd were controlled without rely-

ing on the object patterns even when it captured the actual concrete wall surface.

According to these results, our installed motion-blur-free HFR video camera in the

vehicle can capture non-blurred images of the actual concrete surface without decreasing
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Figure 6.30: Normalized edge intensities and frame-capture-event τd with tracking
when captured the concrete wall.

the exposure time of the video camera. It indicates our developed vision system can show

the effectiveness in the situation of the running vehicle visual inspection, which occurs at

the unexpected acceleration.

6.5 Conclusion in this Chapter
In this chapter, we developed the FPGA-based motion-blur-free HFR video camera

system and confirmed the effectiveness of the proposed concepts, including the actuator-

driven frame-by-frame intermittent tracking and the blur-index-based visual-feedback al-

gorithm. The developed video camera system captures the motion-blur-free HFR video

1024×1024 images of unstable fast-moving scenes at 750 fps without decreasing the ex-

posure time and relying on the object patterns. Several experiments verified the effec-

tiveness of the system, which included the running vehicle experiment for the actual

concrete wall. The developed video camera system has two control methods for the

viewpoint-velocity during the shutter open; the frame-capture-event control and the am-

plitude control. The frame-capture-event control realizes the high-frequency feedback at

the sub-microsecond level order. In contrast, the percentage of the linear range during

the exposure time decreases at lower viewpoint speeds. Its effectiveness described in the

acceleration experiments of the conveyor system. The amplitude control realizes non-blur
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image shootings compared with the frame-capture-event control at a constant speed, as

seen in the several experiments. However, the control responsiveness of the viewpoint

velocity is unexpected due to resonance phenomena in the mirror.

On the basis of these results, we plan to extend our motion-blur-free video shooting

system to a two-DOF mirror system that can independently control the directions of the

pan and tilt mirrors and conduct the verification experiments in where several hundred

pixels of motion-blur occur without intermittent mirror tracking. We also plan to intro-

duce an optical device which can control the shooting distance. This is a solution for

when the imaging objects move to multiple directions because the actual situation in the

fast running car will generate the vibrations.



Chapter 7

Conclusions

In this study, to realize non-blurred image capturing for unstable fast-moving ob-

jects without lowering the camera’s exposure time, we proposed novel concepts as a

motion-blur-free shooting method and developed several motion-blur-free HFR video

camera systems consisted of the high-speed vision and the high-speed mirror actuator.

We proposed three concepts for the motion-blur-free high-frame-rate video shoot-

ing. The first concept is the camera-driven method with the high-speed mirror actuator for

frame-by-frame intermittent tracking. Based on the conventional frame-by-frame inter-

mittent tracking, we extend the method to the mirror-active vision system, which consists

of 2-DOF piezo actuators with mirrors. It realizes the motion-blur-free HFR shooting

without decreasing the camera’s exposure time by alternating the mirror tracking control

and back-to-home control according to the camera shutter status. This approach can cap-

ture the non-blurred images of the unstable fast-moving object at lower object speeds. The

second concept is the actuator-driven method for frame-by-frame intermittent tracking. It

realizes the motion-blur-free HFR shooting with long exposure time for fast-moving ob-

jects so that the high-speed vision system is controlled in synchronization with the large

mirror amplitude of the high-speed mirror actuator. This approach can maximize the

mechanical performance of the mirror actuator. The third concept is blur-index-based

visual-feedback control. This concept realizes a visual-feedback control for the view-

point velocity according to the degree of blur in the captured image without relying on

the object patterns at frame-by-frame.

The motion-blur-free HFR video camera system, which was implemented the camera-
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driven frame-by-frame intermittent tracking method with the high-speed mirror actua-

tor, can capture the 512×512-pixels images at 125 fps without motion-blur. Based on

the actuator-driven tracking method and blur-index-based visual-feedback algorithm, the

motion-blur-free HFR video camera system was developed by implementing the image

processing and the control process on FPGAs. It can capture the non-blurred 1024×1024-

pixels images at 750 fps. Its effectiveness was shown through several verification exper-

iments, including the shooting experiment for the table tennis ball and actual concrete

walls by installing in the running vehicle. The experimental results show the possibility

which can apply our system for solving the motion-blur problems in real fields.

The following issues remain to be solved in the future. In the proposed motion-blur-

free HFR video camera system, especially in the actuator-driven approach, the amplitude

control with a low-frequency response for viewpoint speed has a limitation. It cannot

shoot motion-blur-free videos of an object moving at a rapid time-varying speed in vari-

able directions. In contrast, the frame-capture-event control with a high-responsibility for

viewpoint velocity has a limitation as well that the large error occurs at the lower speeds

of the shooting objects.

Based on these experimental results and considerations, we plan to combine two

viewpoint-velocity control methods to one which can capture non-blurred images with

less liner-error during the shutter open and the high responsiveness for the complex pat-

terned objects, as well as to apply the motion-blurring as post-processing to our system to

decrease the linear error at the actuator-driven frame-by-frame intermittent tracking using

the resonant mirror. We also plan to extend our motion-blur-free video shooting system

to a two-DOF mirror system with optical devices that can independently control the pan,

tilt, and depth directions by mirrors and lens, and conduct a new practical experiment for

much fast-moving scenes such as video shooting investigations from a running vehicle

at more than 80 km/h and a flying drone, precise production inspection with a defective

product detection on a high-speed factory automation line.



Appendix

I have learned the bottom-up approach for the disadvantaged areas through the

TAOYAKA program. This section summarizes the activity of the Onsite-Team-Project in

the TAOYAKA program, which was held from October 2017 to July 2018.

As stated above in 1.2, the team in which I joined selected Sera-city in Hiroshima

prefecture as the target place at the Onsite-Team-Project. The agriculture of the hilly and

mountainous area had an important role in Japan. The hilly and mountainous area occu-

pies 43.3 % of the cultivated land area in Japanese and occupies an important position in

the food supply. It plays a significant role in multifaceted functions such as water resource

recharge function and flood prevention as well [112]. However, it is facing common is-

sues such as cultivation abandonment and aging of labor in the hilly and mountainous

areas in Japan. Sera-city is confronted with similar problems [113]. In this situation, the

team started the Onsite-Team-Project in Sera-city and set the project aim that is to support

the agriculture of hilly and mountainous areas that have these problems.

In my activity of the Onsite-Team-Project, I proposed a video surveillance system

for agricultural supports and surveyed to summarize the system specification. To have

a comprehensive understanding of farmers’ demands, we investigated two community-

based agriculture unions: Kirarikariyama (15 households) and Kurohada (9 households).

Through the survey using a questionnaire, I have focused on the rice which is one of the

much amount of harvested crops in Japan and the following items: ”budget,” ”frequency

to look around,” ”image quality” and ”position in the rice/field to check.” In the item of

”point in the rice/field to check,” the lowest priority is set at point ”1”, whereas the highest

priority is set as point ”5”.

Figure A.1 shows the questionnaire results in two unions. The frequency to look
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Figure A.1: Questionnaire results of Onsite-Team-Project.
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around is once in several days in the evening or early morning. The image quality of

cameras is less than averaged 0.74 pixels/mm. The point in rice/field to check is the

spike/leaf/water-level, which is monitorable from the sky. Through the result, I have

proposed two systems of agriculture support by video surveillance. Figure A.2 shows a

summary and an equipment example of my proposal. One of the equipment examples

is the Outdoor Security PTZ Camera [114] for the individual; the other is DJI Phantom

4 Pro [115] for community/company. The concept of these systems was selected based

on the questionnaire results and specialized for monitoring spike/leaf/water-level from

farmer’s house.

Outdoor Security
PTZ Camera 
(SC-JT82 Sinei Corp.)

Base price more than 40,000 yen
Setup cost Approximate 35,000 yen
Shoo!ng distance 20 cm 3 m (monitoring)
Monitoring Area Approximate 10

easy connect (Smart phone, PC)
wide range surveillance for animal
Small monitoring Area 

For individual For community/company

Base price more than 250,000 yen
Shoo!ng distance 2m (monitoring)
Monitoring Area Approximate 30000

wide range monitoring
Shoo!ng range restricted by law
Acquisi!on of control skills

Phantom 4 Pro
(DJI.)

field scanning
from flying drone

field monitoring
by PTZ camera

Figure A.2: Proposal of a video surveillance system for agriculture supports.
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