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Abstract 
Lithium niobate (LiNbO3) and the isomorphous lithium tantalite (LiTaO3) 

undergo the phase transition from the paraelectric phase (space group: R3
―
c) to the 

ferroelectric phase (space group: R3c) with decreasing temperature. After the 

discovery of their ferroelectricity in 1949, these LiNbO3 family crystals have 

attracted great attention to the applications. The Curie temperatures TC of these two 

materials are fairly high as ~ 1480 and 960 K, and the spontaneous polarizations PS 

at room temperature are reported to be 71 and 55 C/cm2, respectively. Therefore, 

the LiNbO3 and LiTaO3 crystals are expected to be a base-material for promising 

lead-free piezoelectric ceramics, especially for the uses at high temperatures.  

Although the materials are widely used in many electronic devices, the phase 

transition mechanism is not clear. Some groups theoretically suggest that the phase 

transition is of a displacive type, which is supported by the soft modes in the phonon 

dispersions. However, others have not observed any soft modes near TC, and hence 

argue that it should be an order-disorder type phase transition from the observed 

central peak mode and the results of perturbed angular correlation spectroscopy.  

Regarding the order of phase transition, some groups measure the spontaneous 

polarization and the latent heat through TC, and claim that the ferroelectric phase 

transition is of second order, which is supported by the optical properties and the 

dielectric susceptibilities. However, others report that the bond length changes 

discontinuously at TC, which means the first-order phase transition.  

The origin of the large difference in TC and PS between LiNbO3 and LiTaO3 is 

not clear as well. The ionic radii of the Nb and Ta ions are the same as 0.64 Å, 

which results in the similar crystal structure with almost the same lattice parameters 

a and c. The electronic structures of both materials are reported to be almost 

identical by the first-principles calculations, with comparable hybridization of 

Nb4d-O2p and Ta5d-O2p orbitals in the valence bands.  
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In this study, electron charge density distribution in stoichiometric LiNbO3 and 

LiTaO3 have been visualized by synchrotron radiation X-ray powder diffraction 

(SXRD) to adduce the conclusive evidence on the mechanism of structural phase 

transition and to clarify the structural origin of difference in TC between LiNbO3 and 

LiTaO3. It is normally difficult to determine the atomic position of a light element 

such as Li in a material including a heavy element such as Nb or Ta by standard X-ray 

diffraction. The excellent counting statistics and the high angular resolution in 

synchrotron radiation X-ray diffraction enable us not only to determine the atomic 

position of the light element but also to visualize the chemical bonding nature in the 

electron charge density distribution maps of the materials.  

The electron charge density distribution maps visualized by the maximum entropy 

method clearly demonstrate that the disordered Li ion along the polar direction at the 

two sites in the paraelectric phase is ordered at one site in the ferroelectric phase. The 

ordering of the disordered Li ion in the polar direction accompanied by the 

deformation of the oxygen octahedra gives rise to the ferroelectric phase transition. 

The structural change occurs continuously at the phase transition temperature, which 

suggests a second-order phase transition. 

The clear relationships between the Nb(Ta)-O bond length, the electron charge 

density on the Nb(Ta)-O bond and the phase transition temperature TC are revealed for 

the isomorphic structures. The Nb(Ta)-O bonding plays an important role for the 

elevation of TC. The higher TC in LiNbO3 compared with the TC in LiTaO3 is attributed 

to the larger lattice distortion of the Nb-O oxygen octahedron in LiNbO3. 

The evaluated spontaneous polarization PS by the point charge model gradually 

increases below TC with decreasing temperature. The PS evaluated from the crystal 

structure of LiNbO3 and LiTaO3 are almost the same as the results of electronic 

measurement, respectively, which suggests that the main contribution to the PS of 

LiNbO3 and LiTaO3 is from the ionic polarization. The larger atomic shift of the Nb 

atom is considered to play an important role in the emergence of larger PS in LiNbO3. 



i 
 

Contents 
CHAPTER 1  INTRODUCTION ................................................................................... 1 

1.1 PEROVSKITE TYPE DIELECTRICS .................................................................................... 1 

1.2 MECHANISM OF PHASE TRANSITION .............................................................................. 8 

1.3 ELECTRON CHARGE DENSITY STUDY BY SXRD ................................................................ 12 

1.4 LINBO3 AND LITAO3 ............................................................................................... 16 

1.5 STRUCTURE AND PHASE TRANSITION OF LINBO3 AND LITAO3 .......................................... 17 

1.6 PURPOSES OF THE STUDY .......................................................................................... 19 

CHAPTER 2  EXPERIMENT METHOD .................................................................... 23 

2.1 SYNCHROTRON RADIATION X-RAY DIFFRACTION ............................................................. 23 

2.2 SPRING-8 BL02B2 ................................................................................................. 25 

2.3 SAMPLE PREPARATION .............................................................................................. 28 

2.4 EXPERIMENTAL CONDITIONS ...................................................................................... 30 

CHAPTER 3  ANALYSIS METHOD ......................................................................... 35 

3.1 RIETVELD REFINEMENT ............................................................................................. 35 

3.2 RIETVELD ANALYSIS CONSIDERING THE IONIC STATES ....................................................... 37 

3.3 MAXIMUM ENTROPY METHOD (MEM) ....................................................................... 39 

3.4 WEIGHTING OF MEM ELECTRON DENSITY ANALYSIS ....................................................... 44 

3.5 MEM/RIETVELD METHOD ........................................................................................ 49 

CHAPTER 4  EMERGENCE OF THE FERROELECTRIC PHASE TRANSITION 

IN LITAO3 BY SXRD ................................................................................................. 53 

4.1 ANALYSIS OF THE STRUCTURE OF LITAO3 AT 123 K ........................................................ 53 

4.2 ANALYSIS OF THE STRUCTURE OF LITAO3 AT 123 K AND BOND VALENCE SUM (BVS) STUDY .. 57 

4.3 CHARGE DENSITY STUDY ............................................................................................ 61 

4.4 STRUCTURES AT DIFFERENT TEMPERATURE .................................................................... 62 

4.5 SPONTANEOUS POLARIZATION .................................................................................... 70 

4.6 LATTICE STRAIN ....................................................................................................... 71 



ii 
 

CHAPTER 5  STRUCTURE OF LINBO3 AT 123 K AND COMPARISON WITH 

LITAO3 ........................................................................................................................ 73 

5.1 RIETVELD REFINEMENT OF LINBO3 AT 123 K ................................................................ 73 

5.2 SPONTANEOUS POLARIZATION AT 123 K ...................................................................... 75 

5.3 CHARGE DENSITY DISTRIBUTION OF LINBO3 AND LITAO3 AT 123 K ................................... 77 

5.4 RELATIONSHIP BETWEEN NB(TA)-O BOND LENGTH, CHARGE DENSITY AND TC ...................... 78 

CHAPTER 6  CONCLUSION ...................................................................................... 83 

ACKNOWLEDGMENT .................................................................................................... 85 

REFERENCES: ................................................................................................................ 87 

 

  



1 
 

Chapter 1  

Introduction 
 

1.1 Perovskite type dielectrics 
 

Perovskite type oxide is a generic term for oxides having the same crystal 

structure as calcium titanate (CaTiO3) known as the mineral name of perovskite. The 

general formula of the perovskite type oxide is represented by ABO3, A and B are 

cations, and O is oxygen. The crystal structure with the highest symmetry is the cubic 

phase (space group Pm3
―
m), where the atom A is located at the apex of the unit lattice, 

the B atom at the body center position, and the O atom at the face center position. The 

structure of the cubic phase of the perovskite oxide is shown in Fig. 1-1. The A site is 

surrounded by 12 oxygen. The B site is surrounded by 6 oxygens and forms a BO6 

octahedron with the B atom on the center. 

 

Fig. 1-1 Cubic crystal structure of perovskite type oxide ABO3 (space group Pm3
―
m). 

The position of the A site is (0, 0, 0), the position of the B site is (1/2, 1/2, 1/2), and 

cations are arranged in each site. Oxygen is arranged at the face center positions (1/2, 

1/2, 0), (1/2, 0, 1/2), (0, 1/2, 1/2) surrounding the B site. 

 

Various ions make perovskite type crystals. When the valence of A is +2, and B is 



2 
 

+4, there are crystals such as CaTiO3, barium titanate (BaTiO3), lead titanate (PbTiO3), 

and lead zirconate (PbZrO3). When A is +1 and B is +5, they are potassium niobate 

(KNbO3), lithium niobate (LiNbO3) and lithium tantalite (LiTaO3). When A and B are 

both +3, there are a few crystal such as bismuth ferrite (BiFeO3) and lanthanum 

aluminate (LaAlO3), etc.. Also, a wide variety of perovskite type solid solutions in 

which two or more types of perovskite type crystals are dissolved as solid are 

synthesized [1-3].  

 

Table 1-1 Change in phase transition temperature and space group of representative 

perovskite type oxides and solid solutions [4-6] 

 Curie temperature (K) Space group 

BaTiO3 
403 Pm3

―
m → P4mm 

278  → Amm2 
198  → R3m 

BaZrO3 - Pm3
―
m 

PbTiO3 763 Pm3
―
m → P4mm 

LaAlO3 834 Pm3
―
m → R3

―
c 

KNbO3 
708 Pm3

―
m → P4mm 

498  → Amm2 
263  → R3m 

KTaO3 488 Pm3
―
m 

PbZrO3 505 Pm3
―
m → Pbam 

PbHfO3 
488 Pm3

―
m → R3

―
m 

436  → Pnam 

 

Table 1-1 shows the valence, ionic radius, structural phase transition temperature 

and space group change of A site atoms and B site atoms of typical perovskite type 

oxides. Perovskite type crystals and perovskite type solid solution have cubic 

symmetry in high symmetric phases at high temperature as shown in Fig. 1-1. When 

the temperature decreases, the structures transfer to low symmetric phases. The crystal 

structure of the low symmetric phases greatly vary depending on the combination of 

the A site atoms and the B site atoms, and are rich in diversity. These perovskite type 
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crystals and their solid solution show many interesting physical properties such as 

dielectric properties and magnetic properties, and much research has been done from 

both the basic and applied aspects. 

In many perovskite type oxides, structural phase transitions occur when the 

temperature decreases from high temperature, and the symmetry decreases. Structural 

phase transition is a phase transition accompanied by a slight change in crystal 

structure such as atomic displacement and lattice distortion among phase transitions in 

a crystal. Ferroelectricity and anti-ferroelectricity etc. appear when crystal phase 

become low symmetric phase via structural phase transition. Structural phase 

transitions can be caused by the spontaneous atomic displacement when the 

fundamental vibration of a transverse wave among the lattice vibrations which is 

sensitive to low temperature is frozen. As the temperature decreases from the high 

symmetric phase at high temperature, the frequency of this fundamental vibration 

decreases, that is the softening of phonon, and the soft fundamental vibration is called 

soft mode. The mechanism of softening is generally explained by the anharmonicity 

of the lattice vibrations. If the lattice vibration is anharmonic, the restoring force of 

lattice vibration decreases with decreasing temperature, resulting in the frequency 

decreasing. Upon reaching the phase transition temperature, the frequency of the soft 

mode becomes zero, the atomic displacement pattern corresponding to this soft mode 

is frozen, and a low symmetric phase is realized. Which of the lattice vibrations 

becomes the soft mode depends on the crystal structure, the mass of the constituent 

atoms, the state of thermal vibration, the bonding state and the interaction between 

atoms including the dipole field, etc. [7]. 

Two soft modes are frequently observed in perovskite type dielectrics that 

undergo structural transition. One is the mode at the center of the Brillouin zone, 

called the Γ15 mode, which causes a ferroelectric phase transition. The other one is the 

mode at the zone boundary, M3 and R25 modes. Figure 1-2 shows the Brillouin zone in 

the cubic structure of the perovskite oxide [1]. Notation such as Γ, M, R in the phonon 
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mode indicate the phonon attributed to each point of Γ, M, R in the Brillouin zone. 

 

 
Fig. 1-2 Cubic Brillouin zone of perovskite type structure [1]. 

 

The Γ15 mode is a transverse wave optical (TO) mode, and when it is frozen, the 

atomic displacement is in the direction of [001] direction. This frozen mode causes a 

ferroelectric phase transition and Fig. 1-3 shows the atomic displacement in Γ15 mode 

[1], which includes the slater mode, the last mode, and the oxygen octahedral 

transition mode. 

 

 
Fig. 1-3 Atomic displacement when Γ15 mode is frozen [1]; (a) slater mode, (b) last mode, (c) 

O octahedron displacement mode. 

 

 M3 and R25 modes are transverse acoustic (TA) mode with rotational 

displacement of the oxygen octahedron in the crystal shown as Fig. 1-4. In the M3 

mode frozen, the upper and lower oxygen octahedrons rotate in the same direction, 

but in the R25 mode, since the rotation directions of adjacent oxygen octahedrons are 

different, alternate twisting of octahedrons occurs and takes a super lattice structure. 
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Fig. 1-4 Atomic displacement when M3, R25 mode frozen [1]; (a) M3 mode and (b) R25 mode. 

 

The existence of soft modes varies widely depending on the substance. In general, 

in the substance in which the Γ15 mode is frozen, the M3 and R25 modes do not freeze, 

and conversely the Γ15 mode does not occur in the substance frozen in the M3 and R25 

modes. This is known as separation behavior of phase transition mode in successive 

phase transformations [8].  

On the other hand, classification by the tolerance factor t has been proposed to 

classify the stability of the perovskite type structure and the property of the soft mode. 

Tolerance factor t is a parameter representing the extent of relaxation around atoms 

expressed as 

 
O

O

2 rr
rrt

B

A , (1-1)  

where rA, rB and rO are ionic radii of A, B and O atoms, respectively. The Shannon ion 

radius is often used for ionic radius [9]. The tolerance factor shows that when t = 1 it 

is an ideal perovskite structure. When t > 1, there is a spatial clearance around the B 

site rather than around the A site, and when t < 1, it indicates that there is clearance 

around the A site. Table 1-2 shows ionic radii and tolerance factors t of A site atoms 
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and B site atoms of typical perovskite type oxides. The ionic radius of the atom at A 

site with 12 coordination of the first nearest neighbor O and the ionic radius of the 

atom at B site with 6 coordination of the first nearest neighbor O are used in the 

calculation of the tolerance factor, respectively. In the case of the O atom, only the 

atom at B site is considered as the first nearest neighbor and the ion radius with 2 

coordination is 1.35 Å. 

 

Table 1-2 Formal number, ionic radius, tolerance factor of A site atom and B site atom of 

perovskite type dielectric t. The A site atom is calculated with 12 coordination, the B site atom 

with 6 coordination, and the O atom with 2 coordination (1.35 Å). 

Materials 
A site B site 

Tolerance factor t 
Valence rA (Å) Valence rB (Å) 

BaTiO3 2+ 1.61 4+ 0.605 1.071 

PbTiO3 2+ 1.49 4+ 0.605 1.027 

KNbO3 1+ 1.64 5+ 0.64 1.062 

KTaO3 1+ 1.64 5+ 0.64 1.062 

LaAlO3 3+ 1.36 3+ 0.535 1.017 

CeAlO3 3+ 1.34 3+ 0.535 1.009 

SrTiO3 2+ 1.44 4+ 0.605 1.009 

SrZrO3 2+ 1.44 4+ 0.72 0.953 

BiFeO3 3+ 1.45 3+ 0.645 0.992 

PbZrO3 2+ 1.49 4+ 0.72 0.970 

PbHfO3 2+ 1.49 4+ 0.71 0.975 

NaNbO3 1+ 1.39 5+ 0.64 0.974 

AgNbO3 1+ 1.37 5+ 0.64 0.966 

LiNbO3 1+ 1.25 5+ 0.64 0.924 

LiTaO3 1+ 1.25 5+ 0.64 0.924 

 

In addition, Fig. 1-5 shows a correlation diagram called "Goldschmidt diagram" 

in which various perovskite type dielectrics are organized by ionic radii of A site 

atoms and ionic radii of B site atoms summarized by D. Tsuru [10]. The structure of 

the ABO3 type crystal is roughly divided into two types, a perovskite type structure in 
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which the prototype structure is a cubic crystal structure, an ilmenite type structure 

and a LiNbO3-type structure. In the classification of circles in Fig. 1-5, in the 

perovskite structure, the material in which the softening of the Г15 mode occurs is red, 

the material in which the softening of the R25 mode occurs is blue, the softening of the 

Г15 mode occurs along with the R25 mode frozen SrTiO3 as a material is purple, 

structural phase transition does not occur KTaO3, BaSnO3, BaZrO3 are shown in black, 

substances with ilmenite type structure and LiNbO3-type structure are shown in green. 

 
Fig. 1-5 Goldschmidt diagram. Of the perovskite type structure, the material in which the 

softening occurs in the Γ15 mode is red, the material in which the softening of the R25 mode 

occurs is blue, the material in which the softening of the Γ15 mode occurs, along with the 

freezing of the R25 mode, is purple, the structural phase transition is KTaO3, BaSnO3 and 

BaZrO3, which do not occur, are shown in black, and substances with ilmenite type structure 

and LiNbO3-type ilmenite type structure are shown in green. 

 

Since the ion radius varies depending on the coordination number of the O atom, 

the value of the tolerance factor t slightly changes. Discussion about the tolerance 

factor t has been actively conducted [11,12]. Generally, for dielectrics with tolerance 

factors t > 1, the Г15 mode, which is the zone center mode, is easily to be frozen, 

resulting a ferroelectric atomic displacement. On the other hand, for dielectrics with t 

< 1, the M3 and R25 modes, which are on the boundary of the Brillouin zone, are easily 

to be frozen, resulting in anti-ferroelectric atomic displacements.  
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In addition, Glazer devised the symbol "Glazer notation" for classifying the 

characteristics of anti-ferroelectric atomic displacements such as rotation and 

inclination of octahedrons for substances that undergo phase transformation due to 

rotational displacement of oxygen octahedrons [13], where M3 mode and R25 mode 

frozen shown in Fig.1-4 are defined as a0a0c+
 and a0a0c−, respectively. Table 1-3 

shows Glazer notation classified into 23 types [14]. 

 

Table 1-3 Classification of space groups by Glazer notation [14]. 

Tilt system 

number 

Tilt system 

symbol 

Space 

group 
 

Tilt system 

number 

Tilt system 

symbol 

Space 

group 

1 a+ b+ c+ Immm  13 a− b− b− I2/a 

2 a+ b+ b+ Immm  14 a− a− a− R3
―
c 

3 a+ a+ a+ Im3
―
  15 a0 b+ c+ Immm 

4 a+ b+ c− Pmmn  16 a0 b+ b+ I4/mmm 

5 a+ a+ c− P42/nmc  17 a0 b+ c− Cmcm 

6 a+ b+ b− Pmmn  18 a0 b+ b− Cmcm 

7 a+ a+ a− P42/nmc  19 a0 b+ c− I2/m 

8 a+ b− c− P21/m  20 a0 b− b− Imma 

9 a+ a− c− P21/m  21 a0 a0 c+ P4/mbm 

10 a+ b− b− Pnma  22 a0 a0 c− I4/mcm 

11 a+ a− a− Pnma  23 a0 a0 a0 Pm3
―
m 

12 a− b− c− P1
―

     

 

 

1.2 Mechanism of phase transition 

 

At the phase transition point, the phase transition in which the crystal structure 
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slightly changes, such as atomic displacement or lattice distortion, is called structural 

phase transition. Phase transitions observed in dielectrics mostly involve structural 

phase transitions. Therefore, its physical properties are often discussed in the physics 

of the lattice system directly attributed to the crystal structure. In the structural phase 

transition, the fluctuation of electric polarization P, the order parameter, approaches 

the transition point, and the phase transition that the divergence at the transition point 

causes the lattice to become unstable, resulting in the ferroelectric phase transition. 

Some ferroelectric phase transitions are second order transitions, and others are first 

order transitions close to second order transitions. There are two types of ferroelectric 

phase transition: order-disorder type and displacive type. 

 
Fig. 1-6 Schematic view of atomic potential of the order-disorder and displacive type phase 

transitions. 

 

Fig. 1-6 shows the schematic view of atom potentials of the two kinds of phase 

transition. In the order-disorder type phase transition, an atom has double potential 

wells and blow TC, the atom can only occupy one of the wells. Above Tc. the atom can 

jump between the two potential wells. In the displacive type phase transition, the atom 

occupies the single potential well. With increasing temperature, near TC, the potential 

becomes soft, and the atom position shifts. 
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In the case of the displacive phase transition, low-frequency lattice vibrations 

exist because long-range forces acting on ions are almost balanced with short-distance 

forces, and phase transition occurs due to freezing of this phonon mode. Samara et al. 

pointed out that short-range interactions between atoms, that is, covalent bonds are 

important for inducing atomic displacement of such polarity, and pointed out that the 

soft mode frequency s that dominates the ferroelectric phase transition s. It can be 

expressed as [15] 

 s
2  [Short-Range Interaction]  [Long-Range Interaction], (1-1) 

where Long-Range Interaction (~ r−n, where n is a large number ~10) is the force that 

an ion attempts to displace ions from the equilibrium position of the high-temperature 

phase by the resultant of the Coulomb force received from all the other ions, and 

Short-Range Interaction (~ r−n) is the restoring force that the ions are about to return 

to when they are displaced from the equilibrium position from the high-temperature 

phase by the lattice force that the ions receive from surrounding ions. The short-range 

force is closely related to the bonding state of the crystal. When the temperature is 

high, the short-range force is dominant, weakens as the temperature decreases, and 

when the short-range force becomes weaker than the long-range force, the ion loses 

its restoring force and the frequency of the soft mode becomes zero. The atomic 

displacement pattern corresponding to this soft mode is frozen and the structure of the 

low temperature phase is realized. 

According to the mean-field approximation, a second-order displacive phase 

transition is associated with a soft phonon, and its frequency s goes to zero as the 

temperature approaches a transition temperature TC [16], 

 s
2  |TC – T|. (1-2) 

If covalent bonding exists, Pauli repulsion is suppressed, and force is thought to act 

anisotropically. At this time, ωS becomes small, and atomic displacement becomes 

possible at a finite temperature, so it is considered that a decrease in symmetry is 
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observed. 

In the case of the order-disorder type, a phase transition occurs due to the 

interaction between invertible permanent dipoles present in the crystal. The term 

permanent dipole as used herein is caused by asymmetric molecular orientation or 

atomic displacement. Permanent dipoles in this crystal are oriented spatially 

disordered temporally and spatially by thermal excitation in the high temperature 

phase, but as the temperature decreases, the correlation between dipoles and dipoles 

becomes stronger and becomes aligned. Since the increase in dipole-dipole 

interactions slows the dipole motion, critical relaxation is observed in which the 

relaxation time of this dipole with respect to the external electric field increases near 

the phase transition temperature. At the phase transition temperature, this relaxation 

time finally diverges and alignment of macroscopic dipole orientation, long range 

order with low temperature phase symmetry appears. By further lowering the 

temperature, a perfect ordered state is realized. In this case, the intensity of phonon 

modes as well as their mode frequency remains at a finite value as T TC, while the 

intensity and linewidth of a relaxation mode diverges near TC. The temperature 

dependence of relaxation time  of a relaxation mode shows a critical slowing down 

with a characteristic frequency 0 [16],  

 
C

C0

TT
T

. (1-3) 

In the displacement type ferroelectric phase transition, domains in which a certain 

range of unit cells are displaced in the same direction may occur as the instability due 

to phonon softening occurs. Therefore, it may be considered that mechanisms such as 

domain ordering contribute to phase transition, and in this case, disordered type 

appearance appears in the displacement type phase transition. In fact, some 

ferroelectrics show both phonon softening and critical relaxation. As described above, 

some ferroelectrics cannot be divided into displacement ferroelectrics and ordered 

disordered ferroelectrics. 
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1.3 Electron charge density study by SXRD 

 

In 1912, Laue found the X-ray diffraction phenomenon by crystal for the first 

time in the world. In the following year, 1913, the crystal structure analysis of NaCl 

crystal was performed by Bragg parent and child, and the foundation of structural 

analysis using X-rays was established. Laue was awarded the Nobel Prize in 1914 

with this accomplishment, and 100 years later, 2014 was regarded as the International 

Year of Crystallography decided by the United Nations. Events related to 

crystallography were held around the world. During the past 100 years, the crystal 

structure analysis by X-ray diffraction has advanced dramatically. Since diffraction is 

caused by X ray diffraction by interaction with electrons, the obtained diffraction peak 

contains information on the electron density of atoms. X-ray diffraction is an excellent 

technique that allows direct observation of chemical bonds in crystals in real space. 

In 2001, Kuroiwa et al. first experimentally determined the electron density 

distribution of BaTiO3 and PbTiO3 by performing a powder diffraction experiment 

using high energy synchrotron radiation and MEM/Rietveld analysis of the obtained 

data [17]. Figure 1-7 and Figure 1-8 show the tetragonal phase of BaTiO3 and the 

electron density distribution of the tetragonal phase of PbTiO3, respectively. Not only 

the orbital hybridization between Ti-O, but also the orbital hybridization between 

Pb-O predicted by first-principles calculation is visualized.  
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Fig. 1-7 Electron density distribution in tetragonal of BaTiO3 [17]; (a) (1 0 0) plane and (b) (2 

0 0) plane. Contour lines are drawn at intervals of 0.2 e/Å3 from 0.4 e/Å3 to 2.0 e/Å3. 

 

 
Fig. 1-8 Electron density distribution in PbTiO3 tetragonal [17]; (a) (1 0 0) plane and (b) (2 0 

0) plane. Contour lines are drawn at intervals of 0.2 e/Å3 from 0.4 e/Å3 to 2.0 e/Å3. 

 

In 2006, the electrostatic potential distribution and the electric field distribution of 

the ferroelectric phase of PbTiO3 were visualized based on the Ewald’s method using 

the same structure factor data F(h k 1) [18]. Figure 1-9(a) shows the electrostatic 

potential, and (b) shows the electric field derived based on the electrostatic potential. 

The values of z component are shown colored on an equi-electron density surface of 

0.86 e/Å3, respectively. From Fig. 1-9(a), we can confirm that the Ti atom is a cation 

and the O atom is an anion. It is noteworthy that there is color distribution on the 

equi-electron density surface of Pb, that is, electronic polarization is observed. 
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Fig. 1-9 (a) electrostatic potential distribution of PbTiO3 and (b) electric field distribution of 

radiation powder diffraction experiment [18]. The calculation is based on the Ewald’s method 

with the measured structural factor of PbTiO3. Potential and z component of the electric field 

are colored on the equi-charge density surface 0.86 e/Å3. The range is (a) -0.9 e/Å3 (blue) to 

0.9 e/Å3 (red), and (b) -2.0 e/Å3 (red) to 2.0 e/Å3 (blue). 

 

The relationship between experimentally determined electron density distribution 

and the rotational mode of oxygen octahedron was also studied in 2004 by Kuroiwa et 

al., who clarified the electron density distribution in the cubic phase of PbHfO3, 

PbZrO3, and PbTiO3 with Pb at A site by synchrotron radiation powder diffraction 

experiments [19]. Figure 1-10 shows the electron density distribution in the cubic 

phase of PbHfO3, PbZrO3, and PbTiO3. PbHfO3 and PbZrO3 in which the tolerance 

factor t is smaller than 1 exhibit an anti-ferroelectric phase transition, as compared 

with PbTiO3 in which t is larger than 1 exhibits a ferroelectric phase transition. 

PbHfO3 and PbZrO3 have electron density distribution as if the oxygen octahedron 

would rotate. A large anisotropy on the thermal motion of the O atoms is observed. 

Such anisotropy is commonly observed in the perovskite type oxide which undergoes 

an anti-ferroelectric phase transition with the rotational mode of the oxygen 

octahedron. 

 



15 
 

 

Fig. 1-10 Electron density distribution in the cubic phase of perovskite oxide with Pb at A site 

[19]. It shows the (2 0 0) plane passing through the B site and O. (a) PbHfO3 at 700 K. (b) 

PbZrO3 at 520 K. (c) PbTiO3 at 800 K. Contour lines are drawn from 0.28 e/Å3 to 4.28 e/Å3 at 

intervals of 0.2 e/Å3. 

 

 
Fig. 1-11 Three dimensional (3D) charge density distributions at isosurface of 0.48 e/Å3 in the 

unit cells for (a) LiMnPO4, (b) MnPO4, (c) LiFePO4, and (d) FePO4 [20]. 

 

On the other hand, the excellent counting statistics and the high angular resolution 

in SXRD also enable us to visualize the light elements such Li and Mg. Mishima et al. 

have already succeeded in visualizing the electron charge density distribution of the Li 

ions in lithium battery materials LiMnPO4 and LiFePO4 as contrasted with MnPO4 

and FePO4 shown in Fig 1-11, respectively [20] . It is found that electron clouds of the 

Li atoms in LiMPO4 are isolated from others, which indicates the Li atom is ionic. 
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1.4 LiNbO3 and LiTaO3 

 

Lithium niobate (LiNbO3) and lithium tantalite (LiTaO3) are representative 

material of ferroelectric optical single crystals. They were grown as a single crystal 

for the first time in flux method in 1949 and its ferroelectricity was reported by B. T. 

Matthias et al. [21]. Since then, large crystals have been grown in 1965 by the 

withdrawal method [22], and their properties and phase diagrams have been rapidly 

investigated. It can be said that it has excellent piezoelectric properties, electro-optical 

properties, and nonlinear optical properties and is representative oxide single crystals 

which have been studied numerous times in various fields [23-27]. It is particularly 

excellent in large crystals grown with relatively high quality and homogeneity, 

remarkable availability, excellent characteristics and have been applied to many 

optical functional elements, such as piezoelectric devices, surface acoustic wave 

devices, ultrasonic transducers, and optical devices [23-27]. Although some optical 

information devices have been put to practical use, recent developments in optical 

information technology have been tremendously raised, and problems related to 

crystals have been proposed.  

The stoichiometry in the LiNbO3 and LiTaO3 crystals synthesized by the 

traditional Czochralski mothed strongly depends on the molar ratio of the Li and Nb 

(Ta) ions in the melt. The stoichiometric crystals can never grow from the 

stoichiometric melt [28-32]. Conventionally, crystals of LiNbO3 and LiTaO3 with a 

congruent composition have a Li: Nb(Ta) ratio of about 48.5: 51.5. The congruent 

crystals with massive vacancies normally grow to exhibit a variety of lattice 

parameters, spontaneous polarization PS and phase transition temperature TC 

depending on the molar ratio of Li and Nb (Ta) in the crystals [28,30,33,34]. 

Nowadays, using the double crucible Czochralski method [35,36] or vaportransport 

equilibrium (VTE) method [37], the stoichiometric crystals with higher TC and much 

larger dielectric permittivity near TC are obtained [36,38,39]. 
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The TC of stoichiometric LiNbO3 and LiTaO3 crystals are reported to be about 

1480 and 960 K, respectively, which are both much higher than those of 

perovskite-type ferroelectrics, for example, 763 and 403 K of PbTiO3 and BaTiO3, 

respectively. The PS of stoichiometric LiNbO3 and LiTaO3 crystals are 71 and 55 

C/cm2 [38,40], respectively, which are a bit smaller than 75 C/cm2 of PbTiO3 but 

much larger than 25 C/cm2 of BaTiO3 [41]. Therefore, the LiNbO3 and LiTaO3 

crystals are expected to be a base-material for promising lead-free piezoelectric 

ceramics, especially as for the high TC, the uses at high temperatures are assumed. 

Recently, LiNbO3 and LiTaO3 have attracted attention as its pyroelectricity, 

application to a very small X-ray generator and observation of cold fusion are being 

carried out. Pyroelectricity is a property that polarization charges appear on the 

surface when the crystal is heated. Utilizing its properties, a desktop X-ray generator 

that accelerates electrons using an electric field generated by a pyroelectric body and 

collides with an Au target to generate X-rays has been developed [42], and, nuclear 

fusion was observed at room temperature in 2005 [43]. Although this fusion is useless 

in the sense of power generation, it is expected to be applied as a simple neutron 

generator of the palm size. In this way, LiNbO3 and LiTaO3 have made it possible to 

replace the generation of neutrons and X-rays, which conventionally required large 

energy and large energy, with desktop equipment. Expectations are gathering for its 

application in the future. 

 

1.5 Structure and phase transition of LiNbO3 and 

LiTaO3 
 

LiNbO3 and LiTaO3 are known to be isomorphs, which undergo the phase 

transition from the paraelectric phase (space group: R3
―
c) to the ferroelectric phase 

(space group: R3c) with decreasing temperature [44,45].  
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Fig.1-12 Crystal structure and spontaneous ionic displacement of LiNbO3-type materials in 

ferroelectric phase (R3c) 

 

The crystal structure of LiNbO3-type materials in the ferroelectric phase are shown 

left in Fig.1-12. Niobium or Tantalum is surrounded by six oxygen atoms and they 

form an octahedron. The octahedra form a framework via the corner-shared oxygen. 

Lithium is located in the O-octahedron blow the Ta-O octahedron. The spontaneous 

ionic displacements are shown on the right side of Fig. 1-12 schematically. Oxygen 

atoms which have the same z-coordinate are drawn as the red line. In the paraelectric 

phase, the Li ion has the same z-coordinate as the Oxygen layer, and Niobium or 

Tantalum is located in the middle of two Oxygen layers. In the ferroelectric phase, 

both cations shift up along the c-axis and the spontaneous polarization appears 

upward. 

Despite the wide applications in the industry, the phase transition mechanism is 

still chaotically discussed in the materials. In an early stage, Lines applies an 

effective-field theory to LiTaO3, and suggests that the phase transition is of a 

displacive type [46], which is supported by the soft mode in the phonon dispersions 

[47,48]. However, other researchers have not observed any soft modes near TC [49-51], 

and hence argue that it should be an order-disorder type phase transition from the 
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observed central peak mode [51-53] and the results of perturbed angular correlation 

spectroscopy [54]. Most of papers which propose the order-disorder phase transition 

make mention of the disorder of the Li ion in the paraelectric phase.[50,51,53,54] The 

theoretical studies[55,56] suggest the possibility of the disorder of O and Ta atoms, 

respectively, in the paraelectric phase in addition to the disorder of the Li ion. 

Regarding the order of phase transition, Glass measures the spontaneous 

polarization and the latent heat through TC, and claims that the ferroelectric phase 

transition in LiTaO3 is of second order.[57] The optical properties[58,59] and the 

dielectric susceptibilities[60] support the second-order phase transition. However, 

Boysen et al. report that the Nb-O bond length in LiNbO3 changes discontinuously at 

TC, [61] which means the first-order phase transition. As LiTaO3 and LiNbO3 are 

analogous to one another in their basic properties, if we measure the Ta-O bond length 

near TC, it may change discontinuously at TC. Nevertheless, except the rough 

dilatometric measurements by Iwasaki et al. in 1967 [62], no other researchers have 

reported the macroscopic or microscopic changes in dimensions of the LiNbO3 and 

LiTaO3 crystal at TC. 

 

1.6 Purposes of the study 
 

In general, it has been thought that it is difficult for structural analysis of 

materials containing light atoms by X-ray diffraction. In particular, the atomic number 

3 of Li is remarkably small compared to 41 of Nb and 73 of Ta, respectively. The size 

of the atomic scattering factor is proportional to the atomic number, and the 

diffraction intensity is proportional to the square of the atom scattering factor, so the 

difference becomes very large, as shown in Fig 1-13. However, in order to obtain the 

electron density distribution and to understand the phase transition from the bonding 

nature between cations and the O atoms, structural analysis by X-ray is indispensable. 

Although the contribution from the Li ion to the total diffraction intensity in 



20 
 

LiNbO3 is a little larger than that in LiTaO3, which means easier to determine the 

position of the Li ion in LiNbO3. However, the Curie temperature of LiNbO3 as high 

as ~ 1480 K and the relatively low decomposition temperature ~ 1530 K make it very 

difficult to measure the structural change near TC and the charge density distribution 

in the ferroelectric phase. But LiTaO3 has a much low TC ~ 960 K and a much higher 

decomposition temperature, which is not very demanding on the heating system and 

give enough temperature range to allow the measurement of the detailed structural 

variation tendency in the paraelectric phase. 

In this research, one of my aims is to investigate the crystal structure of 

LiNbO3-type materials by means of the high energy synchrotron radiation 

temperature-dependence powder diffraction experiment on LiTaO3 at the electron 

density level and investigate the change of the structure deeply related to the phase 

transition mechanism. 

 

 

Fig.1-13 Comparison of scattering intensity of each atom obtained from atom 

scattering factor 
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On the other hand, the comparison of basic properties between LiNbO3 and 

LiTaO3 are shown in Table 1-4. The Shannon’s ionic radii of the Nb and Ta ions are 

exactly the same as 0.64 Å for the sixfold coordination [9], which results in the similar 

crystal structure with almost the same lattice parameters a and c [45,61,63]. The 

electronic structures of both materials are reported to be almost identical by the 

first-principles calculations, with comparable hybridization of Nb4d-O2p and 

Ta5d-O2p orbitals in the valence bands [55]. However, the TC of LiNbO3 is 

significantly higher than that of LiTaO3. In this study, we will reveal the structural 

characteristics which govern the TC in the LiNbO3 family crystals. The validity of 

estimating TC from the crystal structures is discussed. 

 

Table 1-4 Comparison between LiNbO3 and LiTaO3. 

 

PS (μC/cm2) 

at R.T. 
TC (K) 

Electron configuration 

of B-site atom 

Shannon radii (Å) 

of B-site atom 

LiNbO3 71 1480 [Kr]     4d45s1 0.64 (VI) 

LiTaO3 55 960 [Xe]4f14  5d36s2 0.64 (VI) 
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Chapter 2  

Experiment method 
 

2.1 Synchrotron radiation X-ray diffraction 
 

Synchrotron radiation is the electromagnetic radiation emitted when charged 

particles are accelerated radially, i.e., when they are subject to an acceleration 

perpendicular to their velocity [64]. Today, electron storage rings are routinely 

employed to provide users with synchrotron radiation over a wide spectral range, from 

infrared to hard X-rays. Synchrotron radiation has extensive applications in 

determining material structures and properties in physics, chemistry, and biology, and 

even in disciplines such as archaeology and environmental science [65,66]. The main 

properties of synchrotron radiation can be summarized as: High intensity, polarization 

both linear and circular, broad and continuous spectral range from infrared up to the 

hard X-ray region, natural narrow angular collimation, pulsed time structure, high 

brightness of the source due to the small cross-section of the electron beam and high 

degree of collimation of the radiation, ultra-high vacuum environment and high beam 

stability, and all properties can be quantitatively evaluated. 

Three generations of synchrotron-radiation sources, emitting radiation with 

increasing quality, have been developed to date. With the advent of third-generation 

synchrotron facilities shown in Fig 2-1, which are characterized by the use of insertion 

devices, particularly undulators, the brilliance available for researchers in the field of 

X-ray science has jumped by some four orders of magnitude. This enormous increase in 

the number of X-ray photons in tightly focused bundles has revolutionized X-ray 

techniques, enabling the study of increasingly small structures over shorter and shorter 

timescales. 
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Figure 2-1 Schematic of a third-generation synchrotron [65]. 

 

In this experiment, a precise X-ray powder diffraction pattern is required, so 

diffraction experiments were conducted using synchrotron radiation at the large 

synchrotron radiation facility SPring-8 BL02B2. An advantage of radiation powder 

X-ray diffraction experiment is that intensity correction by extinction effect and 

absorption effect is not required. The extinction effect means that the diffraction 

intensity from the crystal deviates from the value expected from kinematic diffraction 

theory due to the multiple diffractions in the crystal. Also, the absorption effect means 

an effect of weakening the X-ray intensity by inner-shell electron excitation of an 

element contained in a sample. These two effects exacerbate the accuracy of the Bragg 

reflection intensity, especially at low angles. Information on the coupling state of 

electrons is contained in low-angle reflections in large amounts, and highly reliable 

analysis results cannot be obtained unless the reflection intensity is correctly estimated. 

Synchrotron radiation powder X-ray diffraction uses a powder sample with a small 

crystallite size as a sample and further ignores the extinction effect and absorption 

effect by using synchrotron radiation X rays with extremely high brightness [67].  

In addition, by using synchrotron radiation with excellent angular resolution, 

overlapping of Bragg reflections can be alleviated. The overlap of Bragg reflections is a 
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disadvantage of powder X-ray diffraction, but by using synchrotron radiation it is easier 

to relax reflections of reflection than experimental X-ray diffraction experiments. 

 

2.2 SPring-8 BL02B2 
 

SPring-8 is the largest synchrotron radiation facility in the world built in Harima 

Science Park City, Hyogo Prefecture, Japan. The emitted radiation has a wide energy 

range from vacuum ultraviolet rays to hard X-rays with the world's highest luminance. 

Furthermore, high energy γ-ray (1.5 to 2.9 GeV) and infrared ray can also be used. 

Since high-energy synchrotron radiation can be used as a mobility of chemical 

reactions and substance changes besides structural analysis, it is used in a wide range of 

fields such as life science, medicine, and industry. Figure 2-2 shows a bird’s eye view 

of SPring-8. In the generation process of synchrotron radiation, an electron beam is first 

generated by an electron gun , and the electron beam is accelerated to 1 GeV by a 

linear accelerator. Further accelerate to 8 GeV at the synchrotron  and introduce it to 

the storage ring . Then, while maintaining the energy of 8 GeV, radiation light is 

generated by the polarization electromagnet and the insertion light source. The emitted 

light is guided to the hatch provided inside and outside the storage ring building 

through the beam line  and used for various experiments. 

 
Fig. 2-2 A bird’s eye view of the large synchrotron radiation facility SPring-8. 
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SPring-8 BL02B2 is a beam line for powder diffraction using a polarization 

electromagnet as a light source. Figure 2-3 shows a conceptual diagram of the optical 

system of BL02B2. The optical system of BL02B2 is mainly composed of a curved 

mirror and a dual crystal spectroscope. Mirrors are installed for the purpose of 

removing harmonics, etc., and they are selectively used depending on the energy of 

synchrotron radiation, Si for E ≤ 15.5 keV, Ni for 15.5 keV ≤ E ≤ 28.2 keV, and Pt for 

28.3 keV ≤ E, respectively. The dual crystal spectrometer is installed for the purpose of 

improving parallelism and energy resolution, and the Si spectroscopic crystal (1 1 1) 

plane is used as a standard. Energy up to 38 keV can be used, and the energy resolution 

ΔE/E at this time is about 2 10−4. 

 

Fig. 2-3 The schematic of the optical system in SPring-8 BL02B2. 

 

In the experiment hatch of SPring-8 BL02B2, a large Debye-Scherrer camera is 

installed. Figure 2-4 shows a photograph and a conceptual diagram of a large 

Debye-Scherrer camera. A curved imaging plate (IP) camera with a camera radius of 

286.48 mm on the 2θ axis and a MYTHEN camera with a camera radius of 477.46 mm 

are mounted, the sample sealed in the capillary is fixed to the ω-axis and the 

measurement is performed by exposing the X-ray. During exposure, the sample 

continues to rotate around the ω-axis to minimize unevenness of diffracted X-ray 

intensity on Debye rings due to the particle size distribution of the sample. This is very 
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important in obtaining a powder diffraction pattern with high reliability. To center the 

sample, adjust each angle of the 5-axises gonio-head so that the sample does not move 

with the rotation of the ω-axis on the TV monitor which is attached to the bottom side 

of the camera using a CCD camera. Experiments on temperature change can be 

conducted with a He gas recycling type refrigerator capable of measuring at a low 

temperature of 15 - 300 K, a low temperature N2 gas blowing device which can be 

measured at a low temperature of 90 - 300 K, a high temperature N2 gas spraying which 

can be measured at a high temperature of 300−1100 K Three types of equipment are in 

place. In this measurement, the detector used IP and the temperature was controlled 

using a low temperature N 2 gas blowing device. 

 

Fig. 2-4 The photograph (a) and schematic (b) of the large Debye-Scherrer camera 

installed in SPring-8 BL02B2 [68,69].  

 

One of the detectors installed in the experiment hatch of SPring-8 BL02B2 is the 

semiconductor detector multi-connected diffractometer named MYTHEN, where six 

one-dimensional semiconductor detectors manufactured by DECTRIS are arranged in 

multiple 2θ-axes. The six detectors are aligned at intervals of one detector, and a series 

of data can be obtained by measuring from the reference position and from the 

reference position by one detector and measuring at the same time. This is the 

double-step mode. On the other hand, the single-step mode is used when it is desired to 

measure only in the vicinity of a certain angular range, and the measurement time can 
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be shortened by obtaining the data without displacing the detector by matching the 

position of the detector with the angular range. A detector with a camera radius of 

477.46 mm and a size of 64 × 8 × 1 mm3 is mounted on the 2θ-axis, the sample is fixed 

on the ω axis, and X-rays are exposed and measured. 

The IP data is read by an offline IP reader outside the experiment hatch, but in the 

case of the MYTHEN camera, there is no need to read the IP and make the diffraction 

pattern one-dimensional, and the one-dimensional (1D) data of the diffraction pattern 

can be obtained rapidly in the real diffraction time. Since the diffraction angle 

resolution is higher than that of IP, it is possible to acquire absolute change in peak 

position while changing the temperature. However, since it senses even a very small 

intensity, the background on the low angle side becomes large. Since the IP camera 

detects only the intensity exceeding a certain threshold value, the background is small 

compared to the MYTHEN camera, and an intensity ratio with high precision can be 

obtained. Therefore, IP is suitable for full-pattern Rietveld refinement or electron 

charge density study. 

 

2.3 Sample preparation 
 

In conducting powder diffraction experiments, in order to obtain a highly accurate 

diffraction pattern, the intensity distribution of Debye rings must be uniform. If coarse 

crystals are mixed or the grain size is not uniform, reproducibility of the diffraction 

intensity decreases and Debye rings with uniform Bragg reflection intensity does not 

appear. In addition, when the particle diameter is 30 m or more, the effect of the 

extinction effect appears, whereas when it is too small, there is a problem that the full 

width at half maximum of the diffraction peak widens. In order to ensure uniformity 

of the diffraction intensity, it is said that it is optimal to make the powder sample 

uniform in particle size of about 0.5 to several micrometer.  

The single crystal of stoichiometric LiNbO3 and LiTaO3 purchased from the 
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Oxide Corporation were ground into powder form. In order to keep the particle size 

homogeneous and maintain the uniformity of the diffraction intensity, the sample 

powder is sorted by precipitation method, in which the sample is pulverized in an 

agate mortar, and the powder is stirred in ethanol and allowed to stand for 2 minutes. 

Since the deposition rate differs depending on the size of the particle size, powder 

with small particle size is dispersed above alcohol and powder with large particle size 

is dispersed downward. Use the difference in sedimentation rate depending on the size 

of this particle size, separate the ethanol containing the sample from the top to the top, 

the middle and the bottom, and dry them separately to make the sample uniform in 

particle size. Fill the capillary with the sample in the upper, middle and lower samples, 

and thus, a sample suitable for the measurement can be prepared. 

 

Fig. 2-4 Absorption of LiTaO3 and LiNbO3 within capillary 0.2 mm. 

 

The sample powder with a homogeneous granularity was sealed into a quartz 

capillary. In consideration of the wavelength of the X-ray used in the experiment, the 

absorption coefficient of the sample, the filling rate, calculate the maximum capillary 

diameter which can ignore the absorption effect and use the closest capillary. The 

material of the capillary used is determined by the measurement temperature. Fig. 2-4 

shows the absorption effect when X-ray with energy 35 keV is used and the sample 

packing rate is 30%. Experience has shown that the filling factor never exceeds 30%, 

so we calculated the absorption effect at a filling rate of 30% and used that value as a 
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reference. As the absorption effect is practically negligible in the range where R is 

0.3 or less and the absorption effect is 1% or less. 

 

 

Fig. 2-5 Powder sample packed in a glass capillary with an inner diameter of 0.2 mm. The 

core of the mechanical pencil was placed beside for size comparison. 

 

2.4 Experimental conditions  
 

In this study, the powder diffraction pattern was measured using the above 

experimental apparatus. The point to pay attention to when deciding the energy of 

synchrotron radiation to use is to avoid such energy that the energy E of synchrotron 

radiation becomes slightly higher with respect to the K absorption edge energy (EK) 

of the constituent elements. Figure 2-6 shows the energy dependence of the absorption 

coefficient of atoms contained in the sample measured this time. For example, the K 

absorption edge of Nb is 19 keV. Therefore, when Nb is irradiated with X-rays with 

energies higher than 19 keV, the electrons of the K shell jump out of the bounds of the 

nucleus and the shell electrons in the high energy state transit to the empty inner 

orbital of the inner shell, The energy difference is released as characteristic X-rays. 

This characteristic X-ray is also called fluorescent X-ray, which causes high 

background intensity. Normally, in order to avoid this absorption edge and lower the 

background intensity, energy of 19 keV or less is used. However, in this experiment, 
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we considered that it is important to obtain more Bragg reflections in order to analyze 

the precise crystal structure of the electron density distribution level, and dare to 

select high energy E = 35 keV with short wavelength. As a result, the background 

intensity of the measurement data increases, making analysis difficult, but more 

diffraction data can be obtained. High energy of E = 30 keV or 35 keV was selected 

for all data measurement for electron density analysis. 

 
Fig. 2-6 Energy dependence of the absorption coefficient of each atom. 

 

In order to accurately determine the electron density distribution, it is necessary 

to accurately determine the thermal oscillation amplitude of each atom. In order to 

accurately determine the thermal oscillation amplitude, it is necessary to measure 

high-angle data with high statistical accuracy. In general, however, it is impossible to 

extend the measurement time beyond the saturation time determined by the diffraction 

peak with low intensity of high intensity. Therefore, in this experiment, a new method 

was devised in order to avoid diffraction peak of low angle with high intensity and to 

measure the diffraction peak on the high angle side for a longer time. First, measure 
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the data as usual for a long time (Data low). Next, cover the lead with a lead made of 

lead so that low peak intensity peaks do not enter the IP, or rotate the IP camera of the 

diffractometer to measure the high angle diffraction peak for a long time (Data high). 

Two sets of data of Data low and Data high were measured in this way. The 

conceptual diagram of the experiment is shown in Fig. 2-7. The method of rotating the 

IP camera of the diffractometer has an advantage of being able to measure up to 2θ 

larger peak than usual. Although the method of covering the low angle side with the 

lead mask cannot measure up to 2θ larger than usual, there are advantages such as no 

error caused by rotation of the IP camera and observation of the direct beam as it is. 

Which 2θ can be measured depends on the sample and the temperature. In the case 

where a peak can be observed up to 2θ 70°, it is measured by the method of rotating 

the imaging plate, and when only 2θ < 70° is observed, a method using a lead mask is 

selected. In this sample, LiNbO3 and LiTaO3 were measured by a method using a lead 

mask. The measurement time of Data high was set to be about 4 times the 

measurement time of Data low.  

 
Fig. 2-7 Schematics of laboratory equipment. 

 

High-energy X-rays with λ = 0.35499(2) Å (Energy 35 keV) were used to detect up 

to the diminutive Bragg peaks with small d-values. In these experimental conditions, 
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effects of X-ray absorption for the sample could be ignored in the structure refinement. 

The high brilliance of synchrotron radiation X-rays enabled us to obtain high angular 

resolution diffraction data with good counting statistics in a short time. The diffraction 

pattern of LiNbO3 was collected at 123 K in the ferroelectric phase to be compared 

directly with the structural data of LiTaO3 at the same 123 K. The sample temperatures 

were controlled within 0.1 K using the N2 gas flow system.  
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Chapter 3  

Analysis method 
 

The powder diffraction pattern obtained by synchrotron radiation X-ray powder 

diffraction were analyzed by the MEM/Rietveld method [70,71]. In this chapter we 

describe the Rietveld analysis [72], the principles and features of MEM and 

MEM/Rietveld analysis [73]. The programs used for the MEM/Rietveld method were 

provided by Prof. Makoto Sakata from Nagoya University, Prof. Eiji Nishibori from 

University of Tsukuba, and Prof. Masaki Takada from Tohoku University. The 

program package Sp6 is used for Rietveld analysis and the analysis result is shown by 

the program PlotPro. In addition, the program package ENIGMA [74] was used for 

MEM analysis. At that time, the three-dimensional electron density distribution was 

visualized using the program package VESTA [75]. 

 

3.1 Rietveld refinement 
 

The Rietveld refinement has been well known as a useful method to determine the 

structural parameters of a crystal with given structure model based on the powder 

diffraction patterns since Rietveld used it to analyze the angle-resolved neutron power 

diffraction patterns of the atomic reactor in 1969 [72]. Nowadays, it is wildly used in 

the analysis of the characteristic X-ray or synchrotron radiation X-ray diffraction and 

time-of-fight (TOF) neutron diffraction from the spallation neutron source. 

 Many kinds of information can be obtained from the powder diffractions. Based on 

the peak position, the integral intensity of the diffraction profile and profile spreading, 

the lattice constants and structural parameters such as the atomic position, occupation 

rate, temperature factor, lattice distortion and crystallite size can be determined. Also, 
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the mass fraction can be obtained from the scale factors in the mixture. Rietveld 

analysis is a general-purpose powder diffraction data analysis technique that can 

simultaneously obtain these important physical quantities. 

In the Rietveld analysis, the diffraction pattern calculated based on the 

approximate structure model is applied so that the actually measured pattern matches as 

closely as possible, and the information contained in the whole powder diffraction 

pattern is extracted to the utmost. The diffraction data measured from the powder X-ray 

diffraction experiment are fitted as theoretical functions through nolinear-least- squares 

methods.[72] The sum of the squares for the residual S(x) given by 
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is minimized during the optimization of the variable parameter x, where yi (i = 1, 2, 3,…) 

is the observed intensity, fi(x) ≡ f (2θi ; x1, x2, xO3,…) is the theoretical intensity and wi 

(=1/yi) is the statistical weight at the ith measuring point. 

Also, there is R factor as an index for evaluating the result of Rietveld analysis. 

There are several kinds of R factors, but RWP RI RF are used in this research. Each 

definition is shown below, 
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where Iʹobs(H), Ical(H) are estimated observed values and calculated values of 

integrated intensity of Bragg reflection, respectively, and Fʹobs (H) is an estimated 

observation value of crystal structure factor. Also, H = (h, k, l). RWP is a weighted 

reliability factor of the intensity with respect to fitting of the diffraction pattern and RI 

and RF are reliability factors comparing the calculated value and observed value for the 

integrated intensity and the crystal structure factor, respectively. As the reliability 

factor takes a smaller value, the calculated strength by the assumed structural model is 
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consistent, and it can be said that reliable analysis results are obtained. 

When we fit each diffraction profile by Rietveld analysis, it is necessary to set the 

half-value width to an appropriate value, and in this research, the half-width function is 

defined. The half-width function defines the half width W of the profile of the 

calculated value estimated from the structural model. The definition formula is shown 

as 

 2
1

22 sectantan pθθ+wvuW=  (3-5) 

where u, v, w, and p are values input as parameters in Rietveld analysis, respectively. In 

this study, only u, v, and w are variables, and p is fixed to 0. 

 

3.2 Rietveld analysis considering the ionic states 

 

Crystal structure factor is defined as 
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where the temperature factor T(h k l) is expressed by a Gaussian function with sinθ/λ as 

a variable. Since the atomic scattering factor is also an attenuation function with sinθ/λ 

as a variable that can approximate well by Gaussian function, in order to estimate the 

thermal vibration parameter Uij accurately, whether to make the model of atom 

scattering factor neutral atom or ion It is necessary to examine. Differences in values 

due to the model of atom scattering factors are significant in the low angle region. 

Figure 3-1 shows the change of atomic scattering factors of Li, Nb, Ta and O atoms 

with respect to the diffraction angle when X-ray with wavelength 0.35 Å (35 keV) is 

used. Here we are plotting all possible ion species described in International Tables for 

Crystallography C [76].  

Since the value of f at 2θ = 0° is equal to the number of electrons at that atom, f in 

the range 2θ < 10° largely differs depending on the ion state of each atom. This 

influences the analysis of the temperature factor related to the attenuation factor of the 
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intensity. In addition, each ion in the crystal is not strictly an ionic state of a formal 

valence but may have a valence of a decimal value or a neutral state in some cases. 

Even NaCl, which is considered to be an ionic crystal, its ionicity is said to be 0.94 [77]. 

Therefore, if the assumption of ion valence or the analysis of temperature factor is 

inappropriate, the result of separated Fobs will be affected, possibly leading to 

erroneous electron density distribution by MEM analysis. Therefore, it is necessary to 

perform Rietveld analysis that is not dependent on the assumed ion state. Therefore, 

when aiming at precise electron density analysis, first, by fitting a temperature factor 

using data in a high angle range in which the values of atom scattering factors are equal 

regardless of neutral or ion, the thermal vibration parameter Obtained. In this study, 

when conducting the precise electron density analysis, data of 2θ <11.5° in LiNbO3 and 

2θ < 11.3° in LiTaO3 are excluded, respectively. After that, Rietveld analysis was 

performed again using the data of the whole range without fitting the temperature factor, 

and Fobs for MEM analysis of the electron density was extracted. 

 
Fig. 3-1 Diffraction angle dependence of atom scattering factor f with x-ray of 35 keV; (a) Li, 
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(b) O, (c) Nb, and (d) Ta. In the low angle range, the atomic scattering factor varies 

depending on the ionic state. In the range of 2θ > 20°, the atom scattering factors of each atom 

are equal regardless of the ionic state. 

 

3.3 Maximum entropy method (MEM) 
 

The Maximum Entropy Method (MEM) is a method to derive the most probable 

conclusion in a controlled fashion by using information entropy (uncertainty of 

information to be processed) based on limited information. In 1967, it was proposed as 

a method of underground exploration by J. P. Burg and has made a breakthrough 

success in various data processes in the field of geophysics. After that, in the spotlight 

in the field of signal processing, its application to spectral analysis from a finite region 

of signal has been thriving. Today it has been applied in a wide range of fields as 

spectral analysis and image processing techniques. 

In MEM, we obtain a solution that maximizes information entropy under the 

constraint that it matches the information obtained in the experiment [73]. When it is 

used for determination of electron / atomic nucleus density, a value that disperses the 

density distribution as much as possible within the range of the error with respect to the 

observation structural factor is estimated, and it is not zero for the truncated portion of 

the high angle area that cannot be measured Crystal structure factor is estimated. The 

main purpose of determining the electron density distribution is to observe outer shell 

electrons such as bound electrons and conduction electrons rather than inner shell 

electrons. These electrons spread spatially apart from the nucleus and are distributed 

and contribute greatly to the diffraction intensity of low angle reflection. When the 

single crystal method is used, the extinction effect becomes conspicuous in reflection in 

the low angle region, but correction is difficult. The MEM analysis using powder 

diffraction data is suitable for the visualization of chemical bonds, because the 

attenuation effect is negligible in the angular dispersion type powder diffraction 
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method and in the low angle region, the reflection hardly overlaps [71,78]. Figure 3-2 

shows the structural factors obtained by MEM electron density analysis of Si and the 

observed structural factors [79]. The structural factor obtained by MEM electron 

density analysis is in good agreement with the observed structural factor, and a smooth 

curve is obtained also in the abortion region part in the high angle region which cannot 

be measured. 

 
Fig. 3-2 Structural factors and observed structural factors calculated by MEM electron density 

analysis of Si [79]. Although the observed structural factor is only sinθ/λ = 0.8 Å-1, structural 

factors can be predicted up to the high angle region by MEM analysis. 

 

In the case of X-rays, considering the electron density distribution in the unit lattice 

as one scatterer, the structural factor is defined as 

 dxdydzexyzVHF lzkyhxi2)()(  (3-6) 

From now on, r = (x, y, z). 

Conditional entropy is 
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Here, 

 rrrr d)()()( ,  (3-8) 

 rrrr d)()()( 000 , (3-9) 
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where ρ(r) is the actual electron density, and ρ0(r) is the electron density in the 

reference state. The binding function C is 

 2

2
obscal )()(1

H

HH FF
N

C , (3-10) 

where Fobs (H) is the crystal structure factor obtained by experiment, N is its number, 

and σH is the standard deviation for Fobs (H). Fcal (H) can be calculated from ρ(r), 

 rHrrH diVF 2exp)()(cal . (3-11) 

C is expected to be 1 from the error theory. 

From the equations (3-6) and (3-9), the following equation is obtained as the entropy 

Q(λ) that has been bound, 

 1
2)(

)(ln)()(
0

CQ
r r

rr ,  (3-12) 

where λ is an undetermined multiplier of Lagrangian. Using the approximation 

∂Q(λ)/∂ρ(r) = 0 which maximizes equation (3.10), finally, 

 HrHHrr
H

iFFF 2exp)()(1)(lnexp)( calobs200 ,  (3-13) 

where Fcal(H) is approximated as a Fourier transform of ρ0(r) 

 rHrrH diVF 2exp)()( 0cal . (3-14) 

The right side of the expression (3-12) is a function that depends only on ρ0(r). 

When actually calculating, give a uniform electron density distribution to the first 

ρ0(r) and obtain the obtained ρ(r) again. The operation of placing in ρ0(r) is repeated 

until C becomes 1 or less to obtain the electron density distribution. The electron 

density distribution ρ(r) obtained by this method does not depend on the initial value 

ρ0(r), and only the accuracy of Fobs(H) is important. 

Figure 3-3 shows the electron density distribution of the Si (110) plane obtained by 

the conventional direct Fourier method and MEM, respectively [73]. Both electron 

density distributions are obtained using the same actually measured structural factor 

F(Q) included in the range of d > 0.58 Å (Q < 0.86 Å−1). It is said that the electron 
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density obtained by the conventional direct Fourier method can be accurately derived 

with respect to the electron density at the atomic position. However, in order to derive 

the electron density distribution in the real space by the conventional direct Fourier 

method, it is necessary to use the structural factor of the entire inverse space (Q-space) 

in principle, so it is necessary to experimentally narrow the narrow inverse spatial range 

When only structural factor data is required, an unnatural distribution such as negative 

electron density distribution appears due to the truncation effect. In such a case, it is 

difficult to obtain information on distribution with low density such as bonding 

electrons.  

 
Fig. 3-3 Difference in Si electron density distribution due to different analysis method [73]; 

(a) the conventional direct Fourier method (contour lines -3.0 tO3.0 eÅ-3, with step 0.3 eÅ-3), 

(b) MEM electron density analysis (contour lines 0.1 to 2.0 eÅ-3, with step 0.1 eÅ-3). (110) 

plane electron density distribution. It has been analyzed using structural factors of the same 

range (d > 0.58 Å) measured by X-ray diffraction experiments. 

 

On the other hand, compared to the Fourier synthesis method, the electron density 

distribution obtained by MEM clearly confirms the existence of covalent bonds 

between Si atoms. This is to estimate the structural factor of high-Q which is not 

actually measured when MEM calculation is performed, and to reduce the truncation 

effect. Thus, in the case of the discussion of bonded electrons, MEM's method which 

can derive electron density distribution with less noise from finite number of structural 
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factors is effective. 

 

Fig. 3-4 Measured value of Si Comparison of structural factor Fobs and calculated value of 

structure factor Fcal by the Pendellosung Method [73]. Comparison between measured 

structure factor Fobs and Fcal calculated that Si is a complete ion of 4+. Fobs and Fcal have 

slight differences in low order diffraction. 

 

In order to derive the electron density distribution, it is necessary to pay attention to 

what information Fobs (Q) predominantly includes depending on the range of Q. Figure 

3-4 is a comparison between the measured structure factor Fobs used for Fig. 3-3 and 

the calculated structural factor Fsim by the Pendellosung Method [80], where that Si is 

fully ionic with +4 valence is assumed. In the range where the diffraction index is large, 

there is almost no difference between the measured value Fobs and the calculated value 

Fsim, but it is understood that the difference is large in the range where the index is small. 

This indicates that the information on the outer shell electrons and bound electrons is 

included in the small Q range of F. In order to discuss the covalent bonding nature, 

special attention should be paid to the estimation of F with low-Q data. 

On the other hand, as already mentioned above, high-Q data is involved in aborting 

the Fourier transform. Q is the Bragg's equation 

 2d sinθ = λ, (3-15) 

and  

 Q = 4π sinθ / λ = 2π/d. (3-16) 

Using high-Q data we can observe a smaller d, that is to say the spatial distribution of 
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the electron density in the crystal in more detail. In this sense, the smallest d is used as a 

indication of the spatial resolution. In MEM analysis, if the F of high-Q never 

measured is estimated, an error may occur in the estimation. It is also effective to 

prevent this estimating error by using measured high-Q data. However, in the case of 

X-ray diffraction, since atomic scattering factors and temperature factors sharply 

reduce the intensity with high-Q, the statistical precision of high-Q data is generally 

low and conversely an incorrect analysis result might be derived. Therefore, it can be 

said that it is necessary to measure Fobs with high statistical accuracy in wide Q range 

from low-Q to high-Q for the analysis of MEM electron density distribution. 

 

3.4 Weighting of MEM electron density analysis 
 

MEM electron density analysis is a very powerful technique for visualizing the 

state of chemical bonding between atoms. However, in the conventional Rietveld 

analysis, deviations that do not take into account the intensity distribution are obtained 

when deriving the standard deviation of the structural factor. As a result, noise that is 

physically meaningless may occur in the electron density distribution by MEM. This is 

because MEM analysis selects “solution with the maximum information entropy” from 

given information. Research is being conducted to understand the trend and to visualize 

more accurate electron density distribution [81,82]. R. Y. De Vries et al. conducted 

simulations of diffraction experiments considering a virtual crystal structure with H2O 

as a constituent molecule and investigated which angle range the electron density 

distribution derived by MEM analysis is attracted to diffraction data [83]. Figure 3-5(a) 

shows the crystal structure (space group P2/m) of H2O considered as a model. Since the 

actual H2O crystal has a three-dimensional hydrogen bond network as represented by 

ice Ih (space group P63/mmc), this crystal structure is a virtual crystal that they devised 

solely for the study of MEM. They calculated the structural factor FMEM based on this 

structure and add Factory Error to randomly generated Fobs, and the error is devised to 
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follow the Gaussian distribution. Electron density analysis by MEM is an analysis to 

match the measured structural factor Fobs and the structural factor FMEM estimated by 

MEM within the range of standard deviation of Fobs obs, and unlike ordinary structural 

analysis, obs is also analyzed data. Here, the standardized residual ΔF is defined as 

 
obs

MEMobs |||| FFΔF . (3-17) 

If FMEM is correctly estimated, ΔF only occurs due to the coincidence error of Fobs, so 

the histogram with ΔF on the horizontal axis and frequency on the vertical axis should 

be a Gaussian distribution.  

 

Fig. 3-5 (a) Crystal structure of H2O, (b) MEM electron density distribution, and (c) 

Histogram of normalized residuals [83]. Results of MEM analysis are obtained using 1752 

noisy structural factor data sets. The histogram interval of the standardized residual is 0.05. 

The solid line shows the ideal Gaussian distribution. The histogram has a sharp distribution, 

and values also exist outside the plotting range of the graph. 

 

Figure 3-5(b) shows the MEM electron density distribution analyzed using 1752 

independent structural factors Fobs in the range of d > 0.36 Å. Figure 3-5 (c) shows the 

ΔF histogram along with the ideal Gaussian distribution. There is a lot of noise in the 

electron density distribution, which seems to be far from the model of (a). Also, the 

histogram is very different from the Gaussian distribution. With a low exponent with a 

high intensity, data also exists in the range where |ΔF| > 5. Conversely, the central part 

of the distribution contains many indexes with high diffraction intensity. The reason for 
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this distribution is based on the principle of MEM, because MEM analysis selects 

“solution with the maximum information entropy S” from given information. In the 

X-ray diffraction experiment, the intensity sharply decreases sharply as the higher order 

diffraction index, so the number of data with small diffraction intensity is generally 

overwhelmingly larger than the number of large data. Since the entropy S of MEM is 

larger as the diffraction intensity is smaller, excessive weights are applied to these, 

leading to analysis results drawn to higher order diffraction data. Conversely, with the 

low order diffraction data, the weight of analysis becomes excessively small, and |ΔF| 

becomes large. It can be seen that the electron density induced by such inappropriate 

weight does not reproduce the crystal structure model of the original in Fig. 3-5(a). 

 
Fig. 3-6 Result of MEM analysis using weighting; (a) Electron density distribution, and (b) 

Histogram of normalized residuals [83]. The histogram interval of the standardized residual is 

0.05. The solid line represents a Gaussian distribution graph. The histogram has an ideal 

Gaussian distribution shape. 

 

R. Y. De Vries et al. proposed a weighting based on the power of reciprocal lattice 

vectors |H|−n during MEM analysis [83] as a method to alleviate such inappropriate 

weights. In this method, H is weighted and analyzed by diffraction intensity of a low 

order with a small value. Figure 3-6 shows the result of electron density distribution and 

the histogram of normalized residuals again MEM analyzed using the weight of |H|−4. 

The noise of the electron density distribution is greatly reduced, and the state of 

hydrogen bonding is clearly visualized in addition to the strong covalent bond between 
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O and H. The histogram of ΔF approaches the ideal Gaussian distribution, and the 

components of the whole diffraction pattern fall within the range of |ΔF| < 5. 

As a method of mitigating the inappropriate weighting, it is effective to attach 

weights based on the exponentiation |H|−2n of the reciprocal lattice vector during MEM 

analysis. However, with this method, there is a tendency that the standardized residuals 

in the angular range where Hj is large and intensity is small are small. In order to 

alleviate this tendency, Yasuda et al. multiplied the bound function shown in equation 

(3-10) by the weight function wj 
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The weight function is based on the power |H|−2n of the magnitude of the reciprocal 

lattice vector 
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Figure 3-8 shows the diffraction angle 2θ dependence of the standardized residual 

(|Fobs| − |FMEM|)/σobs when weighting function is n = 0, n = 1. Figure 3-8 shows the  

histogram of (|Fobs| − |FMEM|)/σobs [84] 

 

Fig. 3-7 Diffraction angle dependence of standardized residual (|Fobs| − |FMEM|)/σobs in MEM 

electron density analysis of PbTiO3 (300 K) [48]; (a) MEM Electron density analysis result 

without weight and (b) weighting result. If we do not weight the analysis, discrepancies in the 

range of 2θ < 15° are conspicuous. This discrepancy is improved by weighting the analysis. 
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Fig. 3-8 Histogram of standardized residual (|Fobs| − |FMEM|)/σobs in MEM electron density 

analysis of PbTiO3 (300 K) [48]. MEM Electron density analysis (a) Result without weight and 

(b) weighting result. 680 independent structural factors with d> 0.32 Å are used for analysis. 

The interval of the histogram is 0.1, and the solid line of black represents the Gaussian 

distribution of 1 in half width. By weighting, the normalized residuals are approaching the ideal 

Gaussian distribution. 

 

In the case of n = 0, mismatches in the range of 2θ < 15° are conspicuous, resulting 

in a sharp histogram. On the other hand, when n = 1, the disagreement of 2θ < 15° is 

alleviated, the distribution becomes nearly constant irrespective of 2θ, and the 

histogram also has the shape of an ideal Gaussian distribution. From this, it can be seen 

that more accurate MEM analysis is performed by adopting weighting. Figure 3-9 

shows the analysis result of 300 K electron density distribution of PbTiO3 [84]. A 

smooth equi-charge density surface is drawn by weighting. In practice, when using this 

weight in this analysis, we do not change the MEM analysis program ENIGMA, which 

has been used conventionally, and apply a weight to the standard deviation σobs (Hj) of 

Fobs(Hj) beforehand to obtain a new σ'(Hj), and MEM analysis was performed. The 

expression of σ'(Hj) is as follows. 
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Fig. 3-9 (a) Result without weight and (b) weighting result of the MEM electron density 

analysis result of PbTiO3 (300 K). The equi-charge density surface is 0.58e Å−3. When weight 

is not attached to analysis, irregularities are conspicuous on the surface. On the other hand, 

when weighting analysis, smooth distribution is obtained. 

 

3.5 MEM/Rietveld method 
 

Utilizing the characteristics of the Rietveld method and MEM described so far, the 

electron density distribution is obtained from the X-ray powder diffraction pattern by 

well combined MEM/Rietveld analysis. The method is described in detail as following 

[70,85]. 

In the powder diffraction experiment, all Bragg reflections are projected on the 

2θ-axis, so the reflections overlap each other. Therefore, in order to obtain the electron 

density distribution from the powder diffraction pattern, the following process must be 

taken. 

(1) Separating multiple overlapping Bragg reflections (profile separation) and 

multiplying each product of reflections 

Obtain minute strength. 

(2) Various corrections are applied to the obtained integrated intensity to obtain the 

absolute value of the crystal structure factor. 
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(3) Construct a crystal structure model and determine the phase of the crystal 

structure factor based on it. 

(4) MEM analysis using the obtained crystal structure factor. 

The processes (1) - (3) are performed by Rietveld analysis. In the process (1), the 

following profile separation is performed using the structural model that best matches 

the powder diffraction pattern obtained by Rietveld analysis. The measured intensity at 

a certain Bragg angle 2, and the calculated intensity. In this case, it is the sum (Yc1 + Yc2 

+ … + YcM) of calculation intensities for M peaks. Based on this calculated intensity 
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Yo is proportionally distributed to M observation intensities (Yo1, Yo2, …, Yol, …, YoM). 

Various corrections required for (2) are included in the Rietveld analysis as parameters 

in calculating the diffraction pattern from the crystal structure model. The process of (3) 

is performed using a refined crystal structure model. 

Electron density distribution analysis by MEM is carried out [71] using the crystal 

structure factor obtained by the process of (1) to (3) of Rietveld analysis. Here, when 

the obtained electron density distribution conflicts with the crystal structure model, the 

crystal structure model is improved to coincide with the electron density distribution, 

and Rietveld analysis is performed again. By repeating such cycles, we finally obtain 

the crystal structure model and the electron density distribution which most agree with 

the measurement data. Figure 3-10 shows a flowchart of the MEM/Rietveld method 

[85]. 
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Fig. 3-10 Flow chart of the MEM/Rietveld method, modeling crystal structure and imaging 

charge density distribution [85]. 
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Chapter 4  

Emergence of the ferroelectric phase transition in 

LiTaO3 by SXRD 
 

4.1 Analysis of the structure of LiTaO3 at 123 K 
 

As mentioned before, LiTaO3 contains atoms with atomic number as large as 73 for 

Ta and extremely small atoms with atomic number 3 for Li, so it is very difficult to 

determine the position of the Li ion in the crystal by X-ray. In order to analyze the 

structure of LiTaO3 accurately, we conducted an analytical method taking advantage of 

the features of MEM/Rietveld method. 

The MEM/Rietveld method begins by separating profiles using the Rietveld 

method according to the initial structural model. The structure factors are obtained by 

the separated profile, and utilized to calculate the electron density distribution by MEM 

analysis. However, if there are errors in the structural model, there will be portions that 

cannot be separated in profile separation. The structural factor coming from that part 

affects the electron density distribution obtained by MEM analysis, and if there is a 

difference between the electron density distribution and the structural model, the ghost 

peak indicating that there is an error in the structural model within the electron density 

distribution. Nevertheless, in reverse, this feature is being used in the analysis. 

 

 
Fig. 4-1 Debye Scherrer patterns recorded on the imaging plate (IP). 
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The Debye Scherrer patterns of the low-angle and high-angle data of LiTaO3 (123 

K, rhombohedral phase with space group R3c) obtained by synchrotron radiation 

powder diffraction experiment is shown in Fig. 4-1. In this photograph, the darker black 

color means that the diffraction intensity is larger. The picture of the high-angle data 

appears wholly darker than the low-angle data because the measurement time is long 

and the absolute value of the background is large. MEM/Rietveld analysis was 

performed with the one-dimensional data made by integrating the intensity of this 

diffraction image with a width of 2.5 mm (51 pixels) corresponding to the diffraction 

angle 2θ. 

Initially we analyzed the 

diffraction patterns using a 

structural model assuming the 

TaO3 structure shown as Fig. 

3-2(a), which consists of only one 

Ta atom and three O atoms, which 

does not contain Li. MEM/ 

Rietveld analysis is performed 

and the electron density 

distribution obtained is shown in 

Fig. 4-2(b). It can be seen that 

there is an electron cloud which 

does not exist in the structural model at the part surrounded by the red circle. This 

electron cloud is considered to be an electronic cloud of Li.  
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Fig. 4-2 (a) Structure model without Li in low 

temperature phase and (b) results of analysis using a 

structural model without Li. (0.5 e/Å3) 

(a) (b) 
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Fig. 4-3 One-dimensional charge density distribution along c-axis near z = 0.25. 

When we plotted the one-dimensional (1D) charge density distribution along c-axis 

in Fig. 4-3, it was found that he electron cloud extends in the c-axis direction, and this 

electron cloud is made by two sites at z  0.223 and 0.277. It is naturally thought that 

the Li ion is located at the two sites. In the hexagonal unit cell of space group R3c, the 

Ta atom occupies the 6a site, which is on the c-axis and the O atom occupies the 18b 

site, which is out of the c-axis. According to the charge density distribution for the Li 

atom, the two possible sites are both the 6a site. To make the number of the Li atom the 

same with the Ta atom, the total occupancy of Li at the two site should be 1, which 

means there are vacancies at a half part of the positons of the Li ions. In the 1D charge 

density distribution, the peaks of the two Li site has similar values, which means the Li 

ions occupies the two site with equal possibility. However, it is not very exact. To obtain 

the occupancy of the Li ion, the refinement of Li occupancy is necessary.  

 

In the refinement of Li occupancy, the occupation rate of Li was obtained by 

manually changing the occupation rate comparing the value of the reliability factor R 

factors of each occupation rate. Regarding the occupation ratio, the occupation ratio of 

Li with the lager z-coordinate is defined as g, and the occupation rate of Li as the 

smaller coordinate is taken as (1 − g). Then, the value of the reliability factor RWP, RI 

and RF as functions of the occupancy of the Li ion at the up site changing from 0 to 1 

with the step 0.1 are shown in Fig. 4-4. It can be found that the RI is much more 

sensitive to the occupancy of the Li ion than RWP and RF. So, RI was chosen as the 
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Fig. 4-4 R factors as functions of the occupancy of Li on the up site. 
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indicator to determining the occupancy of the Li ion. RI charges smaller with the 

increasing of occupancy in the whole range and becomes the smallest at g = 1. The 

reliability factor is the best at g = 1, and Li is considered to occupy one site. Note that 

the step of occupancy has been set to 0.01 near g = 1. So it is very reliable that the Li ion 

is fully ordered at the up site near z = 0.277, which is normal at the very low 

temperature. 

 
Fig. 4-5 Fitting diffraction patterns of LiTaO3 at 123 K. 

 

 
Fig. 4-6 Structure of LiTaO3 at 123 K with the thermal ellipsoids 99% probability. 
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With the determined site and occupancy for the Li ion, the Rietveld refinement 

with all the parameter fitted was performed. The analysis range is 2θ < 71.4° (d > 0.304 

Å). In the final structural model, we applied ionic models for atomic scattering factors, 

an anisotropic model for thermal vibration parameters of the Ta atom and O atoms, and 

an isotropic model for thermal oscillation parameters of the Li atom. The position of the 

Li ion is refined very careful, and finally, the position of the Li ion is converged at z = 

0.2841(4), which is very close to the position z= 0.277 indicated by the charge density 

distribution of assumed structure TaO3 initially. The confidence factor is sufficiently 

small with RWP = 2.89%, RI = 1.23%, and RF = 0.84%, which shows that fitting is done 

well. The structure of LiTaO3 at 123 K is shown as Fig. 3-6 and detailed structure 

parameters are listed in the Table 3-1. 

 

Table 3-1 Ferroelectric phase at 123 K. Space group: R3c. Lattice parameters: a = 5.14359(1) 

Å and c = 13.78143(2) Å. RWP = 2.89%, RI = 1.23%, and RF = 0.84% for data with d > 0.304 Å.  

Atom x y z occupancy U11 or Uiso U22 U33 U12 U23 U13 

Li 0 0 0.2841(4) 1 0.205(1) - - - - - 

Ta 0 0 0 1 0.117(2) = U11 0.100(5) 0.058(1) 0 0 

O 0.3832(3) 0.3736(3) 0.2355(1) 1 0.296(40) 0.29(17) 0.35(13) 0.12(9) -0.048(93) -0.14(10) 

 

4.2 Analysis of the structure of LiTaO3 at 123 K and 

Bond Valence Sum (BVS) study  

  

The Debye Scherrer patterns of the low-angle and high-angle data of LiTaO3 (1050 

K, rhombohedral phase with space group R3
―

c) obtained by synchrotron radiation 

powder diffraction experiment is shown in Fig. 4-7. We used the same method 

introduced in last part by assuming the TaO3 structure to get some clues of the Li ion 

site. Similarly, two maximum points of the charge density distribution were found. As 



58 
 

the centrosymmetric property of the space group R3
―
c, if we assume that the positions 

of the maxima of the charge density distribution are the position of the Li ions, the Li 

ions must be located at the two positions will equal probability, which is different 

with the structure at 123 K without centrosymmetric space group. 

 

 

Fig. 4-7 Debye Scherrer patterns of LiTaO3 in the paraelectric phase at 1050 K recorded on the 

imaging plate. 

 

With the determined site and occupancy for the Li ion, the Rietveld refinement 

with all the parameter fitted was performed. The analysis range is 2θ < 57.0° (d > 0.458 

Å). In the final structural model, we applied ionic models for atomic scattering factors, 

an anisotropic model for thermal vibration parameters of the Ta atom and O atoms, and 

an isotropic model for thermal oscillation parameters of the Li atom. Finally, the 

positions of the Li ion is converged at z = 0.278(1) and the centrosymmetric position z 

= 0.222(1). The confidence factor is sufficiently small with RWP = 4.85%, RI = 1.33%, 

and RF = 1.35%, and the fitting diffraction pattern is shown as Fig. 4-8. The structure 

of LiTaO3 at 1050 K is shown as Fig. 4-9(a) and detailed structure parameters are listed 

in the Table 4-2(a). We have confirmed the validity of the Li ion fully ordered at z = 

0.25 in the paraelectric phase. The reliability factor became worse as RWP = 5.036%, RI 

= 2.355%, and RF = 1.846%, and the displacement parameter of the Li ion showed an 

unusually large values as Uiso = 0.48 Å2.  
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Fig. 4-8 Fitting diffraction pattern of LiTaO3 at 1050 K. 

 

 

Fig. 4-9 Results of LiTaO3 with two different structure models in the ferroelectric 

phase at 1050 K; (a) disordered model and (b) displacive model.  

 

The possibility of the Li ion disordered in the paraelectric phase was also 

examined by bond valence sum (BVS). The BVS is well known as a popular approach 

to validate an ionic valence of a constituent cation and transport pathways of an ion 

from the view point of crystal chemistry [86]. The BVS can be calculated by 

 
i

i

B
RR 0BVS  (4-1) 

where B is the bond softness, Ri is the interatomic distance and Interatomic distance 

for transferring one electron from the cation to anion. The BVS of the Li ion were 

calculated by considering the contribution from the O atoms up to the second nearest 

neighbor for the Li ion, where the empirical BVS parameters R0 =1.466(3) and B = 

0.37 provided by Brown et al. were used [87]. 
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Table 4-2 Structural parameters of LiTaO3 at 1050 K. 

(a) Paraelectric phase at 1050 K. Space group: R-3c. Lattice parameter: a = 5.23175(8) 

Å, and c = 13.76475(21). RWP = 4.85%, RI = 1.33%, and RF = 1.35% for data with d > 

0.458 Å. 

Atom x y z Occupancy U11 or Uiso U22 U33 U12 U23 U13 

Li 0 0 0.278(1) 0.5 4.23(56) - - - - - 

Ta 0 0 0 1 1.50(1) = U11 1.41(4) 0.744(7) 0 0 

O 0.3843(3) 0.3755(3) 0.25 1 1.89(16) 2.77(61) 2.57(65) 1.39(31) -0.44(51) -0.22(25) 

(b) Paraelectric phase (1050 K) with the displacive model. Space group: R3
―
c. Lattice 

parameter: a = 5.23175(8) Å, c = 13.76475(21). RWP = 5.036%, RI = 2.355%, and RF 

= 1.846% for data with d > 0.458 Å. 

Atom x y z Occupancy U11 or Uiso U22 U33 U12 U23 U13 

Li 0 0 0.25 1 48.2(20) - - - - - 

Ta 0 0 0 1 1.50(2) = U11 1.41(4) 0.752(7) 0 0 

O 0.06045) 0.3333 0.0833 1 1.73(16) 3.16 (65) 2.58(67) 1.58(33) -0.21(54) -0.10(27) 

 

Figure 4-10 shows the evaluated BVS of the Li ion at (0, 0, z) around z = 0.25. 

Normally the Li ion may prefer the sites at BVS = +1. However, the values in Fig. 2 

are entirely smaller than the ideal ionic valence +1 because of the longer Li-O 

interatomic distances at high temperature. Adams [88] suggests for close packed ion 

conductors that ion transport pathways may be detected by finding the bond valence 

isosurface of minimum valence. We can find two minima of the BVS at z = 0.225 and 

0.275 in Fig. 2, which are close to the z-coordinates of the Li ion refined by the 

Rietveld method in Table I. From the examination of BVS, we have learned that the 

framework constituted of TaO3 in the paraelectric structure essentially involves the Li 

ion disordered at the two sites in the c-axis. 
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Fig. 4-10 Bond valence sum (BVS) of Li ion at (0, 0, z) around z = 0.25 at 1050 K in 

paraelectric phase. The framework constituted of TaO3 in the paraelectric structure of LiTaO3 

essentially involves the Li ion disordered at the two sites in the c-axis. 

 

4.3 Charge density study 

 

The electron charge density distributions were visualized by the MEM technique 

using the structure factors obtained by the Rietveld method. The 3D images of the 

ferroelectric and paraelectric structures are depicted outside left and right in Fig. 4-11, 

respectively, and the corresponding 2D maps around the Li atom and their 1D line 

profiles inside in Fig. 4-11. From the 3D images, it is found that the Li ion is isolated 

from others, and has ionic chemical bonding character. Although the Li+ ion has only 

two electrons, the electron charge density distribution is successfully visualized by 

SXRD. In the 2D map, the Li ion shows a maximum in the ferroelectric structure, 

while two maxima in the paraelectric structure in the c-axis. The maximum positions 

in the 2D maps well coincide with the atomic positions of the Li ion refined by the 

Rietveld analysis as shown in Table 4-2. From these results, it can be seen that the 

disordered Li ion along the polar direction at the two sites in the paraelectric phase is 

ordered at one site in the ferroelectric phase. This is the direct evidence that the phase 
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transition in LiTaO3 is associated with the order-disorder of the Li ion. 

 

 

Fig. 4-11 MEM electron charge density distributions of LiTaO3 at 123 K in ferroelectric phase (left) 

and 1050 K in paraelectric phase (right). The 3D images are depicted outside, and the corresponding 

2D maps around the Li ion and their 1D line profiles inside. The equi-charge density surface of the 

3D figures is 0.5 e/Å3. The disordered Li ion in the polar direction at the two sites in the paraelectric 

phase is ordered at one site in the ferroelectric phase. 

 

4.4 Structures at different temperature 

 

Figure 4-12 shows the Debye Scherrer pattern of LiTaO3 obtained by synchrotron 

radiation powder diffraction experiments at the temperature from 300 K to 1150 K. By 

integrating the intensities of these diffraction images with a width of 2.5 mm with 

respect to the diffraction angle 2θ, we made one dimension, and Rietveld analysis was 

carried out. 
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Fig. 4-12 Debye Scherrer patterns of LiTaO3 ranging from 300 K to 1150 K recorded on 

the imaging plate. 

 

Table 4-3 ~ 4-13 shows the analysis range, structural parameters, and reliability 

factor values of Rietveld analysis at each temperature, and Figure 4-13 - 4-23 shows the 

profile fitting result of Rietveld analysis. In the structure analysis, I assumed the space 

group of R3c for the data from 300 to 960 K as the ferroelectric phase, while R3
―
c for the 

data from 1000 K and above as the paraelectric phase.  

 

Table 4-3 Structural parameters of 300 K. a = 5.14951(1) Å, c = 13.77265(4) Å. Analysis range: d > 

0.50 Å (2 <59.85). RWP = 4.291%, RI = 1.741%, RF = 1.301%.  

Atom x y z Occupancy U [Å2] 

Li 0 0 0.2812(8) 1 0.012(2) 

Ta 0 0 0 1 0.00404(3) 

O 0.0523(4) 0.344(1) 0.0692(2) 1 0.0042(6) 

 
Fig. 4-13 profile fitting result of LiTaO3 at 300 K. 
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Table 4-4 Structural parameters of LiTaO3 at 400 K. a = 5.15905(1) Å, c = 13.77524(5) Å. RWP = 

4.601%, RI = 2.018%, RF = 1.895% d > 0.50 Å (2  < 59.85)

Atom x y z Occupancy U [Å2] 

Li 0 0 0.281(1) 1 0.018(3) 

Ta 0 0 0 1 0.00487(3) 

O 0.0525(5) 0.343(1) 0.0693(3) 1 0.0053(7) 

 
Fig. 4-14 Profile fitting result of LiTaO3 at 400 K.  

 

Table 4-5 Structural parameters of LiTaO3 at 500 K. a = 5.16776(1) Å, c = 13.77698(5) Å. RWP 

= 4.447%, RI = 2.186%, RF = 2.106%.  Analysis range: d > 0.50 Å (2  < 59.85) 

Atom x y z Occupancy U [Å2] 

Li 0 0 0.279(1) 0.95 0.020(3) 

Li 0 0 0.221(1) 0.05 0.020(3) 

Ta 0 0 0 1 0.00592(4) 

O 0.0527(5) 0.341(1) 0.0695(3) 1 0.0054(7) 

 

Fig. 4-15 Profile fitting result of LiTaO3 at 500 K. 
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Table 4-6 Structural parameters of LiTaO3 at 600 K. a = 5.17741(1) Å, c = 13.77824(5) Å. RWP 

= 4.211%, RI = 1.822%, RF = 1.441%. Analysis range: d > 0.50 Å (2  < 59.85). 

Atom x y z Occupancy U [Å2] 

Li 0 0 0.277(1) 0.9 0.025(3) 

Li 0 0 0.223(1) 0.1 0.025(3) 

Ta 0 0 0 1 0.00716(4) 

O 0.0550(4) 0.342(1) 0.0706(3) 1 0.0080(7) 

 
Fig. 4-16 Profile fitting result of LiTaO3 at 600 K. 

Table 4-7 Structural parameters of LiTaO3 at 700 K. a = 5.18876(1) Å, c = 13.77781(5) Å. RWP 

= 4.365%, RI = 2.159%, RF = 2.067%. Analysis range: d > 0.50Å (2  < 59.85). 

Atom x y z Occupancy U [Å2] 

Li 0 0 0.277(1) 0.9 0.040(5) 

Li 0 0 0.223(1) 0.1 0.040(5) 

Ta 0 0 0 1 0.00821(5) 

O 0.0569(5) 0.341(1) 0.0716(3) 1 0.0078(7) 

 
Fig. 4-17 Profile fitting result of LiTaO3 at 700 K. 
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Table 4-8 Structural parameters of LiTaO3 at 800 K. a = 5.20026(2) Å, c = 13.77431(7) Å. RWP 

= 5.072%, RI = 2.070%, RF = 1.635%. Analysis range: d > 0.50 Å (2  < 59.85). 

Atom x y z Occupancy U [Å2] 

Li 0 0 0.280(1) 0.82 0.032(5) 

Li 0 0 0.220(1) 0.28 0.032(5) 

Ta 0 0 0 1 0.01009(6) 

O 0.0603(5) 0.346(2) 0.0722(4) 1 0.010(1) 

 
Fig. 4-18 Profile fitting result of LiTaO3 at 800 K. 

Table 4-9 Structural parameters of LiTaO3 at 900 K. a = 5.21312(2) Å, c = 13.76906(7) Å. RWP 

= 4.988%, RI = 2.033%, RF = 1.706%. Analysis range: d > 0.50Å (2  < 59.85). 

Atom x y z Occupancy U [Å2] 

Li 0 0 0.277(1) 0.82 0.034(5) 

Li 0 0 0.223(1) 0.28 0.034(5) 

Ta 0 0 0 1 0.01189(7) 

O 0.0636(5) 0.349(2) 0.0751(5) 1 0.011(1) 

 

Fig. 4-19 Profile fitting result of LiTaO3 at 900 K. 
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Table 4-10 Structural parameters of LiTaO3 at 1000 K. a = 5.22624(2) Å, c = 13.76197(7) Å. 

RWP = 4.973%, RI = 1.983%, RF = 1.525% Analysis range: d > 0.60 Å (2  < 49.25). 

Atom x y z Occupancy U [Å2] 

Li 0 0 0.221(1) 0.5 0.048(7) 

Ta 0 0 0 1 0.01352(8) 

O 0.6094(5) 0 0.25 1 0.0163(8) 

 
Fig. 4-20 Profile fitting result of LiTaO3 at 1000 K. 

 

Table 4-11 Structural parameters of LiTaO3 at 1050 K. a = 5.23263(1) Å, c = 13.76466(4) Å. 

RWP = 2.691%, RI = 1.454%, RF = 1.296%. Analysis range: d > 0.60 Å (2  < 49.25) 

Atom x y z Occupancy U [Å2] 

Li 0 0 0.2208(8) 0.5 0.045(4) 

Ta 0 0 0 1 0.01414(5) 

O 0.6109(3) 0 0.25 1 0.0193(5) 

 

Fig. 4-21 Profile fitting result of LiTaO3 at 1050 K. 
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Table 4-12 Structural parameters of LiTaO3 at 1100 K. a = 5.23766(1) Å, c = 13.76723(4) Å. 

RWP = 2.636%, RI = 1.556%, RF = 1.270%. Analysis range: d > 0.60 Å (2  < 49.25). 

Atom x y z Occupancy U [Å2] 

Li 0 0 0.219(1) 0.5 0.058(4) 

Ta 0 0 0 1 0.01457(5) 

O 0.6099(3) 0 0.25 1 0.0196(5) 

 
Fig. 4-22 Profile fitting result of LiTaO3 at 1100 K. 

 

Table 4-13 Structural parameters of LiTaO3 at 1150 K. a = 5.24277(1) Å, c = 13.76968(4) Å. 

RWP = 2.790%, RI = 1.559%, RF = 1.341%. Analysis range: d > 0.60 Å (2  < 49.25). 

Atom x y z Occupancy U [Å2] 

Li 0 0 0.219(1) 0.5 0.055(4) 

Ta 0 0 0 1 0.01496(5) 

O 0.6100(4) 0 0.25 1 0.0205(5) 

 
Fig. 4-23 Profile fitting result of LiTaO3 at 1150 K. 
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The temperature dependence of the difference in occupancy of the Li ion and the 

positions of the Li ion are shown in Fig. 4-24. In the paraelectric phase above TC, the Li 

ion is disordered at the two sites with the same occupancy of 0.5. In the ferroelectric 

phase below TC, the Li ion is gradually ordered at the one site changing the occupancy 

with decreasing temperature, and fully ordered at around 400 K. The z-coordinates of 

the disordered sites of the Li ion are almost unchanged in the entire temperature range.  

 

 

Fig. 4-24 (a) Difference in occupancy of the Li ion at two sites and (b) the positions of the Li 

ion. 

 

 

Fig. 4-25 (a) z-coordinate of O atom and (b) Ta-O bond length as functions of temperature. 

 

Associated with the progress of ordering of the Li ion, the atomic position of O 

gradually changes below TC as show in Fig. 4-25 (a), which results in the gradual 

changes of the Ta-O bond length below TC. No discontinuous change in the bond length 
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is seen at TC as show in Fig. 4-25 (b), although Boysen et al. suggest that the Nb-O bond 

length in LiNbO3 discontinuously changes at TC.[61] We presume that few data points 

measured in the vicinity of TC in the experiment by Boysen et al. give rise to the 

discrepancy. 

 

4.5 Spontaneous polarization 

 

Calculation of the spontaneous polarization magnitude of LiTaO3 was carried out 

using a point charge model in which each atom exists in a formal valence. Using that 

model the spontaneous polarization PS can be calculated by 

 
j

jjj ΔrqN
V
ePS , (4-1)

 

where V is the unit lattice volume, N is the number of atoms per unit lattice volume, q is 

the valence of each atom, and r is the displacement amount of each atom. By this PS 

calculation, the contribution of ion polarization can be predicted mainly. Using this 

formula, the spontaneous polarization magnitudes of the tetragonal, orthorhombic and 

rhombohedral phases of LiTaO3 were calculated as K+, Ta5+, and O2−. 

The spontaneous polarization PS of LiTaO3 evaluated from the crystal structure 

based on the point charge model is shown in Fig. 4-26, where the formal charge of each 

ion is assumed, and the origin of the ionic displacement toward the polar direction is at 

the Ta site. The evaluated PS which is indicated by solid circles in the figure gradually 

increases at TC with decreasing temperature. The temperature dependence is similar to 

that measured by Iwasaki et al.[89]. The evaluated PS in this study is 48.6 μC/cm2, 

which is almost the same as the observed PS [38]. Therefore, we consider that PS of 

LiTaO3 is mainly caused by the displacement of ions, that is, the ionic polarization, and 

the contribution from the electronic polarization to PS is little. 
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Fig. 4-26 Spontaneous polarization evaluated from the crystal structure of LiTaO3 as a function 

of temperature based on the point charge model. The contributions from O and Li to the total 

spontaneous polarization PS (solid circles) are plotted by open triangles and diamonds as PS(O) 

and PS(Li), respectively. The origin of the ionic displacement is at the Ta site. 

 

4.6 Lattice strain 
 

The temperature dependences of the lattice parameters a and c based on the 

hexagonal unit cell, the volume of unit cell, and the spontaneous lattice strains are 

indicated in Fig. 4-27. The lattice parameter a decreases with decreasing temperature, 

and c exhibits a negative thermal expansion in the wide temperature range below TC. 

The deviated magnitude from the broken line corresponds to the spontaneous lattice 

strain in the ferroelectric phase. The lattice strain 1 in the a-axis is negative in the 

ferroelectric phase, while the lattice strain 3 in the c-axis is positive. The volume of 

unit cell, hence, results in decreasing monotonically with decreasing temperature in the 

entire temperature range, and no significant abnormally is seen at TC. The temperature 

dependence of 3 in Fig. 4-27(d) is similar to those of the occupancy of the Li ion in Fig. 

4-24 (a) and PS in Fig. 4-25 at a glance.  
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Fig. 4-27 Temperature dependence of structural parameters and spontaneous lattice strain; (a) 

lattice parameter a, (b) c, (c) hexagonal unit cell volume, and (d) lattice strains 1 in a-axis and 

3 in c-axis. 
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Chapter 5  

Structure of LiNbO3 at 123 K and comparison with 

LiTaO3 

 

5.1 Rietveld refinement of LiNbO3 at 123 K 

 

The Debye Scherrer patterns of the low-angle and high-angle data of LiNbO3 (123 

K, rhombohedral phase with space group R3c) in the ferroelectric phase obtained by 

synchrotron radiation powder diffraction experiment is shown in Fig. 5-1. Precise 

structural analysis of LiNbO3 was performed using this this data. 

 

 
Fig. 5-1 Debye-Scherrer patterns of LiNbO3 at 123 K recorded on the imaging plate. 

 

As mentioned before, the contribution from the Li ion to the most intense 

diffraction peak of LiNbO3 is about 0.3%, we employed the similar way as LiTaO3 to 

know the approximate position of the Li ions at the initial stage of the refinement. An 

isotropic displacement parameter was assumed for the Li ion while anisotropic 

displacement parameters for the Nb and O atoms. The refined structure parameters are 

summarized in Table 5-1, with the atomic coordinates of the Nb atom fixed at the 

original point (0, 0, 0). The atomic displacement parameters U of the Li ion and the O 

atom are almost the same for the materials, respectively, which indicate the similar 

environments around the Li ion and O atom in the two materials, respectively. However, 

U parameters of the Nb atom are slightly larger than those of the Ta atom.  
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Table 5-1 Structural parameters of LiNbO3 at 123 K obtained by Rietveld analysis. Space 

group: R3c. a = 5.13761(1) Å, c = 13.84970(4) Å, V = 316.587(2) Å3. RWP = 1.07%, RI = 

3.11%, RF = 2.43%. 

Atom x y z 
U11 or Uiso 
[10−2 Å2] 

U22 
[10−2 Å2] 

U33 
[10−2 Å2] 

U12 
[10−2 Å2] 

U23 
[10−2 Å2] 

U13 
[10−2 Å2] 

Li 0 0 0.2810(3) 0.946(61) - - - - - 

Nb 0 0 0 0. 172(3) = U11 0. 13(1) = U11/2 0 0 

O 0.3805(3) 0.3753(3) 0.2295(1) 0. 296(38) 0.36(13) 0.46(13) 0.21(8) 0.024(92) -0.049(97) 

 

The result of the Rietveld profile fitting of LiNbO3 in the ferroelectric phase at 123 K 

is shown in Fig. 5-2 for the 2θ range less than 60  (d > 0.3550 Å).  

 
Fig. 5-2 Fitting diffraction pattern of LiNbO3 at 123 K. 

 

As a result of crystal structure analysis, the thermal vibration amplitude UNb of 

Nb in LiNbO3 at 123 K is 1.549 10−2 Å2, and the thermal oscillation amplitude UTa of 

Ta of LiTaO3 is 0.894 10−2 Å2. In order to consider the influence of mass on thermal 

vibration, the vibration amplitude was calculated from the mass ratio of Nb atom and 

Ta atom. Considering harmonic oscillation, the two constants k are the same. Consider 

the following differential equation as harmonic oscillation. 

In case 
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 kx
dt

xdm 2

2

, (5-1) 

the solution of this differential equation is 

 )sin( t
m
kax , (5-2) 

where a is the amplitude of this oscillation, and δ is the phase at t = 0. The mass mNb 

of Nb atom was 92.906 g / mol and the mass mTa of Ta atom was 180.948 g / mol, and 

the ratio aNb / aTa of the amplitudes of them was calculated to be aNb / aTa = 1.396. 

This value a little smaller than the value of the thermal vibration amplitude ratio 

(UNb/UTa)1/2 = 1.21. Since the ionic radii of Nb and Ta are almost the same and the 

lattice constants are also almost the same, the difference between the thermal 

oscillation amplitude cannot be only attributed to the masses of Nb and Ta, which 

indicates the constant k of LiNbO3 is larger than that of LiTaO3. This may means the 

bond between Nb and O is harder than that between Ta and O, which will be 

discussed later. 

 

5.2 Spontaneous polarization at 123 K  
 

In the last chapter, the temperature-dependence spontaneous polarization 

calculated by point charge model using the displacement of the Li and O atoms 

related to the Ta atom has been discussed. Although it is convenient to calculate the 

spontaneous polarization using the results of Rietveld refinement, the mothed 

cannot reveal the emergence of the spontaneous polarization because the 

LiNbO3-type materials have layered structure with the Li and Ta atoms inserted in 

the O-layers with the same distances, which are 1/6 of the lattice parameter c and 

the spontaneous polarization arises from the displacement of the cations related to 

the O-layers. 
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Fig. 5-3 Schematic views of crystal structures of (a) LiNbO3 and (b) LiTaO3 at 123 K in 

ferroelectric phase. The unit of all the values is Å. The red lines indicate the O layers. The 

atomic shifts of the Li ion and the Nb(Ta) atom at 123 K are indicated by arrows. Another Li 

ion site disordered in the paraelectric phase is indicated by a broken circle. 

 

The schematics of the crystal structures for LiNbO3 and LiTaO3 are shown in 

Fig. 5-3. The red lines stand for the O layers. The distances between the O layers 

are 2.308 and 2.297 Å for LiNbO3 and LiTaO3, respectively. The dash lines, which 

are in the middle of the O layers, represent the positions of the Nb and Ta atom in 

the paraelectric phases, respectively. The average positions of the Li ion in the 

paraelectric phases for both crystals are located in the long O layers, and another Li 

ion site disordered in the paraelectric phase is indicated by broken circle. The small 

arrows indicate the displacements of all cations in both materials. The entire cations 

in the ferroelectric phases shift upward compared to the O layers in both materials, 

which give rise to spontaneous polarization upward along the c-axis.  

The ionic polarizations evaluated from the shifts of the cations based on the 

point charge model using Equation 4-1 are shown as Table 4-2. The total calculated 

polarizations for LiNbO3 and LiTaO3 are 64.7 and 50.9 C/cm, respectively. These 

values are both more than 90% of the measured spontaneous polarization PS [38,40]. 

The spontaneous polarization is consist of the ionic polarization and the electronic 

polarization, so the contribution from the ionic polarization to the PS is significantly 
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high in the case of LiNbO3 and LiTaO3, which provides a great contrast to the case 

of PbTiO3 with the large electronic polarization by a lone electron pair of the Pb2+ 

ion [90]. Therefore, we consider that the PS of LiNbO3 and LiTaO3 are mainly 

caused by the shift of ions, that is, the ionic polarization, and the contribution from 

the electronic polarization to the PS is not significant.  

 

Table 5-2 Spontaneous polarization calculated by the point charge model for LiNbO3 and 

LiTaO3. 

Material Atom 
Formal 

charge 
Δr [Å] 

Contribution to PS 

[μC/cm2] 

Total PS 

[μC/cm2] 

Measured PS 

[μC/cm2] 

LiNbO3 

Li +1 0.713(6) 21.6 

65.7 71 

Nb +5 0.284(1) 43.1 

LiTaO3 

Li +1 0.670(7) 20.4 

50.9 55 

Ta +5 0.200(1) 30.5 

 

On the other hand, the contribution to the ionic polarization of LiNbO3 from 

the Nb atom is 43.1 C/cm2, which is much larger than 30.5 C/cm2 from the Ta 

atom in LiTaO3, while the contribution to the ionic polarization from the Li ion is 

almost the same as 21.6 and 20.4 C/cm2 for LiNbO3 and LiTaO3, respectively. 

Hence, we consider that the larger atomic shift of the Nb atom plays an important 

role in the emergence of larger PS in LiNbO3. 

 

5.3 Charge density distribution of LiNbO3 and LiTaO3 

at 123 K 
 

The electron charge density distributions were visualized by the MEM technique 

using the structure factors obtained by the Rietveld method. The 3D electron charge 
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density distributions of stoichiometric LiNbO3 and LiTaO3 in the ferroelectric phase 

are shown in Fig. 5-4 along with the 1D electron charge density profiles of the 

constituent ions and atoms in the polar direction. The 3D images clearly reveal that 

the Nb-O and Ta-O bonds show covalent character, while the Li ion is isolated from 

others to show ionic character. The high-quality SXRD data enable us to visualize 

the electron charge density distributions of the Li+ ion accurately in both the 

materials, although there are only two electrons around the Li+ ion. Each peak 

position of the 1D profile well agrees with the z-coordinate of each atom in Table I. It 

looks that the Li ion in LiNbO3 is fully ordered at one site in the ferroelectric phase at 

low temperature 123 K as well as in the case of LiTaO3. The corresponding 1D 

charge density profiles are very similar with each other. However, 1D profiles of 

the Li ion are significantly broader than those of the Nb, Ta and O atoms due to the 

high mobility still at this temperature. 

 

 
Fig. 5-4 3D electron charge density distributions of (a) LiNbO3 and (b) LiTaO3

24) at 

123 K in hexagonal unit cell with 1D electron charge density profile of constituent ion 

and atoms along c-axis . The equi-charge density surface of the 3D figures is 0.5 e/Å3.

 

5.4 Relationship between Nb(Ta)-O bond length, 

charge density and TC 
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Figure 5-5 shows the crystal structures of the Nb-O and Ta-O oxygen octahedra in 

LiNbO3 and LiTaO3, respectively, indicated by the ball-and-stick images and the 3D 

images of electron charge density distributions. The Nb and Ta atoms are surrounded 

by the six O atoms, respectively. The O atoms were labeled as O1 and O2 atoms in the 

figure for convenience although the crystallographically equivalent O atom is only 

one in the unit cell. The three Nb(Ta)-O1 bonds with the same bond length and 

another three Nb(Ta)-O2 bonds also with the same bond length can be seen in Fig. 5-6. 

The formers are shorter than the latters. The minimum electron charge density 

min(Nb(Ta)-O1) on the Nb(Ta)-O1 short bond is higher than the min(Nb(Ta)-O2) on 

the Nb(Ta)-O2 long bond. Hence, it can be considered that the short bonding is 

basically harder than the long one. 

 
Fig. 5-5 Crystal structures of Nb-O and Ta-O oxygen octahedra in (a) LiNbO3 and (b) LiTaO3, 

respectively, indicated by ball-and-stick images and 3D images of electron charge density 

distributions at 123 K. The thermal ellipsoids in the ball-and-stick images are drawn at the 99% 

probability level. 

 

Regarding the comparison of the corresponding bond length between LiNbO3 

and LiTaO3, the Nb-O1 bond is shorter than the Ta-O1 bond, while the Nb-O2 bond is 
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longer than the Ta-O2 bond in the oxygen octahedra, because of the larger atomic shift 

of the Nb atom toward the O1 atoms in the oxygen octahedron of LiNbO3. The Nb-O 

octahedron is more distorted than the Ta-O octahedron. In this case, for example, we 

may suppose that the Nb and O1 atoms with the shortest interatomic distance are well 

hybridized to form the strong covalent bonding, and the min(Nb-O1) should be higher 

than the min(Ta-O1). However, the relation is opposite as shown in Fig. 5-5. We 

consider that this is due to the valence electrons distribution apparently overlapping 

with the core electrons distribution on the bonds in the figure. The effect from the Ta 

atom with much more core electrons is more crucial than that from the Nb atom. 

 

Fig. 5-6 Relationships between bond length, electron charge density on bond and Curie 

temperature TC revealed in LiNbO3 family crystals. (a) min vs d, (b) T vs min and (c) 

T vs d. 

 

 Hence, in order to eliminate the effect from the inner core electrons to the 

whole electron charge density distribution as much as possible on the bonds, we 

propose an indicator, the difference of the minimum electron charge density min = 
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min(Nb-O1) min(Nb-O2) and min(Ta-O1) min(Ta-O2) for LiNbO3 and LiTaO3, 

respectively. In Fig. 5-6(a), the charge densities min of LiNbO3 and LiTaO3 are 

plotted as a function of the difference of the bond length d = d(Nb-O2) − d(Nb-O1) 

and d(Ta-O2) − d(Ta-O1), respectively. It can be seen that the two plots are on the 

same line through the zero point, which means that the min of these LiNbO3 family 

crystals can be scaled with d. We can estimate the value of min from that of d. 

In Fig. 5-6(b), the temperature differences T = TC – T of LiNbO3 and LiTaO3 

are plotted as a function of min, where TC = 1480 and 960 K for LiNbO3 and LiTaO3, 

respectively, and T = 123 K at which these experiments were done. In this figure, we 

can also see an almost linear relation through the zero point between the charge 

density on the bond and the TC of the LiNbO3 family crystals. This relation suggests 

that the high TC material comes from the material with a large lattice distortion of the 

oxygen octahedron, and the TC of the material is strongly related to the covalency. The 

crystal orbital overlap population analyses for LiNbO3 and LiTaO3 by Toyoura et al. 

suggest that the Nb-O bond formed by the Nb4d-O2p hybridized orbitals has 

relatively large covalency compared to the Ta-O bond with the Ta5d-O2p 

hybridization [56]. We consider that the results of the theoretical studies and this 

experimental studies can be understood intuitively from the valence electron 

configuration of the Nb atom with one more d-electron in LiNbO3 compared with that 

of the Ta atom in LiTaO3; Nb: [Kr]4d45s, Ta: [Xe]4f145d36s2. It is supposed that there 

are clear relationships between the covalency of the crystal and the physical properties 

such as TC in general for ferroelectric oxides.  

The most impressive result is obtained from Fig. 5-6(c). We can estimate the 

absolute TC of the LiNbO3 family crystals from their structural data using the relation 

between d and T in the figure. Note that the plots of d vs. T are shown in Fig. 

5-6(c) as a universal relation through the origin zero rather than those of d vs. TC. 

We propose that the T is the most important indicator of the temperature when we 

evaluate the lattice distortion. In these LiNbO3 family crystals, the magnitude of the 
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lattice distortion indicated by d are governed by the temperature difference T. 

Similar relationships can be seen in perovskite-type ferroelectrics, such as PbTiO3 and 

BaTiO3 [17,91]. Figure 5-6(c) provides an apparent experimental evidence that the TC 

of materials with highly distorted oxygen octahedron is fairly high if we compare the 

structures at the same temperature. 
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Chapter 6  

Conclusion 
 

In this study, electron charge density distributions have been visualized in 

stoichiometric LiNbO3 and LiTaO3 by synchrotron radiation X-ray powder diffraction 

(SXRD) to adduce the conclusive evidence on the mechanism of ferroelectric phase 

transition and the origin of the large difference between the Curie temperatures. 

From the charge density images of LiTaO3 at 123 K and 1050 K, it is found that 

the Li ion is isolated from others, and has ionic chemical bonding character. The Li ion 

shows one electron density maximum in the ferroelectric structure, while two maxima 

in the paraelectric structure in the c-axis. It can be concluded that the disordered Li ion 

along the polar direction at the two sites in the paraelectric phase is ordered at one site 

in the ferroelectric phase. This is the direct evidence that the phase transition in LiTaO3 

is associated with the order-disorder of the Li ion. 

In the paraelectric phase above TC, the Li ion is disordered at the two sites with the 

same occupancy of 0.5. In the ferroelectric phase below TC, the Li ion is gradually 

ordered at the one site changing the occupancy with decreasing temperature, and fully 

ordered at around 300 K. The z-coordinates of the disordered sites of the Li ion are 

almost unchanged in the entire temperature range. Associated with the progress of 

ordering of the Li ion, the atomic position of O gradually changes below TC, which 

results in the gradual changes of the Ta-O bond length below TC. No discontinuous 

change in the bond length is seen at TC. 

The evaluated spontaneous polarization PS by the point charge model gradually 

increases below TC with decreasing temperature. The PS evaluated from the crystal 

structure of LiNbO3 and LiTaO3 are almost the same as the result of electronic 

measurement respectively. The main contribution to the PS of LiNbO3 and LiTaO3 is 

from the ionic polarization, and the contribution from the electronic polarization is little. 
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The contribution to the ionic polarization of LiNbO3 from the Nb atom is 43.1 C/cm2, 

which is much larger than 30.5 C/cm2 from the Ta atom in LiTaO3 at 123 K when 

the position of the O atom is assumed as an origin. The larger atomic shift of the Nb 

atom is considered to plays an important role in the emergence of larger PS in 

LiNbO3. 

The lattice parameter a decreases with decreasing temperature, and c exhibits a 

negative thermal expansion in the wide temperature range below TC. The lattice strain 

1 on the a-axis is negative in the ferroelectric phase, while the lattice strain 3 on the 

c-axis is positive. The volume of unit cell, hence, results in decreasing monotonically 

with decreasing temperature in the entire temperature range, and no significant 

abnormally is seen at TC. 

The electron charge densities min of LiNbO3 and LiTaO3 as a function of the 

difference of the bond length d are on the same line through the origin zero, which 

means that the min of these LiNbO3 family crystals can be scaled with d, and we 

can estimate the value of min from that of d. The temperature differences T = TC 

– T of LiNbO3 and LiTaO3 as a function of min have an almost linear relation 

through the origin zero. This relation suggests that the high TC material comes from 

the material with a large lattice distortion of the oxygen octahedron, and the TC of the 

material is strongly related to the covalency. It is demonstrated that there are clear 

relationships between the covalency of the crystal and the materials properties such as 

TC in ferroelectric oxides. 

The plots of d vs. T have a universal relation through the origin zero. It is 

proposed that the T is the most important indicator of the temperature when we 

evaluate the lattice distortion. In these LiNbO3 family crystals, the magnitude of the 

lattice distortion indicated by d is governed by the temperature difference T. It is an 

apparent experimental evidence that the TC of materials with highly distorted oxygen 

octahedron is fairly high if we compare the structures at the same temperature. 
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