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ABSTRACT 

Spatial distributions and dynamical properties of galaxies and clusters of galax

ies are studied in various cosmological models, in order to investigate the depen

dence of these properties of galaxies and clusters on the density parameter no 
and the dimensionless cosmological parameter AO. In accordance with the inflation 

hypothesis, we confirm ourselves to the spatially flat models with no + AO = 1. 

For the dark Inatter we assume the Cold Dark Matter (CDM) cosmological model 

which is believed to be most reliable at present. We keep our eye upon this dark 

matter and estimate these properties numerically. 

In order to treat the distribution of galaxies and clusters of galaxies statisti

cally, we first examine the effectiveness of various statistical measure for quantifying 

the spatial distribution of galaxies. Counts-in-cells and multi-fractal analysis are 

examined in detail, and are compared with the correlation statistics. A measure 

similar to the percolation test in count-in-cells analysis provides a useful guide for 

quantifying the pattern, at least in a complementary manner to the correlation 

function. We found, however, that it also sensitively depends on the geometry of 

samples of galaxies. Multi-fractal measures are defined only in a somewhat ambigu

ous manner due to the discrete nature of galaxy distribution. Then we conclude 

that although all of them have been successful to some extent in quantitatively 

describing the pattern of galaxy clustering, none seems to be particularly superior 

to the two-point correlation function in distinguishing the underlying structure. 

N ext we examine the distribution of galaxies and clusters obtained to N- body 

simulation in CDM model in comparison with their observational results. Specifi

cally we consider two spatially flat CDM models: the no = 1.0 CDM and no = 0.2 

CDM model. Galaxies or clusters in these simulations are identified by means of 

refined friends-of-friends algorithm. We pay attention to the spatial and velocity 

correlation functions of galaxies and clusters. The overall conclusion is that the 

no = 1.0 CD]\1 model generally fails to reproduce the observed properties of the 

two-point correlation functions of the clusters, as has been claimed recently in var-
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ious independent analyses, while the no = 0.2 CDM model is quite successful. In 

addition to this correlation analysis, we have studied dynamical properties of ha

los and clusters, by using velocity functions and angular momentum distribution. 

We found that the no = 1.0 CDM simulations reproduce the velocity functions 

in reasonable agreement with the Press-Schechter theory, but the no = 0.2 CDM 

simulations do not. Quantitative comparison of our velocity functions with the 

available observational data revealed that only the standard CDM model with a 

high biasing parameter b rv 2 is consistent with the observation. The distribution 

of the dimensionless angular momentum A is very broad (0.01 ~ A ~ 0.1) and the 

functional fonn of the distri bu tion looks very universal and is qui te insensi tive both 

to the cosmological parameters and to the fluctuation spectral shape. Although 

the spatial distribution of the angular momentum does not show any noticeable 

correlation of the orientation, halos with relatively small A preferentially cluster 

around dense regions. 

From our analysis, it is found that almost all CDM models with the Harrison

Zel'dovich prilffiordial spectrum seem to be ruled out, although the no = 0.2 CDM 

universe is more preferable than the no = 1.0 CDM universe. Only the gravi

tational effect has been so far considered in our analysis, and we have not taken 

account of other elements, such as the effect of fluidal gas within galaxies and 

clusters. More statistically reliable observational results and more useful SPH 

(smoothed particle mesh) simulation models are needed for their detail analyze. 
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1. INTRODUCTION 

Selection of a realistic cosmological model, especially the determination of cos

mological model parameters no and >'0 is one of the most important problems in 

modern cosmology. where no is the density parameter and >'0 == A/(3H5) is the 

dimensionless cosmological constant parameter. We consider this problem through 

the study of the spatial distribution and dynamical properties of galaxies and clus

ters of galaxies. As for the constituents of the universe. it is well-known that the 

almost matter in the universe is dominated by some unknown and invisible par

ticles called "dark matter" (about 95% by mass), and a cold dark matter (CDM) 

model and a hot dark matter (HDM) model have so far been depending on the par

ticle properties proposed. The CDM model assumes that the dark matter particles 

were nonrelativistic when they decoupled from the rest of the matter and radiation 

present in the early universe. On the other hand, the HDM model assumes that 

the dark matter particles were relativistic at this decoupling time. Structure in 

the CDM universe form first on smallest scales, and then subsequently larger and 

larger structures form (bottom-up scenario); structures in the HDM universe form 

first on a large scale (top-down scenario). The question is which model is better to 

explain the structure of the universe. The recent positive detection of fluctuations 

in the cosmic Hucrowave background (CMB) by COBE (Smoot et al. 1992; Wright 

et al. 1992) supports that the bottom-up picture is basically a successful theory of 

cosmic structure formation. We then confine CDM models , and keep our eye upon 

the properties of dark matter. 

In this paper we confirm ourselves to the spatially flat models with no + >'0 = 1 

in accordance with the inflation hypothesis. From this point of view, standard 

CDM (SCDM) model with no = 1 and n = 1 was proposed, where n is the 

spectral index of the primordial density fluctuations. However several difficulties 

remain to be solved, and most of them are the shape of the primordial density 

fluctuation spectrum. Once the spectrum shape is given, the COBE result can 

be used to specify the amplitude of the spectrum. The presence of large-scale 
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structure seen in the APM angular correlation functions (Maddox et al. 1990) 

and in the cluster-cluster correlation functions (Bahcall & Soneira 1983; Bahcall 

1988) require large-power of fluctuation spectrum on large scales. On the other 

hand, the lar~~e-scale coherent velocity field (Dressler et al. 1987), and the very 

cold velocity flow of galaxies on small scales (Ostriker & Suto 1990; Suto, Cen, & 

Ostriker 1992; Strauss, Cen, & Ostriker 1992) indicates that fluctuation of small

scale power should be quite small. The SCDM model cannot account for the above 

situation in a consistent manner. Ostriker & Suto (1990) is the first to argue in 

a quite generic context that the available observational data are reconciled only 

by relaxing the standard assumptions and accepting that no < 1 and/or n < l. 

Subsequent works by Suto, Gouda, & Sugiyama (1990) and Suto & Suginohara 

(1991) expressed the need for the condition no < 1 and/or n < 1 more specifically 

using the quantitative theoretical analysis of one-dimensional pair-wise velocity 

dispersions and the microwave background anisotropies. It should be noted here 

that the spectrum with n = 1 had been suggested by Harrison (1970) on the basis 

of a phenomenological argument, and the inflationary model (Guth 1981) also 

supports this relation. Moreover no < 1 is suggested by observation, so we consider 

pursue the no < 1 CDM (LCDM) model without imposing the condition n =f l. 

For taking the low density models, we consider the bias effect apparently when 

we discriminate gravitating inhomogeneity and luminous inhomogeneity. Then in 

addition to LCDM case, we also treat SCDM with bp > 1 where bp is the spatial 

biasing parameter. 

In general, the non-liner effects will decrease the reliability of the analytical 

relations between the density parameter and spatial, dynamical properties of galax

ies and clusters. On the other hand, cosmological N- body simulations have proved 

to be a powerful and reliable means in quantitatively exploring several specific 

predictions. Therefore we investigate the properties of galaxies and clusters in 

spatially flat CDM universe by performing a series of cosmological N-body simula

tions. In order to study the properties of galaxies and clusters statistically, we first 
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examine the usefulness of various measures by which we characterize the spatial 

distribution of galaxies in the present universe. Perhaps the two-point correlation 

function (Totsuji and Kihara 1969) is the most famous statistical measure used 

for the galaxy clustering. Count-in-cell and multi-fractal analysis have also been 

proposed by various authors, but the usefulness of these measures has not been 

examined sufficiently. We then examine in detail these two measures regarding 

large-scale structure and judge what is the most useful measure to quantifying the 

spatial distribution of galaxies. 

After exarnining the usefulness of statistical measures, we then investigate the 

spatial distribution and dynamical properties of galaxies and clusters of galaxies 

predicted in the CDM models, paying particular attention to the value of no. As 

was stated before, we mainly attempt to clarify the difference between SCDM with 

bp > 1 and LCDM. In order to examine the properties of clusters, we have to 

define clusters in N-body simulations. Our particle grouping method is based on 

the adaptive linking method (ALM) developed by Suto, Cen, & Ostriker (1992), 

and also used in Suginohara & Suto (1992), Ueda et al. (1993), and Watanabe et 

al. (1993). The method refines a conventional friends-of-friends algorithm which 

assumes the constant linking length, and uses the variable linking length instead, 

as will be shown in §2. One of the most important issues concerning the spatial 

distribution of clusters is the amplitude of the cluster-cluster two-point correlation 

function ~cc(r). The observed amplitude of ~cc(r) is larger than that of galaxy

galaxy correlation function ~gg (r). In addition, the analysis in §3 confirms that the 

correlation statistic is the most reliable statistical measure to characterize the pat

tern of galaxy distribution. Then we examine the correlation functions of clusters 

and see which of SCDM and LCDM reproduces observational results or not. 

In addition to this correlation analysis, we also examine the dynamical proper

ties of galaxies and clusters from the stand point of velocity function and angular 

momentum. The velocity function (VF) is defined as the number density of objects 

as a function of their circular velocity. This is directly observable as in the lumi-
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nosity function, while it is difficult to derive a reliable estimate of the dynamical 

mass of distant astronomical objects, and the mass function has been poorly de

termined in general. In contrast to the luminosity function, on the other hand, one 

can predict the specific model for the velocity function in a straightforward manner 

without requiring proper understanding of star formation in the objects. There

fore VF is better than the other two in confronting the model prediction with the 

observations, and the comparison will have more reliable and direct implications 

on the model. In addition to this VF analysis, we try the statistical analysis for 

spatial distribution of angular momenta of galaxies and clusters. By using these 

results, we also investigate which of SCDM and LCDM reproduces observational 

results. 

The rest of the paper is organized as follows: The results of N-body simulations 

and the grouping scheme to identify galaxies and clusters of galaxies are described 

in §2. The usefulness of various measures is examined in §3. In §4, the spatial 

distributions of galaxies and clusters of galaxies are studied, and their dynamical 

properties of them are examined in §5 by computing the velocity function and 

angular momenta. Finally in §6, we summarizes our main conclusions. 

2. SIMULATION DATA AND 
IDENTIFICATION CRITERION 

In this paper, we examine the properties of galaxies and clusters of galaxies in 

spatially fiat CDM universe on the basis of their spatial and velocity distributions 

derived in cosrnological N-body simulations . These N-body simulations are evolved 

using a hierarchical tree code with the fully periodic boundary condition in a cubic 

volume of Lg ( Hernquist, Bouchet, & Suto 1991; Suginohara et al. 1991). In each 

section, different models are used which are summarized in Table 1. The detailed 

informations of our simulation models are shown in the following; 
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As is stated in §1, we are mainly interested in the CDM model with no < 1 or 

bp > 1, so we take the LCDM model with no = 0.2 and '\0 = 0.8, and the SCDM 

model with no = 1.0, '\0 = 0.0 and the biasing parameter bp = 1.7. The amplitudes 

of the spectrulll of density perturbation are normalized by using the galaxy-galaxy 

two-point correlation functions. For SCDM the real-space correlation function of 

galaxies cannot be expressed in the form of a single power-law so well. A marginally 

good fit is obtained for h = Ho/(100 kms-1 Mpc-1
) = 0.42 ± 0.02 for 1.70" peak 

particles. For simplicity, however, we use h = 0.5 in SCDM instead, and this 

makes the correlation length of galaxies in the simulation slightly smaller than the 

observed value. The LCDM model gives a good match to the observed galaxy

galaxy correlation function for bp = 1. These details would not change the main 

conclusions in the present paper. In order to examine the properties of galaxies and 

clusters, we prepare many models with different scale. We call our CDM models 

as GS, GL, CS, and CL, where G and C stand for galaxy and cluster scales while 

Sand L stand for SCDM and LCDM models. In addition, the subscript number 

of each CDM model represents the simulation boxsize Lb in order to show the 

difference between models clearly. 

In addition to CDM models , we also adopt the power-law models which start 

from initially scale-free density fluctuations (Suginohara et al. 1991). To be more 

specific, the power spectrum of those models obeys the following form: 

(n = -2, -1, 0, and 1) (2.1 ) 

where 8k is the Fourier transform of the density contrast, ( ) denotes an ensemble 

average, N is the number of particles employed in the simulations, kN = 7r N 1/ 3 is 

the Nyquist wavenumber corresponding to the mean particle separation, and Ai is 

the input amplitude. We call these as n = -2, -1, 0, 1 model. These four models 

are evolved in the Einstein-de Sitter universe with density parameter no = 1 and 

the Hubble parameter h = 1. 
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In §3, we test the usefulness of the measures used to quantify the pattern of the 

galaxy distribution. In order to do this, we prepare for n = 1, 0, -1, -2 power

law models and GLlOO model. All of these five simulations employ N = 262,144 

particles, and the mass of an individual particle in GL100 model is 2 x 1011 Mev, 

roughly equal to a typical galactic mass. Although power-law models have no 

typical scale, we suppose that each particle in our simulations corresponds to a 

galaxy. 

In §4 and t>, we identify galaxies and clusters of galaxies in the CDM simulation 

data in the specified method, in order to examine the dynamical properties of these 

objects. We adopted an adaptive linking method (ALM) to identify galaxies and 

clusters in the simulation data. ALM refines the more conventional Friends-of

Friends algorithm which assumes the constant linking length, and uses the variable 

linking length bij between i-th and j-th galaxies depending on the local density. 

More precisely, bij is defined as 

(2.2) 

where 

(2.3) 

is a local density of i-th galaxy and ri is a position vector of the i-th galaxy. After 

the particles were properly grouped, we removed particles which are not gravita

tionally bound, but this additional procedure hardly changes the results below. 

The ambiguous point of this method is how to determine the set of parameters 

(rs, /3). In fact we do not know how to determine the suitable set . To find some 

clue, we compare the resulting mass function of the identified clumps with that in

dicated from the observed luminosity functions of galaxies and clusters of galaxies 

¢(L). If the mass-to-light ratio is independent of L, we estimate the mass function 

of galaxies and clusters in the universe. Then we determine the suitable set of 
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parameters in order to compute the mass functions of our clumps. Still it is not 

clear if the resulting groups can be regarded as realistic galaxies or clusters in our 

universe. With this in mind, we will call halos and clusters referring to the groups 

of particles in our models in §4 and §5 respectively. 

3. USEFULNESS OF VARIOUS MEASURES 
FOR QUANTIFYING SPATIAL 

DISTRIBUTIONS OF GALAXIES 

The main purpose of this section is to select a good statistical measure by which 

can distinguish the different patterns of particle distributions. We mainly pay 

attention to the following three analysis; Two-point correlation function analysis 

(§3-1), Count-·in-cell analysis (§3-2), Multi-Fractal analysis (§3-3). In order to 

perform this analysis, we use the n = 1, 0, -1, -2 power-law models and GL100 

model whose galaxy distributions are shown in Figure 1. These figures show the x

y projection of particles situated between -Lb/20 ::; z ::; Lb/20. Before examining 

the usefulness of these measures , we first compare these models according to a 

visual impression. From these figures, we can easily recognize the difference among 

the five models from our eyes: many small (large) clusters are abundant in the n = 1 

(n = 0) model, while in the models of n = -1 n = -2 and GLlOO the mutually 

connected filarnentary structures are prominent. In fact, the initial power spectrum 

of GLIOO model can be roughly approximated by an effective power-law index in 

the -1. 7. Therefore the general feature of G L100 model appears to be fairly similar 

to the n = -1 and n = -2 models. In the following, we examine whether the above 

statistical measures property quantify galaxy distribution pattern of these models 

or not. 

3-1. Two-point Correlation Function Analysis 
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The two-point correlation function, ~(r), has been most widely used for statis

tically describing the galaxy clustering (Totsuji and Kihara 1969; Peebles 1980). 

The two-point correlation function is defined by the probability of finding an object 

in both of the volume elements 8VI and 8V2 at a separation r 

(3.1 ) 

where ii is a n:lean number density of object. From this equation, one can easily 

notice that ~(1'.) represents the deviation from the uniform distribution. Because 

the distributions of galaxies in different models are evolved with different initial 

spectra, the dijfferent galaxy distribution patterns are caused by different deviations 

from a unifonn distribution. Therefore the correlation statistic is expected to 

distinguish the pattern property. The results of two-point correlation functions are 

plotted in Figure 2, and these behaviors are in agreement with the visual impression 

in Figure la-Ie; the n = 1 model shows a rapidly decreasing correlation compared 

with others, reflecting that the correlation in the model is small on large scales. 

The clustering in the n = 0 model is the strongest among the five. This situation 

is clear from the amplitude of ~(r) on very small scales. The correlation functions 

for n = -1 and GL IOO appear to be fairly similar, again in reasonable agreement 

with the visual impression from Figure 1. The structure in the n = -2 model 

exhibits a strong coherence over the entire simulation box; this is manifest in the 

largest amplitude of ~(r) for r / Lb ~ 0.02 among the five models. The slope and 

correlation length, ro, where ~(r) is unity (see (4.1)), are summarized in Table 2. 

Anyway, the two-point correlation function is a desirable measure to describe the 

spatial distribution of galaxies property. 

3-2. Count-in-Cell Analysis 

In the count-in-cell method, we divide the entire sample into M3 regular grids, 

and then computes the number of particles in each cell . By examining the statis-
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tical properties of the distribution of the counts in cells, one might quantify the 

underlying spatial pattern in the sample. Here we consider two new measures. 

The first rneasure concerns a basic question regarding the dimensionality of 

patterns in galaxy distribution. We briefly describe the procedure of this analysis 

first. We define the expectation number of particles per cell, n exp , as 

nex = total number of particles = N = N (~) 3 , 

p total number of cells M3 L 
(3.2) 

where E - L/ Al is the size of each cell. A cell is called "occupied" if it contains at 

least one particle, and the expectation number of particles in the occupied cells, 

n occ , is defined by 

total number of particles 
nou = .. 

total number of occupIed cells 
(3.3) 

Both n exp and nocc are functions of the total number of cells M3 or the size of each 

cell E. From the CfA galaxy redshift slice data, de Lapparent et al. (1991) found 

that the above quantities approximately obey the following simple law: 

/3/3 
nocc - 1 = ]{ n exp (3.4) 

with ]{ "" 2 and {3 "" 2. The value of {3 is interpreted as being an average dimen

sionality of structure. In this method, ]{ and (3 are measures to characterize galaxy 

distribution, and we here apply this method to our models which are shown in Fig

ure 3. In fact, for n exp ~ 10 the behavior of nocc - 1 against n exp is approximated 

by a single power law, like equation (3.4). The least-square fitted values for ]{ and 

{3 in the range of n exp ~ 1.0 are summarized in Table 2. Although the value of {3 

systematically increases from the n = 1 model to the G L100 model, in agreement 

with the visuall impression, all of them are close to unity in spite of the apparently 

different pattern shown in Figures 1a to Ie. The value of {3 is meaningful only in 

the sense of an "average" dimensionality. Our main conclusion here is that {3 is not 
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sensitive to the pattern of structure and, moreover, does not seem to properly rep

resent the dimensionality of the typical structure. This is ascribed to the fact that 

f3 represents the "average" dimensionality of structure; the real pattern does not 

comprise pure rods or sheets, but a mixture of various geometrical structures. Such 

information is simply smoothed out by the simple analysis based on equation (3.4). 

The amplitude I{ seems to represent the fluctuation amplitude on small scale. We 

found that the n = 0 model has the largest K, while the n = -1, -2 and GLlOO 

models result in a similar value (rv 3); this tendency is in good agreement with the 

behavior regarding ~(r) for r ~ O.OlL. Note that the scale r should approximately 

correspond to (n exp / N)1/3 L. The fact that the value of I{ in the GLlOO model 

is closest to the observed value (rv 2.0) is explained by the fact that the model 

reproduces very well both the amplitude and shape of the observed correlation. 

Therefore, I{ does not seem to contain any more information than that contained 

in ~(r). Moreover, the cells with nexp :s 1 are dominated by either the shot noise or 

the discrete nature of the particle distribution. It is therefore necessary to properly 

normalize the number density of galaxies in order to confront the observed data. 

The second measure called "filling factor" is related to the percolation analysis. 

Any two occupied cells whose sides, ridges or corners are connected with each other, 

are regarded as being members of a 'system' of linked cells. The quantity fper is 

defined as 

f er = volume of the largest system. 
p total volume of occupied cells 

(3.5) 

This is negligible small when the size of the cell, t, is small. As t becomes larger, 

the volume fraction of the occupied cells, 

total volume of occupied cells 
focc = I I f b ' tota vo ume 0 cu e 

(3.6) 

increases, and then several systems merge and form a bigger system. The filling 

factor, F, is defined as the value of focc where fper is 0.5. Figure 4 plots focc 

against fper; the resulting filling factors are summarized in Table 2. The values 
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of F decrease systematically according to the clustering pattern in the models. 

We found, however, that the shape of the curves is more suited to distinguish the 

features of the underlying pattern. The slopes of the curves become less steep as 

the large-scale coherence in the models becomes manifest. Note that a small focc 

corresponds to the small-scale structure, while a large focc represents the large

scale behavior of the pattern in each model. Figure 2 shows that the n = -1 and 

GLlOO models have almost identical ~(r) for r / L ~ 0.01, while their focc - fper 

curves are distinct for foce ~ 0.07. On the other hand, the n = -2 and GLlOO 

models have fairly similar focc - fper curves, whereas the amplitudes of their ~(r) 

are different (although their slopes are quit similar). We therefore conclude that 

the focc - fper curve is potentially a very useful measure for quantifying the pattern, 

and is in fact, complementary to ~(r). In particular, the gradual increase of the 

curves for the n = -1 and GLlOO models, rather than the rapid rise seen in the 

n = 1, 0, -1 rnodels, clearly indicates the presence of a strong coherence intrinsic 

to the particle distribution. The filling factor, on the contrary, contains rather 

limited information, and differs sensitively to the specific definition, as is clear 

from the shape of the curves in Figure 4. We further examine the geometrical 

dependence of the fper - focc curves, and found that this is very sensitive to the 

shape of the original sample. This dependence is not problematic as a quantitative 

measure of the cosmological structure, but, rather, requires caution in inferring the 

pattern of the universe from an analysis of limited observed data. 

3-3. Multi-Fractal Analysis 

The failure of the average dimensionality {3 comes from averaging the dimen

sionality over the entire sample. This averaging process loses a significant fraction 

of the information. Same difficulty appears in a simple fractal approach which one 

attempts to characterize galaxy clustering by means of a single fractal dimension. 

This naturally leads to a generalization of the simple fractal, i.e., the multi-fractal 

analysis. 
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We briefly introduce several basic quantities in perforrrling a multi-fractal anal

ysis. (Further details can be found in Jones et al. (1988), Martinez et al. (1990) 

as well as Itoh (1990)). The generalized dimension D q is defined by 

D _ r(q) 
q - l' q-

where q is an arbitrary real number, 

r(q) = lim __ 1 __ _ 

(--+0 log t 

with 

(3.7) 

(3.8) 

(3.9) 

being the cell occupancy probability. If all of the Dq's are equal, the distribution 

is called a 'sirIlple' fractal. In a general system, however, they are different and, 

indeed, one can prove that Dql ~ Dq when q' < q. The evaluation of Dl directly 

from equation (3.7) is problematic, though it is easy to show that equations (3.7) 

and (3.8) reduce to 

LPi log Pi 

Dl = lim -' ----
(--+0 log t 

(3.10) 

for q ~ 1, which was used in our analysis. A delicate and intrinsic problem is 

related to the procedure of t ~ 0 in the above definitions. Since we are dealing 

with a distribution consisting of discrete particles, the lirrlit is not well defined. We 

therefore decided to perform a multi-fractal analysis while explicitly keeping the t 

dependence 

We now examine the generalize dimension of our models which are shown in 

Figures 5a to ~5c. These results are plotted so as to show the model dependence 

for t = 1/100, 1/500, and 1/1000, respectively. The difference shows up only for 
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q ~ 0, which preferentially weights the overdense cells and, thus, should represent 

mainly small-scale nonlinear clustering. Although the behavior of Dq as a function 

q is distinguishable, the model-to-model difference is significantly dependent on the 

value of Eo It is also clear from Table 2 that the values of Dq are not sensitive to the 

model compared with the strong f. dependence. It therefore seems to be difficult 

to draw any secure conclusion from this analysis, taking into account the difficulty 

that one cannot take the f. -+ 0 limit properly. (There exists other definitions 

of generalized dimension to avoid f. -+ 0 limit. In this case, we found that the 

partition function is a good measure to quantifying galaxy distributions. But we 

also found that this has a geometrical dependence. In addition, it is necessary 

that there are sufficient galaxy informations to estimate partition function, and 

we conclude that multi-fractal analysis is not superior to the two-point correlation 

function (Ueda 1993)). 

4. CORRELATION FUNCTION ANALYSIS 
OF GALAXIES AND CLUSTERS IN 
SPATIALLY FLAT CDM MODELS 

As is stated in introduction, our main purpose is to determine cosmological 

parameters under the fiat CDM model. Spatial distributions of galaxies and clus

ters depend on the density parameter no, and so the comparison of the cluster 

distributions in N-body simulation of SCDM and LCDM with observation gives us 

a useful information about no. From the result in §3, the correlation analysis is the 

most promising measure to quantify the galaxy spatial distribution. Accordingly 

we quantify spatial distribution of galaxies and clusters with two-point correlation 

function (§4-1). In addition to the spatial distribution, velocity distribution of 

galaxies and clusters bring also an important signal to determine cosmological pa-
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rameters, and we also examine this by using the correlation statistics (§4-2). The 

CDM models which are used here are CS130 and CLIDo. 

4-1. Two-point Correlation Functions of Clusters 

Davis & Peebles (1983) showed that the observational galaxy-galaxy two-point 

correlation function ~gg (r) is expressed approximately as 

rO = 5.4h-1Mpc. (4.1 ) 

It is known that the SCDM model with biasing parameter bp = 1. 7 or the LCDM 

model can reproduce this relation. 

The cluster-cluster two-point correlation function ~cc( r) is also expressed ap

proximately as that of ~gg (r), but the correlation length of ~cc( r) from the analysis 

of the Abell clusters (Bahcall & Soneira 1983) is larger than that of ~gg(r) . One 

of the well-known problems in the SCDM model (White et al. 1987) is that it 

cannot reproduce this high amplitude of the cluster-cluster correlation function 

~cc(r). Bahcall (1988) and more recently Bahcall and West (1992) found that the 

correlation lengths are approximately proportional to the sample's mean separa

tion di, where the index i refers to the system being considered, and proposed a 

universal correlation function in the form: 

~i(r) = (~)-1.8 , 
ri,O 

ri,O = (0.4 rv 0.5)di. ( 4.2) 

If we take into account that the amplitudes of the cluster-cluster correlation func

tions depend on the definition of the clusters itself in the observed samples, the 

available data from the Abell, APM, and Durham-Edinbough catalogs can be in 

reasonable agreement (Bahcall & Soneira 1983; Dalton et al. 1992; Nichol et al. 

1992; N.A.Bahcall, in private communication). 
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We here estimate the cluster-cluster two-point correlation function in the SCDMI 

and LCDM models, and examine which of SCDM and LCDM can reproduce the 

observational results expected in equation (4.2). Figures 6a and 6b show the two

poin t correlation functions in real space ~ (T) of galaxies (curves) and of clusters 

(symbols), while those in redshift space ~(s) are plotted in Figures 6c and 6d. In 

these figures, we employed all the clusters of M > 7.4 X 1013 M0 (SCDM) and 

M > 2.7 x 10 13M0 (LCDM), just for an illustrative purpose. In order to elu

cidate the dependence of the 'definition' of clusters, we calculated the correlation 

functions of clusters with different mass ranges . Then we found that the amplitude 

of ~ee( T) does increase as the mass of the cluster increases. Due to the limitation in 

the simulation box size L b, the number of clusters is small especially for large clus

ters and thus the error bars are relatively large. Nevertheless ~ee(T) is consistent 

with a power-law form around ~ee(T) rv 1. To be more precise, we made a X2-fit 

of the results to a power-law form in 0.3 ~ ~ ~ 3 and listed the correlation lengths 

of galaxies and clusters (Tg ,O, Te ,O in real space and Sg,O, se,O in redshift space t), 
and the power-.Iaw index, in Table 3. In this table, we choose three types of the 

criterion for masses of clusters. In order to show the relation between the correla

tion length and the mean separation length more clearly, we made a X2-fit for our 

results which are shown in Figure 7. A straight line in this figure shows that 

and 

Te,O == (0.28 ± 0.02) d + (1.5 ± 0.2) 

se,O == (0.28 ± 0.02) d + (2.1 ± 0.2) 

(X2 = 0.09), 

(X2 = 0.02), 

Te,O == (0.45 ± 0.01) d + (2.2 ± 0.2) (X2 = 0.01), 

se ,O == (0.36 ± 0.03) d + (4.2 ± 0.4) (X2 = 0.1). 

(SCDM) (4 .3) 

(LCDM) ( 4.4) 

t Kaiser (1987) and Suginohara & Suto (1991) explained the larger correlation lengths in 
redshift space in linear theory. 

20 



When we fitted to a power-law model instead, we obtained 

Te,iQ = (1.1 ± 0.05) dO. 59±0.02 (X
2 = 0.03), 

(SCDM) 
8 e,iQ = (1.5 ± 0.03) ~.52±0.01 (X2 = 0.001), 

(4.5) 

and 

Te,O = (1.2 ± 0.06) d1.2±0.06 (X2 = 0.01), 
(LCDM) 

8 e,0 = (1.4 ± 0.4) dO. 7±0.1 (X2 = 0.8). 
( 4.6) 

Note that the duster-cluster correlation becomes significantly larger in both models 

than in all simulation particles case, and the fits made to the clusters in equations 

(4.3) and (4.4) seem to be extended naturally to the correlations of the galaxies. 

Although the errors are relatively large, the observed correlation amplitude is re

produced in LCDM, but not in SCDM. This is due to the fact that LCDM has 

more fluctuation powers on large scales than SCDM. We then conclude that the 

no < 1 model (with/without nonzero Ao) is better than the no = 1 model. 

4-2. Velocity Correlation Functions of Galaxies and Clusters 

Velocity fields of galaxies and clusters also give us important informations 

about the density parameter no. Peculiar velocity fields in galaxies and clusters 

can be statistically described by the velocity correlation tensor (Gorski et al. 1989; 

Groth, Juszkiewicz, & Ostriker 1989): 

(4.7) 

where a and f3 denote spatial components of peculiar velocity v(r) of galaxies or 

clusters located at a position r. If the peculiar velocity field is homogeneous and 

isotropic, the velocity correlation tensor can be expressed as (e.g., Monin & Yaglom 

1975) 

( 4.8) 

where 8a (3 is the Kronecker delta and the hat denotes unit vector. Thus the tensor is 

characterized by the parallel and perpendicular components, TI(T) and ~(T). Groth 
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et al.(1989) examined II(r) and E(r) of galaxies in spiral and elliptical samples 

separately in the CMB frame which are plotted as symbols in Figures 8a to 8d. 

Velocity correlation tensors of galaxies and clusters derived in our simulations are 

shown in solid and dashed curves, respectively. We obtain the peculiar velocity 

of a cluster frorn simulations simply by computing its center-of-mass velocity from 

all particles grouped and assigned to the cluster by the ALM. We selected the 

clusters whose lmasses are greater than 1.2 x 1013 M0 for SCDM and 4.2 x 1012 M0 

for LCDM. Their velocity correlation functions are basically the same as those 

of galaxies. This is due to the fact that the velocity dispersions of clusters are 

somewhat smaller than those of galaxies in our simulations. 

As shown in Figure 8, both the SCDM and LCDM models exhibit considerably 

smaller amplitudes of the galactic velocity correlations than the observational esti

mates by Groth et al. (1989). The behavior of the SCDM model in linear regime is 

in good agreement with their result. Taken at face value, this poses a serious prob

lem to both the SCDM and LCDM models. Since the number of sample galaxies 

(385 ellipticals and 201 spirals) is not large enough in a statistical sense, and the 

systematic bias (if any) in the distance indicator appreciably affects the estimate 

of the peculiar velocity, it might be premature to take the discrepancy so seriously 

at this point. The further observational study in this direction, of course, is of 

great importance. 
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5. DYl\rAMICAL PROPERTIES OF HALOS AND 
CLUSTE~RS IN SPATIALLY FLAT CDM UNIVERSE 

In addition to the spatial distribution of galaxies and clusters, their dynami

cal properties also give us useful constraints about cosmological models. We here 

espatially pay attention to a velocity function (§5-1) and angular momenta (§5-2) 

in spatially flat CDM models. In addition to the present properties of galacies and 

clusters, we are also interested in the statistical distribution of proto-galactic ob

jects (§5-3), because it would playa central role in developing the Hubble sequence 

of galaxies in the course of the subsequent dissipative evolution as well as the star 

formation rate. The CDM simulations which are used in this section are GS30, 

GL40 , CS200 and CL300, and the detail analysis in them is shown as follows. 

5.1 Velocity Functions of Halos and Clusters 

A velocity function (VF) is defined as the number density of objects as a 

function of their circular velocity Vc, in which it is important how to determine 

circular velocities of halos and clusters. Since the observed velocity function is 

estimated using either the HI line width or the stellar velocity dispersions, we 

computed VF by means of three different estimators: VT, Vmax , Vu. The first 

estimator VT uses the total mass and the maximum radius for each object. Since 

Vc varies with the radius r from the center of the object unless the density profile 

is in proportion to r- 2 , we defined our second estimator Vmax as the maximum 

value of Vc(r) flOr each object. Finally we defined the third estimator Vu using the 

one-dimensional velocity dispersion a of the object as in Shimasaku (1993): 

(5.1 ) 

The resulting VF for halos and clusters from our simulations is plotted in 

Figure 9. A line represents the theoretical prediction of VF by means of the 
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Press-Schechter formalism whose detail expression is shown in Appendix A. In 

addition, the observational results by Shimasaku (1993) also exhibit. Note that 

our selection criterion Nmem 2:: 10 leads to a systematic underestimate of the 

actual VF on small velocity regimes, Vc ~ 100km/s for halos and Vc ~ 500km/s 

for clusters. Apart from those regimes, the agreement of n(VT) and n(Vmax ) is 

quite good implying that the p oc r- 2 profile approximates the objects selected in 

our simulations. In order to show the identification dependence clearly, we also 

examine n(VT) for different r s , and confirm that our results do not be affected by 

the grouping method which we adopted here. It is found that our simulation in the 

SCDM models with b = 1.7 reproduces well VF on galaxy scales predicted in the PS 

theory, while the PS theory slightly underestimates VF from simulations on cluster 

scales (Vc ~ 1000km/sec). On the other hand, the LCDM simulations produce 

VF with systenlatically lower amplitude compared with the PS theory while their 

slopes are quite similar. The same tendency with respect to the mass function was 

reported in Watanabe et al. (1993). Since equation (A.7) was originally derived in 

the Einstein-de Sitter (no = 1 and Ao = 0) universe, it would be reasonable that 

the SCDM models exhibit better agreement. Further critical comparison between 

simulations and the PS prediction, however, would not be meaningful, because it 

was shown that the overall factor in the PS function depends on the shape of the 

window function in defining the mass fluctuations. As a matter of fact, it is difficult 

to specify the window function in our ALM for particle grouping. Furthermore 

the departure from the spherically symmetric top-hat collapse assumed in the PS 

theory may be required in the LCDM models where the large-scale power is stronger 

than in the SCDM models. Therefore it is likely that VF computed using N-body 

simulations is rnore appropriate in confronting models with observations. 

With the above remarks, we conclude that the observed VF for galaxies cannot 

be reconciled with the LCDM model prediction, and the discrepancy between the 

simulation and observation for galactic VF amounts to more than a factor of 10 

around Vc rv 100km/sec. Because this cannot be reconciled by changing the biasing 
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parameter b (Shimasaku 1993), it should be regarded as a serious difficulty for the 

LCDM model which has been one of the most successful scenarios so far (Ostriker 

& Suto 1990; Efstathiou et al. 1990; Suginohara & Suto 1992; Watanabe et al. 

1993). The SCDM model, on the other hand, reproduces the amplitude and shape 

of the observed VF with the high bias bp f"V 2; our result for b = 1.7 produces 

a slightly larger amplitude on cluster scales than observed, but with b = 2.0 the 

agreement would be improved (c.f., Shimasaku 1993). The high bias required for 

the SCDM model, however, is inconsistent with the COBE normalization (Smoot 

et al. 1992). In this respect, these constraints from VF as well as the spatial 

analysis in §4, all CDM models with the primordial Harrison-Zel'dovich spectrum 

would be in serious difficulty. 

5.2 Spatial Distribution of Angular Momenta of Halos and Clusters 

The statistic and spatial distribution of the angular momentum are closely 

related to its specific physical origin. So it is also important to examine the sta

tistical distribution and the spatial correlation of angular momenta of halo and 

cluster. The dimensionless angular momentum A t introduced by Peebles (1971) 

is a famous expression used to estimate the angular momentum of galaxies. The 

definition of the dimensionless angular momentum is 

(5.2) 

where J, E, and M are the angular momentum, the total energy, and the total 

mass of the objects, and G is the gravitational constant. From the observational 

point of view, there exists few galaxies whose dimensionless angular momentum is 

more than 0.1 (Davis et.al.(1983), Gunn (1987)). This is one of important results 

t According to the standard notation, we use AD to indicate the dimensionless cosmological 
constant at the present epoch. This should not be confused with the dimensionless angular 
momentum ;~ which does not have the subscript O. 
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to constrain cosmological models. In addition, there are several observational at

tempts to search for a possible signature of the spatial correlation of the angular 

momentum of galaxies, although it is quite difficult to perform a similar obser

vational task for clusters of galaxies. For instance, Hawley and Peebles (1975) 

selected 5,559 galaxies in the areas which lie in Ursa Major, Coma, and Virgo 

cluster direction, and measured the direction of rotation axis. They did not find 

any apparent evidence of an anisotropy of the orientation of galaxies. Recently 

lye & Sugai (1991) compiled a catalog of the spatial distribution of the angular 

momentum of 8,287 spiral galaxies from the ESO/Uppsala survey of the ESO (B) 

Atlas. They did not find any anisotropic distribution of the angular momentum 

orientation, either. Similar null result was also reported by Kashikawa & Oka

mura (1992). Therefore there seems no apparent anisotropy of the orientation of 

galaxies, and this is a second constraint of the cosmologycal models. 

Now we estimate the dimensionless angular momentum A in halos and clusters 

in our simulations with the same catalog of halos and clusters in the VF analysis, 

whose distribution function is shown in Figure 10. The histogram is plotted in a 

logarithmically equal bin ~(log A) = 0.125. The value of A ranges rather broadly 

(0.01 ~ A ~ 0.1), but there is a sharp cutoff around A rv 0.2. Since the distribution 

functions for all models look quite similar, the A-distribution is quite insensitive 

to the underlying cosmology. Note that the different selection parameter Ts hardly 

changes the resulting distribution function. Mean values of A ( Table 4) are rv 0.05 

in all models. The mean value (A) decreases very weakly as the total mass increases; 

histograms in dashed lines correspond to objects the number of whose member 

particles N mem is ~ 30 rather than ~ 10. Anyway the SCDM and LCDM models 

do not contradict with the obserbational result. 

Another interesting point to be checked is whether or not there is a significant 

correlation between A and the local density, which have an important implication 

on the origin of the Hubble sequence. Figure 11 plots the cumulative probability 

function P(> A). Three different curves correspond to the different local density; 
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specifically galaxies are divided to three groups according to the radius Rs centered 

at each galaxy and enclosing nearest other five galaxies. Although the effect is 

not too large, there is a clear tendency that halos with relatively large ,\ reside 

preferentially at low-density regions (i.e., large Rs). If the halos with large (small) 

,\ are interpreted as spirals (ellipticals), this is consistent with the observational 

morphology-density relation (Postman & Geller 1984). 

We next examined the spatial orientation of galaxies in SCDM and LCDM, 

and found that both models have no anisotropy. Therefore the CDM model does 

not contradict with the observational result. Moreover correlations between an

gular momenta of nearby galaxies were examined, and at present, it seems that 

observational studies have not yet reach any statistically significant conclusion on 

the spatial correlation of the angular momentum of galaxies. This is also consis

tent with our CDM model predictions; we were not able to detect any significant 

spatial correlation of angular momentum for our objects. Furthermore, we studied 

a possible distortion of the distribution of the angular momentum vectors for the 

nearest pair of objects. The angle () in Figure 12 is defined by the angular momen

tum vectors of one object and its nearest neighbor (denoted by spin - spin), or by 

the relative position vector of the pair and the angular momentum vector of one 

of the pair (denoted by spin - position). As is clear in Figure 11, our results do 

not show any noticeable spatial correlation. We have also computed the angular 

momentum correlation tensor as a function of the pair-separation and found no 

feature in the tensor, either. Therefore no spatial correlation would be observed, 

provided that the angular momentum of the real galaxies is generated as in the 

present CDM rnodels . 

5.3 Evolution of Halos and Clusters 

Before ending this section, we finally examine the evolution of halos and clus

ters. With the progress of recent photometric and spectroscopic observations, it 

would be possible to have statistically reliable samples of high redshift galaxies 
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and clusters in near future. Then it is of great value to prove the early cosmo

logical evolution by means of analysing VF and angular momentum. In order to 

compute n(VT) at high z, we have applied our ALM independently to the data 

at each redshift and the results of evolution of VF are illustrated in Figure 13 

together with the PS predictions. At high redshifts, the results of our simulations 

significantly deviate from the PS prediction which for the LCDM models, system

atically overestimates VF of our simulations as in the case of z = O. The more 

remarkable feature, however, is that the simulated VF hardly evolves even on clus

ter scales in the SCDM models, in marked contrast to the PS theory, and we think 

that further detailed study is needed to confirm this behavior. It is interesting 

to note, however, that Gunn (1990) reported an observational indication that the 

number density of rich clusters as large as Come at z rv 0.8 is nearly equal to that 

in the present universe, i.e., the evolution of the cluster number density is very 

small. This indication, although not statistically reliable, disagrees with the PS 

prediction in SCDM models, but is quite consistent with our simulation results. 

The PS predictions suffer from two uncertainties after all, and direct analyses of 

numerical simulations are more relevant, or at least complementary, in comparing 

with observations. 

Evolution of angular momentum of proto-galaxy was first to compute by Pee

bles (1969) on the basis of perturbation theory. He found that J in a spherical 

Eulerian volume grows only to second order, i.e., J(t) ex: a(t)2Dl(t)Dl(t), where 

Dl (t) is the linear growth rate of density fluctuations. Later Doroshkevich (1970) 

pointed out that J(t) computed in general configurations grow to first order, i.e., 

J(t) ex: a(t)2Dl(t). In the Einstein - de Sitter universe, the above growth rates 

reduce to J(t) c( a(t)3/2 ex: t (first order) and J(t) ex: a(t)S/2 ex: tS/3 (second order). 

This behavior was confirmed by means of N-body simulations by White (1984) and 

Barnes & Efstathiou (1987). In Figure 14, we have plotted our result for 20 most 

massive objects in each model. It indicates that the first- order growth rate (dot

dashed lines) is consistent with J(t) of each object at early epoch except for some 
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fluctuations which would be ascribed to merging with nearby clumps. In fact, the 

averaged angular momentum J over all halos and/or clusters (solid circles) shows 

better agreement with the first order growth. As is mentioned in previous works 

(e.g., Barnes & Efstathiou 1987), the angular momentum is mostly acquired in the 

linear stage, and the subsequent nonlinear evolution possibly including the mergers 

of clumps decreases the angular momentum. This is why the evolution of J for 

galactic objects deviates earlier and more significantly from the linear theory pre

diction than for clusters. Finally we plotted the evolution of distribution functions 

for A at different redshifts in Figure 15. The shape of the distribution function 

seems almost the same, but the median value of the A shifts towards larger values 

as Z Increases. 

6. SUMMARY AND DISCUSSION 

The principal aim of the present paper is to obtain some predictions about 

the value of density parameter by means of analysing the spatial and dynamical 

properties of galaxies and clusters properly identified in cosmological N-body simu

lations. For identifying groups of particles in simulation data we applied the ALM 

algorithm. For definiteness, we considered two spatially flat CDM models with 

no = 1.0, AO = 0.0 bp = 1.7 (SCDM) and no = 0.2, AO = 0.0 bp = 1.0 (LCDM). 

Main conclusions are as in the following; 

We have attempted to find an alternative measure to characterize the pattern of 

galaxy clustering other than the two-point correlation function. Various statistical 

measures based on either counts-in-cells or the multifractal approach are success

ful to some extent, but none seems to be particularly superior to the two-point 

correlation function in discriminating the underlying structure. The average di

mensionality obscures the various different structures. While the relation between 
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foee and fper reflects the complementary feature of the pattern to that revealed by 

the two-point correlation function, it is significantly affected by the sampling con

dition of the data. All of the models from the simulations exhibit a multi-fractal 

nature, though the dependence on the cell size t is stronger than that on the intrin

sic pattern in each model. This would be inevitable in some sense, since due to the 

discrete nature of the galaxy distribution, multi-fractal measures are defined only 

in a somewhat ambiguous manner. It should be remarked that the two-point cor

relation fucntion is only the second moment of the distribution averaged over the 

direction, and ,thus, might not necessarily contain all of the statistical properties of 

the distribution. Although this is quite true, the observed distribution of galaxies 

are well described in the framework of the hierachical clustering models by means of 

the two-point correlation function (e.g., Balian and Schaeffer 1988,1989; Fry 1984; 

Vogeley et al. 1991;Gaztafiaga and Yokoyama 1992); the two-point correlation 

function is basically the single quantity to represent the statistical distribution. 

The shape of two-point spatial correlation functions of clusters is similar to 

those of galaxies within the statistical uncertainties in both models, but their cor

relation lengthes are sensitive both to the specific value of no and to the sizes of the 

clusters (or their number density). As in earlier studies (e.g., White et al. 1987), 

the SCDM model has not been able to explain the correlation length as large as 

observed (c.f., Bahcall 1988). Clusters in the LCDM model, on the other hand, 

exhibit stronger correlations, and reproduce remarkably well the observed empir

ical relation between the correlation length and the mean separation of clusters. 

Velocity correlation functions of galaxies in either SCDM or LCDM models behave 

quite differently from those estimated observationally by Groth et al. (1989). This 

requires further careful examinations both theoretically and observationally. The 

shape of VF for halos and clusters in our simulations is in good agreement with that 

predicted in the PS theory, while the overall amplitude is consistent within a factor 

of two. The best agreement is obtained on galactic scales 100 km/sec ~ Vc ~ 600 

km/sec in SCD~v1 model, while the LCDM models generally lead to systematically 
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smaller n(Vc ) compared with the PS prediction. These results support the earlier 

conclusion by Shimasaku (1993) that the observed VF is not consistent with CDM 

model predictions except SCDM with b rv 2 which, however, is in conflict with the 

COBE result (Slnoot et al. 1992). While more statistically reliable determination 

of VF of galaxies and clusters is necessary, this seems to rule out almost all CDM 

models with the Harrison- Zel'dovich primordial spectrum. The distribution of the 

dimensionless angular momentum A is very broad, 0.01 ~ A ~ 0.1, as was known 

previously. We found for the first time that the functional form of the distribution 

looks very universal and are quite insensitive both to the cosmological parameters 

and to the fluctuation spectrum shape. The spatial distribution of angular mo

menta of halos and clusters does not show noticeable correlation of the orientation 

either in SCDM or in LCDM model. Galaxies with relatively small A preferentially 

cluster around dense regions, which would be closely related to, and likely to be 

consistent with, the observed morphology-density relation of galaxies (Postman 

& Geller 1984). The evolution of the angular momentum in early epochs is con

sistent with the perturbation theory proposed by Doroshkevich (1970). We have 

confirmed that it grows to first order also in LCDM models. 

It should be noted that VF for clusters of galaxies is closely related to their 

X-ray temperature function. In fact , Suginohara (1993) found that observed tem

perature function prefers a high bias SCDM b rv 2 using his smoothed particle 

hydrodynamic si:mulations, which is consistent with our finding with respect to VF 

of galaxies and clusters. Apparently this would pose one serious problem to the 

LCDM model which has been one of the most successful scenarios so far (Ostriker 

& Suto 1990; Efstathiou et al. 1991; Suginohara & Suto 1992; Watanabe et al. 

1993). It is an important problem to examine how J and A are redistributed in 

disks in the course of the dissipative and hydrodynamic evolution of galaxies. Ap

parently this is beyond the scope of the present paper and SPH (smoothed particle 

mesh) simulations will gives us some informations about this question. 
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APPENDIX A 

We here exibit the derivation of a theoretical expression for the VF on the basis 

of the PS mass function (Press & Schechter 1974; White & Frenk 1991): 

() (
2)1/2 Po 8c d~(M,z) [ 8~ ] 

nM, z dM= ·- -; M~2(M,z) dM exp -2~2(M,z) dM. (A.l) 

In the above, the mass function n(M, z) indicates a comoving number density of 

objects of mass in the range of M and M + dM at a redshift z, Po is the present 

mass density in the universe, 8c is the linear density contrast of objects at the 

(top-hat) collapse epoch (Peebles 1980; Lilje 1992), and i3.(M, z) is the density 

fluctuation smoothed over a mass scale of M at the redshift z. Using linear theory, 

the last quantity is computed by 

00 

~2(M,z) = ~f;;) J Po(k)W2(krO) k2dk, (A.2) 

o 

where Dl(Z) is t.he linear growth rate (e.g., Peebles 1980), Po(k) is the power

spectrum of density fluctuations at the present epoch (z = 0), and W (kro) is the 

window function for the comoving length ro corresponding to the mass scale M: 

W(kro) = -:-r(sin kro - kro cos kro) 
k ro 

ro == ( 3M ) 1/3 

47rpo 
(A.3) 

The above top-hat window function is most appropriate in the PS theory, but the 

overall normalization factor varies depending on the specific choice (see, Bond et 

al. 1991). 

Let us rewrite the mass function (A.l) in terms of the the circular velocity 

Vc(M) of objects of mass M and radius R: 

Vc 0= JG::. (A.4) 

If we assume that the radius R of objects is given as the half of the turnaround 

radius rta (M, z) of the dissipationless spherical collapse, one may relate R with the 
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corresponding comoving radius ro = ro(M). In the Einstein - de Sitter universe, 

for instance, the density Pvir(Z) of clumps which virialize at a redshift z is given by 

187r2 times the background density at that epoch p( z) independently of the mass 

M (e.g., Peebles 1980, §19). Following Shimasaku (1993), we define the collapsing 

factor 8max : 

_ ro(M) 
8max (z) = (M)' rta ,z 

Then equation (A.4) for objects virialized at z with mass M is rewritten as 

GM 1/2 1/6 
(M ) = Hono 8max (z)ro(M). 

0.5rta , z 

Then equation (A.l) reduces to 

(A.5) 

(A.6) 

(A.7) 

This is the VF predicted in the PS theory. In arbitrary no and AO, the collapse 

factor 8max (z) for objects at a redshift z has to be numerically integrated on 

the basis of the spherical nonlinear model (see Figure 3 of Shimasaku 1993). In 

practice, however, the following approximate formula (White, Efstathiou, & Frenk 

1993) proved to show good agreement with his numerical results for no < 1 models 

which we consider here: 

8 (z) = Pvir(Z) 97r
2 

(1 + z)3 
max 8p(z = 0) rv 4 n(z)0.6 (A.8) 

n(z) = no 
- no - (no + AO - 1)(1 + z)-l + Ao(1 + z)-3 

(A.9) 

Therefore we used the above formula in computing the VF (A.6) with the CDM 

power-spectrum given by Davis et al. (1985) as the present spectrum Po(k) whose 
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normalization is fixed by (8MIM)(8h- 1Mpc) = lib. We set 8c = 3(127r)2/3/20 rv 

1.69 throughout (Lilje 1992). 
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Table 1. Simulation Parameters 

model no Ao h bp Lb mp Nobj 

n=l 1.0 0.0 1.0 1.0 262,144 

n=O 1.0 0.0 1.0 1.0 262,144 

n =-1 1.0 0.0 1.0 1.0 262,144 

n =-2 1.0 0.0 1.0 1.0 262,144 

GS30 1.0 0.0 0.5 1.7 30h-IMpc 7.1 x 109 M 0 6,291 

GL40 0.2 0.8 0.75 1.0 40h- IMpc 2.3 x 109 M 0 3,913 

GL IOO 0.2 0.8 1.0 1.0 100h- I Mpc 2.1 X 1011 M 0 262,144 

CS130 1.0 0.0 0.5 1.7 130h- I Mpc 5.8 X 1011 M 0 8976 

CS200 1.0 0.0 0.5 1.7 200h- I Mpc 2.1 X 1011 M 0 16,229 

CLIoo 0.2 0.8 1.0 1.0 100h- I Mpc 2.1 X 1011 M 0 1404 

CL300 0.2 0.8 0.75 1.0 300h- I Mpc 9.5 X 1011 M 0 13,278 
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Table :2. Summary of measures quantifying galaxy clustering 

model n=l n=O n =-1 n =-2 GL100 

., a -2.8 -2.7 -2.1 -1.9 -1.9 

ro/ L b 0.018 0.047 0.036 0.10 0.057 

I{ e 4.5 8.8 3.1 2.8 2.3 

j3 e 0.9 1.0 1.1 1.2 1.2 

F d 0.097 0.076 0.067 0.056 0.054 

D e 
0 2.4(1.8) 2.3(1.8) 2.5(1.8) 2.5(1.8) 2.5(1.8) 

D e 
1 2.2(1.8) 2.0(1.7) 2.3(1.8) 2.3(1.8) 2.3(1.8) 

D e 
2 2.1(1.7) 1.8(1.6) 2.0(1.8) 1.9(1.8) 2.0(1.8) 

DlO e 1.8(1.5) 1.4(1.4) 1.6( 1.6) 1.3(1.5) 1.5(1.5) 

a spectral indices iQf two-point correlation functions fitted to a single power-law ex r' at 

~(r) = 1. 

b correlation lengths where ~(ro) = 1. 

e fitted in the range of n exp ::; 1.0. 

d filling factor. 

e fractal dimensions for t = 1/100. The numbers in parentheses correspond to those for 

t = 1/1000. 
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Table 3 .. Slopes and correlation lengths of correlation functions 

model systern Mass (Mev) , ro(h-1Mpc) 

CS130 galaxy 5.8 x 1011 -2.0±0.1 2.6±0.1 

1.70" peak 5.8 x 1011 -1.9±0.03 4.4±0.2 

large cluster > 7.4 x 1013 -2.3±0.2 4.7±1.3 

internnediate cluster > 2.9 x 1013 -2.0±0.03 3.9±0.2 

small cluster > 1.2 x 1013 -1.8±0.1 3.2±0.2 

CL100 galaxy 2.1 x 1011 -1.8±0.1 5.1±0.5 

large cluster > 2.7 x 1013 -2.1±0.1 11.6±2.6 

internlediate cluster > 1.1 x 1013 -1.5±0.1 8.6±2.2 

small cluster > 4.2 x 1012 -1.5±0.1 6.6±1.0 

Table 4. Mean values of the dimensionless angular momentum of halos of galaxies 

1/128 ~ 101 0.06 ± 0.03 

1/128 ~ 3D 0.04 ± 0.02 

1/64 ~ 10 0.05 ± 0.03 

0.05 ± 0.03 

0.04 ± 0.02 

0.05 ± 0.03 
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0.05 ± 0.02 

0.04 ± 0.02 

0.05 ± 0.02 

0.05 ± 0.03 

0.04 ± 0.02 

0.06 ± 0.03 



Figure Captions 

Figure 1: Particle projection on the x-y plane within the interval -0.05 ::; z / L ::; 0.05. a) 

n = 1 power law (A), b) n = 0 power law (B), c) n = -1 power law (C), d) n = -2 

power law (D), e) GL lOO (E). 

Figure 2: Two-point correlation functions for models A rv E. 

Figure 3: (n exp , nocc - 1) relation for models A rv E. 

Figure 4: focc - j~er relation for models A rv E. 

Figure 5: Generalized dimension Dq for models A rv E. a) ( = 1/100, b) ( = 1/500, c) 

( = 1/1000. 

Figure 6: Two-point spatial correlation functions of galaxies and clusters of galaxies. a) 

CS130 in real space; b) CL lOO (E) in real space; c) CS130 in redshift space; d) CL lOO in 

redshift space. 

Figure 7: Correlation lengths of clusters of galaxies plotted against the mean separations 

of clusters in the samples. The dotted lines are fits to the simulation results (filled 

squares for CLIOO and filled circles for CS130. Open symbols represent the correlation 

lengths of the simulation particles. 

Figure 8: Peculiar velocity correlation functions of galaxies and clusters of galaxies. Also 

plotted are the observational estimates for elliptical and spiral galaxies (Groth et al. 

1989) in the CMB frame. a) Parallel component II( r) in CS130; b) Perpendicular 

component ~(r) in CS130; c) Parallel component II(r) in CLlOo; d) Perpendicular 

component ~(r) in CLIOO. 

Figure 9: Velocity function for halos and clusters. Open circles, open squares, and crosses 

indicate the results for the three estimators for the circular velocity Vc , i.e., VT, Vo

and Vmax , respectively. The prediction in the Press-Schechter theory is plotted in solid 

curves. The observational data (filled triangles) are taken from Shimasaku (1993). 

Both galactic and cluster scale simulation results are plotted in the same panel, (a) 

SCM (GS 30 and CS200 models); (b) LCDM (GL40 and CL300 models). 

Figure 10: Histograms for the dimensionless angular momentum A. Solid and dashes lines 
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indicate distribution for Nmem ~ 10 and ~ 30, respectively with rs = Lb/128, while 

dot- dashed lines, N mem ~ 10 with rs = Lb/64. (a) GS30 , (b) GL40 , (c) CS200 , and 

(d) CL300 models. 

Figure 11: Cumulative probability distribution function ,X of halos. The objects are iden

tified with rs = L b/64 and f3 = 0.25. They are divided to the three different groups 

according to the radius R5 defined in the text; solid curves for 0 < R5 < 0.6h-1 Mpc, 

dashed curves for 0.6h-1 Mpc < R5 < Ih- 1 Mpc, and dot-dashed curved for Rs > 
Ih-1Mpc. 

Figure 12: Spatial distribution of the angular momentum. The number of nearest neighbor 

objects are plotted against cos (J, where (J is the angle between the angular momentum 

vectors of the nearest pairs (solid lines) or between the relative position vector and the 

angular momentum vector (dashed lines). 

Figure 13: Evolution of velocity functions n(VT). Open symbols denote the simulation 

results while solid curves, the Press-Schechter predictions. (a) GS30 , (b) GL40 , (c) 

CS200 , and (d) CL300 models. 

Figure 14: Evolution of J. The time evolution of J for 20 most massive objects identified at 

z = 0 in each simulation is plotted in solid lines. The filled circles indicate the average 

over all identi:fied objects. Growth rate based on perturbation theory is plotted in dash 

- dotted lines (the amplitude is arbitrary). 

Figure 15: Evolution of distribution of 'x. The objects are identified with rs = Lb/64 and 

f3 = 0.25 at each epoch. 
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Figure 6 
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