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We describe an efficient implementation of a polarizable mixed Hamiltonian model of electronic
structure that combines Hartree—Fock, Kohn—Sham, or multiconfiguration quantum-chemical wave
functions with a polarizable and flexible molecular mechanics potential of water, and that is
applicable to micro-solvated electronic excited states. We adopt a direct algorithm for the
calculation of the polarization response of the solvent subsystem. The strategy facilitates the
calculation of the energy of the system and of the forces with respect to the solute coordinates and
the solvent coordinates, including for excited states. This capability opens the way to the
determination of optimized, transition structures, force constants, and intrinsic reaction pathways for
the solute—solvent system, and to molecular dynamics calculations to account for finite temperature
effects. As an illustration we characterize the structure and energy of micro-solvated formaldehyde
H,CO in its ground state and in if{7* «<n) excited state. A novel perpendicular structure is
found to be the lowest energy conformation of theC@'(7*<«—n):H,O complex. The
all-quantum-chemical results and the mixed Hamiltonian results, with or without solvent
polarizability, are in semiquantitative agreement. We comment on the choice of Lennard-Jones
parameters associated with a solute excited state. Lennard-Jones parameters that yield good ground
state structures and energies with the mixed Hamiltonian model, are found to be too soft for the
micro-solvated excited state,BO in the adiabati¢equilibrium micro-solvatiopregime. © 2002
American Institute of Physics[DOI: 10.1063/1.1483858

I. INTRODUCTION tinuum models and as a comprehensive source of informa-
tion. A large body of calculated chemical data is already
available from the use of these approaches. The continuum
Much effort is directed towards extending the array of models have been found successful and practical for many
electronic structure methods from the gas phase to the CORypes of molecular systems. Generally the cavity is con-
densed phase.* Modeling of solvation can be broadly cat- strycted from interlocked spheres of given radior as a
egorized along two types of models, the continuum mddels so|yte iso-density surfad8: 21t is fair to say that the results
and the discrete model$, with both types continuing to  are sensitive to the choice of the atomic radii or of the iso-
present challenges. density contour values, in particular for ionic solutes. This
Early computational implementations of solvation ef-jsgye remains an area of active reseséhin particular to
fects used the dielectric continuum representation of the Soly o account for the detailed interaction and structure of the
vent, starting with Onsager’s spherical cavity model in thejmportant(first) hydration shells around the solute in cases of
context of semiempirical andb initio wave functions:®  srong solute—solvent interaction. To date, most continuum
Most recent continuum models involve a description of they,qdels have been used to describe equilibrium solvation,
solute residing inside a molecule-shaped cavity embedded igythough methods to deal with nonequilibrium solvation and
a dielectric continuunt:"™ The electron density and nuclei the fast electronic response of the solvent have progressively
of the solute polarize the continuum and induce partialygep developéd*5—8and practical formulations are avail-
charges on the cavity boundary. See Refs. 1 and 2 and refegpje - Although continuum models have also been applied
ences therein as excellent reviews of various modern conit, satisfactory results to describe the solvation effects in
transition state structures involving bond breaking and bond
aElectronic mail: michel.dupuis@pnl.gov formation in several casés?~?the selection of atomic radii

A. Continuum and molecular solvation models
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for transition states is likely to remain an even more acuténconsistencies the LJ parameters of the “pseudo” solute are
issue than for equilibrium structurés. sometimes adjustetl. To the best of our knowledge no LJ
Discrete solvation models continue to be developed angarameters have been proposed for excited-state solutes, al-
are used increasingfy?>~*°Among these models the most though it is anticipated that the LJ diameter for excited states
natural model is the all-quantum-mechani¢@M) model of  should be larger than for ground states, owing to the more
micro-solvation where water molecules are explicitly in- diffuse nature of excited states.
cluded in the quantum chemical description of the system. In recent years classical force fields have been enhanced
Such a model is well adapted to the description of the dewith the capability of describing the electronic polarization
tailed structure of the solute—solvent interface near equilibof the solvent by means of polarizable intermolecular poten-
rium and along reaction pathways. However the approach itials. Models with polarizable potentifs*’ have been
strongly limited by the computational expense of theshown to give an improved description of liquids and of
quantum-chemical level of theory and is restricted to smalolute—solvent interactions. The ability to treat solvent polar-
numbers of water moleculd$.The most powerful incarna- ization is also critical to describe non-adiabatic processes in
tion of this approach is actually found in the application tosolution, such as electronic excitation, electron transfer, and
solvation problenf§*4of the Car—Parrinell@b initio mo- ~ charge transfer processes. For these processes the electronic
lecular dynamics approach based on plane-wave densityesponse of the solvent is much faster than its orientational
functional theor§® (DFT). Alternative approaches, denoted (inertial) response, so that it is important that electronic sol-
QM/MM, involve the representation of the solvent moleculesvent polarization be accounted for. With this in mind a few
by means of classical molecular mechar(ié$1) models for hybrid models have been developed that include solvent
solvent—solvent interactions and of mixed quantum-classicapolarization®®~*° Note that the effective fragment potential
models for solute—solvent interactions. See Refs. 3, 4, antEFP modef? includes an electronic polarization of the sol-
22-39 for early and recent accounts of mixed Hamiltoniarvent molecules as a result of the form of the molecular EFP
methodo|ogies and app"cations_ The So|vent_so|venpf the solvent. RE|atiVE|y few molecular EFP’s exist due to a
MM/MM and solute—solvent QM/MM interactions are tradi- certain complexity of their development. Among the
tionally broken down into electrostatic and van der WaalsQM/MM implementations the polarizable models are much
contributions. The description of the electrostatic interactiondess widely used, presumably owing to the current imple-
varies in sophistication between different models, but in genMentations(cumbersome integral expansions in the direct
eral there are semiquantitatively accurate parameterizatioi§action field implementatioff,and dual MM and QM self-
of these intereactions in the many published MM/MM poten-consistency algorithi=*9.
tials. In QM/MM models the electrostatic representation of
the electron—nuclei interaction with the MM solvent mol- B. An enhanced molecular model for micro-solvated
ecules is either done exactly, or accurately through distrib€Xcited states
uted multipolar expansions. In some cases the solute—solvent e report here on a new, efficient implementation of a
interaction is accounted for by means of a mean potentiaQM/MM-pol model in which the MM potential may include
from the solvent?~** The van der Waals interactions de- a polarization term. The formalism for the energy and gradi-
scribe the repulsion and the attractive dispersion interactiongnt calculations of this hybrid QM/MM-pol model has been
of the solute—solvent fragments as they come in proximitypresented before by others?**°=3Qur contribution is a
The quality of the total QM/MM interactions requires a bal- much simpler, more efficient, and more practical implemen-
anced description between the electrostatic and van deation of the QM/MM-pol model than reported heretofore.
Waals interactions. Molecular mechanics MM potentialsAdditionally we extend the formalism and implementation to
have been developed and used with success for many yeatse calculation of excited states using the multiconfigura-
to predict free energies of solvation and structures of macrotional Hartree—FockMCSCB level of theory for the solute
molecules. and to the calculation of the energy gradients, with respect to
In most QM/MM models the interaction between the both the solute and the solvent. Note that gradient expres-
solute and the solvent molecules uses a dual description gions have been reported for QM/MM and QM/MM-pol
the solute. The electrostatic interaction is described as thmodel$®3%3’ for ground-state solutes. Here we extend the
interaction between the electron density and the nuclei of théormalism to the QM/MM-pol model for excited states and
QM solute with the effective chargdand possibly the in- the forces acting on either the QM or the MM subsystem.
duced dipoles when using polarizable MM potenji@sthe  The ability to calculate the QM and MM forces opens up the
classical MM solvent model. The electron density is deterwhole array of automatic tasks that make use of analytic
mined by means of a quantum chemical method, most oftegradients, such as determination of minimum energy and
the Hartree—Fock or the Kohn—Sham wave function. Thdransition states structures, determination of intrinsic reaction
van der Waals interactions between the solute and the solvenbordinate pathways, as well as finite temperature molecular
molecules are calculated through a classical representation dffnamics approaches for solvated systems.
the solute with a Lennard-Jon@s)) potential function simi- One additional characteristic feature of the model used
lar to the one used for solvent—solvent interaction. This duain the present work lies in the treatment of the vibrational
representation of the solute, quantum for electrostatics anahotion of the solvent MM molecules. In most cases reported
classical for the van der Waals interactions, is a possibléo date, QM/MM calculations assume rigid solvent mol-
source of inconsistencies of course. To make up for thesecules: The rigidity constraint is not an issue in Monte Carlo
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treatments of the solvent. In molecular-dynamics simulathe solvent molecules by means of a repulsive LJ potential.
tions, specifically designed algorithms must be used to mainfhe global model is, therefore, labeled QM/MM-pol-vib/
tain the rigid solvent structure. In contrast, in the presentCAV. In the present implementation the outside of the spheri-
work we follow the approach of Lie and Cleméfitand cal cavity is vacuum. In future reports we will describe a
superimpose an intramolecular vibrational potential to thesimple extension of the present model in which a dielectric
MM intermolecular potential. Thus the solvent moleculescontinuum lies outside the cavity.

have the ability to distort. We denote this model QM/MM-

pol-vib to reflect that the MM subsystem is represented by &. A case study: Solvation of excited formaldehyde
polarizable potential and the solvent water molecules are ndt,CO [*(7*«n)]

constrained to be rigid. From a model point of view this  Aq an jilustration of the present development, we initi-
approach permits one to include the effects of solvent vibraz;oq 5 QM/MM-pol-vib/CAV study of the relaxation dynam-
tions. From an algorithmic point of view the approaph hasicg of “aqueous” formaldehyde following & 7* < n) exci-

the advantage that the molecular-dynamics equations aggon as a prototype of carbonyl excitation dynanicshis
simpler and it is easier to d_eal W|th t_he forces acting on thﬁ‘)roject brings up three stringent aspects of the solute—
solvent molecules. In a brief preliminary accotinve re-  goyent description{1) An accurate representation of the
ported the application of this model to the characterization ot te_water  structures  and energetics for  the
the structure of cyclic water clusters up to pentamers USi”Q—IZCO(lAZ):HZO systemi(2) a satisfactory representation of
the Hartree—Fock level of theory for the QM subsystem. Inthe solute in an “aqueous” environmefite., a larger set of

that work we systematically replaced one QM water mol-p,0 molecule} and(3) a statistical treatment of the solvent
ecule at a time in a cluster with one MM molecule, and themolecular environmenti.e., configuration sampling via a

mixed cluster was re-optimized. We found that the mixedyionte Carlo or molecular-dynamics treatment, still in the

cluster structures and energies reproduced well some of theyntext of high-level QM mixed with MM In this and sub-
finer details of the structures and energies of the all-QMsequent papers we systematically investigate these issues. In
clusters. One of the elements that we carefully watched wag,e present paper we investigate the ability of the new mixed
whether the distortions observed in the flexible MM mol- Hamiltonian model to describe accurately the interaction of
ecules in the mixed clusters when using the QM/MM-pol-vib an electronically excited solute with a water molecule. In a
model reflected the structural features of the a.“'QM ClUSterSCompanion papé? we report an investigation of the excita-
This was indeed the case. In the present work we essentialljon blue shift in micro-solvated and aqueous formaldehyde.
extend this earlier analysis to the structure of a solvated eleg computationally efficient statistical treatment of the solva-
tronically excited solute. tion effects will be presented in a forthcoming publicattén.
We recently reportet]®* a study of ary2 type Il reac- The present paper focuses solely on the structure and
tion, the hydrolysis of chloromethane, carried out by meangnergetics of the complex J8O(*A,):H,0O between elec-
of ab initio molecular-dynamics using H6-31G" energies  tronically excited formaldehyde and one water molecule. The
and forces. The model system included several “solvent’QM level of theory is of a multiconfiguration type used in
water molecules treated at the QM level of theory in additionconjunction with a medium-size and an extended basis set.
to the “active” water molecule that participated in the hy- We find that the mixed models QM/MM with a nonpolariz-
drolysis. It was found that in the transition state region of theable potential and a polarizable potential of water are both in
reaction the solvent molecules adopt a networklike arrangesemiquantitative agreement with the results of all quantum-
ment in solvating the active system. Furthermore it was obmechanical calculations. No significant differences are ob-
served that these solvent molecules are involved in processgerved when using a polarizable MM potential or a nonpo-
of proton relays with nearly concerted proton transfersiarizable MM potential for the solvent water. This finding is
among the solvent molecules. These solvent molecules play accord with the results from Badet al®® obtained with
an active role in the reaction and need to be treated at tha&ll-MM models. We include also in this paper a preliminary
quantum level of theory. Numerous other examples of thejuantitative assessment of the generally anticipated inaccu-
reactive role of solvent molecules in micro-solvated systemsacies associated with using, for excited-state calculations,
are being reportet.~**However, beyond the quantum treat- LJ parameters defined for ground-state syst&ia/e find
ment needed for these few solvent molecules, the boundatjpat “ground state” LJ parameters lead to an under-
between the QM subsystem and the MM subsystem need testimation of the van der Waals repulsion in the excited state
be accurately represented. The present paper addresses agaithe adiabatic equilibrium regime. Preliminary results indi-
this very issue, but specifically with regards to excited statescate that slightly larger valugby ~5%) of the LJ diameter
Our early experience with optimizing QM/MM clusters o would yield improved agreement with all-QM interaction
and carrying out molecular-dynamics simulations of thesgotentials.
clusters indicated that the classical MM water molecules not  The paper is organized as follows: In Sec. Il we give
belonging to the inner solvation shells show a tendency t@mn overview of the QM/MM-pol-vib/CAV implementation
drift away. Thompson and Schentéreported a similar ex- with the detailed equations given in Appendices A and B. In
perience and suggested superimposing a soft quadratic p8ec. Ill we present and discuss the results concerning the
tential to prevent drifting. In the present work we describe gprototypical system, electronically excited formaldehyde
scheme whereby the solute—solvent cluster is enclosed in t,CO(*A,):H,0 micro-solvated by one water molecule. We
spherical cavity whose wall interact with either the solute orsummarize the present research in Sec. IV.
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The OQM/MM-pol-vib/CAYV Model:

OM/MM model:
* QM electron density / MM point charges
o QM ‘ad ho¢’ Lennard-Jones / MM Lennard-Jones
e MM /MM point charges and Lennard-Jones
OM/MM-pol model = QM/MM +
e QM electron density / MM induced dipoles
( induced dipoles = QM charge field / MM polarizabilities +
MM charge field / MM polarizabilities +
MM ind. dip. field / MM polarizabilities )
OM/MM-pol-vib model = QM/MM-pol +
e MM intra-molecular vibrational potential
OM/MM-pol-vib/CAV model = QM/MM-pol-vib +
e Lennard-Jones wall

E = Eqm + Eqm/mm + Emm/mm + Epol + Evib + E(gm+mm)/cav

FIG. 2. Breakdown of the energy contributions in the QM/MM-pol-vib/
CAV formalism.

calculated to self-consistency anew. The process is repeated
till both the QM electron distribution and the MM response
are together self-consistent. Both of these research groups
report that convergence is attained within three or four itera-
_FIG. 1. Schematic rgpresentation of the QM and MM interactions includedtjons of the (QM+MM) dual self-consistency.
in the QM/MM-pol-vib formalism. Our improved implementation is depicted in Fig. 4. We
calculate the MM induced dipoles every few iteratignse
Il ENERGY AND GRADIENTS or two or threg of the QM self—consistt_ancy solqtion using
IN THE QM/MM-pol-vib /CAV MODEL the curren't QM elgctronlc wave fungtlon. We include the
OF ELECTRONIC STRUCTURE: OVERVIEW electrostatic potential from the effective charges and from
the updated dipoles into the one-electron QM Hamiltonian.
The molecular interactions that are included in the QM/\we use the modified Hamiltonian in the determination of the
MM-pol-vib/CAV model are depicted in Fig. 1. The many- improved electron density that yields a new set of MM in-
electron state of the quantum subsystédM) is character-  quced dipoles. In effect we remove the explicit MM self-
ized by a Hamiltonian operator which includes the consistency and converge the QM and the MM “wave func-
electrostatic potential due to the effective point charges asjons” simultaneously. In practice we find that updating the
signed to the atomic centers of the MM subsystem, and t¢nhduced dipoles during the QM self-consistent fi¢®BCPH
the effective induces dipOleS also aSSigned to the MM atomi®rocess does not slow down the QM convergence, Compared
centers when atomi@sotropig polarizability tensors are a to what the convergence would be with fixed induced dipoles
part of the MM interaction potentials. In turn the induced or in the gas phase for that matter.
point dipoles are determined from the electric field at the  an extension of the QM/MM-pol model, of which we
position of the polarizability tensors. There are several conhaye given a preliminary accoutitis denoted QM/MM-pol-
tributions to the electric field at any MM atomic position, vib in which an intramolecular vibrational potentilis
one from the QM nuclei and the QM electron density, oneadded to the MM/MM and QM/MM interaction potential. In
from the effective charges from the other MM fragments, addition to providing a more realistic model of the solvent
and one from the induced point dipoles at the other MMwater molecules, for example, the nonrigid treatment of the

fragment positions. There is also a contribution arising fromsplvent molecules leads to computational simplifications in
the self-interaction energy tertsee below A breakdown of

the energy contributions is shown in Fig. 2 for various levels
of approximation of the QM/MM solvation models. Detailed  Thompson-Schenter’s QM/MM-pol Dual Self-Consistency Algorithm:
formulas and equations for the various operators and theil

integrals over Gaussian basis functions are given in Appen-'>

1.) calculate induced dipoles from
e QM electron density,

dices A and B. ¢ MM polarizabilities,
In keeping closely with the above description, Thomp- * MM point charges,
son and Schent&?’ and Gad® adopted a strategy based on * MM induced dipoles

. : 2.) add (MM point charges + induced dipoles) potential to 1E-Ham
a dual self-consistency of the QM wave function and the E 3; new(QM erl’ectmn deisity (HF, Mcng, D)FpT)

MM polarizable response. Their strategy is depicted in Fig.
3. An initial guess to the set of MM induced dipoles is de-
rived and the resulting electrostatic potential is included into | 5) gotol) (MM SCF)
the one-electron Hamiltonian of the QM subsystem. The QM
wave function is then solved to self-consistency, at which

point new MM induced Qipoles are generated from th_e CONEIG. 3. Schematic representation of the dual QM and MM self-consistency
verged QM wave function, and the QM wave function is algorithm of Thompson and Scheni@ef. 36.

4) goto3) (QM SCF)

= System SCF = QM SCF + MM SCF
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Drivers: dielectric continuum as could be done to mimic long-range
»| opT, FM, SAD, DYN, MC solvent effects. We would label such a model QM/MM-pol-
vib/CONT. Development of such a model is in progress and
A 4 will be reported in future accounts.
QM +MM coordinates Another feature of our implementation lies in that we
take advantage of a property of the MM polarization re-
A sponse. The MM induced dipoles minimize the energy of the
Direct (QM+MM) OM/MM-pol Self-Consistency Algorithm: total system with respect to changes in the induced dipoles
1.) calculate induced dipoles from (see Appendix A This property leads to a significant sim-
* QM electron density, plication in the calculation of the energy gradients with re-
L ggiiﬁ‘:ﬁ:;g::s’ spects to the Cartesian coordinates of both the QM and MM
o MM induced dipoles subsystem2® We carried out the above implementation for
2.) add (MM point charges + induced dipoles) potential to 1E-Ham closed-shell and open-shell HF and KS wave functions as
3.) new QM electron density (HF, MCSCF, DFT) well as MCSCF wave functions. In the latter case the formal-
— 4)gotol) (System SCF) ism applies to ground or excited states MC wave functions,
= System SCF = direct (QM + MM) SCF as derived and illustrated below, with the sole difference be-
tween them coming from the calculation of the one-particle
and two-particle density matrices of the QM wave function
corresponding to either the ground state or to the excited
Y state. The availability of analytic gradients permits the effi-
QM and MM gradients (except for MC) cient determination of equilibrium and transition structures
in equilibrium solvation as well as the ability to carry out
classical molecular-dynamics calculations. The method has

_ , _ _ been implemented in thaoNDo-2001 code®’ Figure 4 de-
FIG. 4. Schematic representation of the direct (MM) self-consistency

algorithm for HF, KS, and MCSCF wave functions for ground and excited picts the structure of the program, how it is linked to the

states. The configuration drivers are depicted: ©@&ometry optimization; tradition_al drivers for geometry QPtimizaﬂon: force F:(?r?stant
FCM=force constant matrix calculation; SABtransition state determina- calculation, saddle point determination, and als@hnnitio

tion; DYN=molecular dynamics; M& Monte Carlo sampling. molecular-dynamics drivét and a Monte Carlo solvent con-
figuration generato*

. . B 49
molecular dynamics calcula'uons. for example. Aielaal. Il APPLICATION TO THE H,CO(*A,):H,0 COMPLEX
showed that such a treatment gives an accurate account of

the solvation structure, as exemplified by the red shift in the ~ To illustrate the method and its implementation we re-
frequency of the OH bond involved in hydrogen bonding. Port structures, energies, and vibrational frequencies of a
An extension of the QM/MM-pol-vib model is a new hydrogen-bonded complex between the formaldehyde mol-
model denoted QM/MM-pol-vib/CAV in which the total sys- €cule in its singlet(7* —n) excited state and a water mol-
tem is surrounded by a sphere which interacts with the totacule. These calculations are a part of a larger project aiming
QM+ MM system through a repulsive potential. As reportedat characterizing the relaxation dynamics of formaldehyde in
by ThompsoR’ and observed by us as well, the MM water @queous phase after vertical absorption, using an accurate
molecules have the tendency to drift away from the QM/MM QM level of theory mixed with a MM representation of the
system unless confined through a repulsive potential. Not@queous medium. The complex is denote@B(*A,): 1w to

that in the present model the sphere is not embedded in iadicate that the formaldehyde moiety is in an excited state
that has parentage in the,EB0(*A,) state of formaldehyde

in the gas phase. The short-hand notatigC8:1w is ap-

TABLE I. Lennard-JonegLJ) Parameters for JCO And tip3p and poll plied at times. We used two basis sets, the 6-3b@sis Séf)
a

Parameters for jO. and the cc-pVTZ(denotedvt?) basis set of Dunningf For

Molecule HCO H,0 MM water potentials we used the nonpolarizatile3p po-

tential of Jorgenséh and the polarizabl@oll potential of

':f,om 3200 3300 2H600 © H Dang*® The water vibrational potential was the one from
o 0150 0080  0.008 Bartlett et al** The QM wave function was a multiconfigu-
q(tip3p)° -0.834 0417 ration wave function of the complete active sSpadAS)
o(tip3p) 3.151 0.000 type®® that includes all the electronic configurations obtained
&(tip3p) 0152 0.000  py distributing all 12 valence electrons ohbE0 among 10
i((zzllll)) _gzgg g'ggg valence orbitals of HCO consistent with spin and space
#(pol1) 055 0000  Symmetry. The excited-state wave functions was obtained by
a(poll) 0.465 0.135 optimizing the orbitals for the second root of the CAS con-

, _ , _ ' _ , — figuration interaction expansion i@; symmetry or the first
e A e e s s e oot inC, symmety. The QUMM wave funions are
“tip3p parameters from Jorgensen, Ref. 61. beled CAS{A,)/6-31G :tip3p, CAS(*A,)/6-31G :poll,
9poll parameters from Dang, Ref. 46. CAS(*A,)/vtz:tip3p, and CASEA,)/viz:poll In the
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inter-molecular modes are those most relevant to the descrip-
tion of the complex. There is overall very good agreement
between all the models. The largest frequency mode among
those at~390 cm ! corresponds to the hydrogen bond
stretching mode with the CA&p description being slightly
stiffer than the CASJol and the all-QM descriptions, this in
spite of the hydrogen bond lengths showing a large disparity.
The hydrogen bond energieg(g) obtained with the 3
levels of theory are in semiquantitative agreement, 2.1, 2.7,
and 2.4 kcal/mol for the CASA,)/6-31G :6-31G*,
CAS(*A,)/6-31G :tip3p, and CASEA,)/6-31G/6-31G:
poll respectively, and nearly the same with thebasis set.
The all-QM values oE, g listed in the table were corrected
for basis set superposition erf8r.
FIG. 5. The lowest energy structure of the,GO(*A,):H,0O molecular The hydrogen-bond length R(HO), the hydrogen-
system. bond angles a(H---O-C) and «(O-H---O), and the
hydrogen-bond torsion anglgO—H --O-C) are the most
relevant geometrical parameters in assessing the accuracy of

QM/MM calculations we used the LJ parameters suggesteli’é models. The accord between the all-QM and mixed
by Freindorf and Gat for formaldehyde, even though the QM/MM models is semi-quantitative. The most interesting
suggested parameters were determined on the basis Bframeter is the hydrogen-bond length R(R) for which
ground state calculations for a variety of “solute” sys-  there are significant structural differences between all three
tems. We comment below on the validity of these “ground-models, albeit the binding energies are very similar. This
state” LJ parameters for excited-state calculations. For comdistance is a reflection of the proper balance, or lack of such,
pleteness the LJ parameters are gathered in Table I. F&etween the electrostatic contribution to the bond energy and
comparison purposes we calculated also all-QM wave functhe long-range repulsion—attraction of the LJ term that enters
tions denoted CASQ,)/6-31G :6-31G* and the QM/MM-pol-vib model. The model uses ad hoclLJ
CAS(*A,)/vtz:vtz with the water molecule treated quantum (6-12) potential between the QM subsystem and the MM
mechanically and its 10 electrons occupying five moleculasubsystem. For the MM subsystem we used tth8p and
orbitals that are essentially localized on water. A picture ofP0l1 LJ parameters while for the QM subsystem we use the
the complex is shown in Fig. 5 and the calculated structuralmodified LJ parameters suggested by Friendorf and Bao.
energetic, and vibrational data are given in Tables Il and lll.These later parameters were determined on the basis of a

The most notable feature of the,&0(*A,):H,0 com- number of solute—water structures in their ground states. It is
plex is that it has a perpendicular conformation, with thegenerally recognized that the LJ parameters for an excited
water molecule residing in the plane bisecting the formaldestate solute—water system should be different, albeit we are
hyde molecule and containing the C—O bond. The watepot aware of published values for excited states. Bader
molecule acts as a hydrogen-bond donor. The three levels 6ft al> argued that larger values of the LJ parameters for the
theory yield structures of the JEO(*A,) moiety that are solute would be appropriate, considering the larger size of
very similar, a C—O bond length 0f1.361 A and an out- the orbitals and polarizability of the formaldehyde excited
of-plane angle5(OC—H,)~38.4 degrees, which are very state compared to its ground statelowever, these authors
close to the isolated molecule valués.359 A and 38.7 followed Levy et al®? in using the same LJ parameters for
deg). The OH bond of water that is involved in the the excited state as for the ground state.the present work
hydrogen-bond is slightly elongated in all three models, theve also used the same “ground-state” parameters. An
elongations in the QM/MNtpol) calculations being very all-QM calculation of the same type for ground-state
similar to the elongation in the all-QM calculation. This find- formaldehyde CAS(A,)/6-31G:6-31G*  yielded a
ing is consistent with our earlier report on mixed QM/MM R(H:---0) ~2.112 A, and CASYA,)/6-31G":tip3p and
water clusters. CAS(*A;)/6-31G :poll values of~2.097 and~2.098 A,

The harmonic frequencies of the complexes are given imespectively(see companion pap&). For the ground state
Table Ill. The modes can be assigned a type depending dihe discrepancy between the all-QM and the QM/MM mod-
whether they involve mostly the water moiety, the formalde-els amounts te~0.02 A. The discrepancy of 0.10 and 0.07
hyde moiety, or whether they are intermolecular modes. Thé for the QMtip3p and QMpoll models with the ©H
modes assigned to the,BO moiety have frequencies close bond shorter than for the all-QM structure, is much larger for
to those of an isolated }€O(*A,). The modes assigned to the excited state than for the ground state. The same conclu-
the water moiety are different for the CAfp: and CASpol  sions hold for the calculations using thz basis set. Thus it
models compared to the all-QM model. This is a reflection ofappears indeed that the LJ parameters for electronically ex-
the different vibrational force field of the water molecules in cited formaldehyde need to be larger than for ground-state
the complex, the Hartree—Fock force field in the all-QM cal-formaldehyde, presumably to increase the repulsion interac-
culation vs the highly accurate configuration interactioh)-  tion between solute and water. That this may be the case is
derived force field in the QM/MNtpol) calculations. The further supported by theoll results. It can be seen from
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TABLE Il. Structure of the HCO(*A,):H,0 complex for various all-QM and QM/Mkpol) models?

CAS/6-31G: CAS/6-31G: CAS/6-31G: CAS/vtz: CAS/vtz: CAS/vtz:
6-31G* tip3p poll vtz tip3p poll

R(C-H) 1.106;1.106 1.106;1.106 1.106;1.106 1.104;1.104 1.104;1.104 1.104;1.104
a(HCO) 114.0;114.0 114.0;114.0 114.0;114.0 114.5;114.5 114.4;114.4 114.4;114.4
R(C-O 1.363 1.362 1.362 1.357 1.358 1.357
R(H:--O) 2.246 2.150 2.178 2.293 2.175 2.197
a(H---0-C) 112.8 113.7 113.3 113.9 113.7 113.4
a(O-H--0) 179.4 173.9 173.2 179.0 171.9 171.7
7(0O-H--0O-C) 0.0 180.0 180.0 0.0 180.0 180.0
R(O-H)" 0.949;0.947 0.964;0.958 0.963;0.958 0.942;0.941 0.963;0.958 0.963;0.958
a(H-0-H) 105.4 103.6 103.7 105.8 103.6 103.7
7(H-O-H--O) 180.0 0.0 0.0 180.0 0.0 0.0
8(0OC-H,) 38.6 38.6 38.6 37.1 37.2 37.2
Energya.u) —189.872 074 —113.861 314 —113.860 707 —189.957 493 —113.902 108 —113.901 520
Eng(kcal/mo)® 2.1 2.7 2.4 1.8 2.6 2.3

®Bond lengths in A, angles in degrees, energies in a.u., hydrogen-bond ergggiase in kcal/mol.

PThe first value is for the H atom involved in the hydrogen bond.

“The binding energyEyg Was calculated using the energy of the complex at infinite distance treated as a supermolecule and is corrected for basis set
superposition errofBSSH for the all-QM calculations. The CAS/6-3TGenergy of isolated KCO(*A,) is —113.856 927 a.u. The CAS/vtz energy of
isolated HCO(*A,) is —113.897 894 a.u.

Table | that the LJ parameters are essentially the same fdrJ parameters for the oxygen atom of formaldehyde. In this
poll as fortip3p while the partial charges are smallerdoll ~ preliminary investigation we selected to modify the LJ pa-
than in tip3p. The fact that the H-O distance in the rameters for the carbonyl oxygen only because changes in
CAS(*A;)/6-31G :poll complex is longer than in the the oxygen parameters are likely to have the largest effects
CAS(*A,)/6-31G :tip3p complex while the LJ energy con- on the QM/MM-pol) structure of the complex, in particular
tribution is nearly the same, suggests that the electrostatien the hydrogen-bond length. There are differences in angles
contribution to the binding energy is less wijibl1 than with  as well between the all-QM and the QM/MNbol) struc-
tip3p, in accord with the reduced partial charges, evertures. Adjusting all the parameters would be needed to obtain
though the atomic polarizabilities contribute also to the elecclose agreement, along the lines of the work of Freindorf and
trostatic interaction binding energy. The fact remains that thesao3 A full investigation is beyond the scope of this work
solute—water attraction is too strong and that a stronger realbeit it is in progress. More specifically we increased the
pulsion is needed to obtain better agreement between the&lue ofo(O) by 5% and 10%, while holding(O) constant
QM/MM models and the all-QM data. as well as the LJ parameters for C. The parameters & H

In support for this finding we obtained the optimized were not changed. The results are displayed in Table IV. It
structures for the HCO(*A,):H,O complex with modified can be seen that the 5% increase yields akDbond length

TABLE lIl. Harmonic frequencies of the $€O(*A,):H,0 complex for various all-QM and QM/M¥Kpol)

models?
Freq. CAS/6-31G: CAS/6-31G: CAS/6-31G: CAS/vtz: CAS/vtz: CAS/vtz:

(em™Y) Synf Typé 6-31G* tip3p poll vtz tip3p poll
w, a w-f 48 51 a7 47 51 47
w; a' w-f 73 61 63 55 66 55
w3 a' w-f 104 115 108 97 113 106
Wy a w-f 116 136 132 105 132 129
ws a w-f 223 233 216 197 223 205
wg a' w-f 389 411 381 366 401 372
w7 a f 805 806 807 768 768 770
wg a' f 1001 999 999 990 989 989
wg a f 1141 1143 1144 1126 1125 1127
w1 a f 1386 1385 1385 1368 1367 1367
w1 a w 1842 1704 1701 1778 1702 1700
w1y a f 2964 2963 2962 2921 2919 2919
w13 a' f 3060 3057 3056 3016 3014 3013
Wiy a w 4069 3782 3793 4122 3788 3797
w15 a w 4182 3923 3925 4215 3924 3927

aSymmetry group isCg, the plane of symmetry contains the water molecule and bisects the formaldehyde
molecule. See Fig. 5.

PNotation is: w for modes involving mostly the water molecul&;for modes involving the formaldehyde
molecule;w-f for intermolecular modes.
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TABLE IV. Structure of the HCO(*A,):H,O complex for various values of the LJ diameter for the carbonyl

oxygen?
CAS/6-31G: CAS/6-31G: CAS/6-31G': CAS/6-31G:
6-31G* tip3p tip3p tip3p
LJ for O: N/A Gad Gao+5% Gaot 10%
0(0);&(0) 3.60; 0.15 3.78; 0.15 3.96; 0.15
R(C-H) 1.106;1.106 1.106;1.106 1.106;1.106 1.106;1.106
a(HCO) 114.0;114.0 114.0;114.0 114.0;114.0 114.0;114.0
R(C-0O 1.363 1.362 1.362 1.362
R(H---O) 2.246 2.150 2.247 2.353
a(H---0-C) 112.8 113.7 112.3 111.2
a(O-H--0) 179.4 173.9 172.9 172.4
7(0O-H--0-C) 0.0 180.0 180.0 180.0
R(O-H)" 0.949;0.947 0.964;0.958 0.963;0.958 0.962;0.958
a(H-0-H 105.4 103.6 103.7 103.7
7(H-O-H--O) 180.0 0.0 0.0 0.0
5(0C—H,) 38.6 38.6 38.6 38.6
Energya.u) —189.872074 —113.861314 —113.860 831 —113.860 436
Eyg(kcal/mol) 2.14 2.75 2.45 2.20

3Bond lengths in A, angles in degrees, energies in a.u., hydrogen-bond ergrgiage in kcal/mol.
bParametersr and e taken from Freindorf and Gadref. 33.
‘The first value is for the H atom involved in the hydrogen bond.

in very good accord with the all-QM structure. the QM/MM models used for the ground state give rise to
A proper description of the low-energy structure of too short hydrogen-bond lengths for the excited state. A pre-
H,CO(*A,):H,0 is an encouraging reflection of the ability liminary study of LJ parameters for the excited state of form-
of the model to describe well equilibrium solvation effects, aldehyde suggests that the LJ diameter ought to be increased
including fluorescence. A second critically important crite-by ~5% for improved agreement between all-QM and
rion for the choice of proper LJ parameters for excited stateQM/MM structures. An initial investigation of the solvation
lies in the ability to quantitatively describe the slope of theeffects on the vertical absorption energy of formaldehyde as
excited potential energy surface in the Franck—Condon rea prototypical carbonyl system is presented in a companion
gion from the ground state. This attribute corresponds to theaper A full QM/MM-pol characterization of the dynamics
nonequilibrium regime of solvation. The present results indi-of relaxation of excited formaldehyde will be forth coming.
cate that the polarizable character of gatl potential makes
only a small contribution to the hydrogen bond description inACKNOWLEDGMENTS
so far as equilibrium “solvation” is concerned. A more ex- We gratefully acknowledge many stimulating discus-
tended investigation of the determination of proper LJ pa-

o . sions with Dr. G. K. Schenter. One of the autho(.D.)
rameters for nonequilibrium solvation, and of the effect of ) : S ) .
R L . . work was performed in part in the William R. Wiley Envi-
polarizability in nonequilibrium solvation will be presented

in a future repor?S ronmental Molecular Sciences Laborat¢BMSL) at the Pa-

' cific Northwest National Laboratory. Operation of the EMSL
is funded by the Office of Biological and Environmental Re-
search in the U.S. Department of Energy. Pacific Northwest

In this paper we have presented a detailed description dflational Laboratory is operated by Battelle for the U.S. De-
an efficient implementation of a QM/MM-pol-vib/CAV partment of Energy under Contract DE-AC06-76RLO 1830.
model of micro-solvation with which we can calculate the
energy and the forces of a QM subsystem embedded in ahPPENDIX A: QM/MM-pol-vib /CAV ENERGY
MM subsystem. The model incIuQes a polarizaple represen- . oial energy of a system in the QM/MM-pol-vib/
tation of the MM subsystem, and is equally applicable to theCAV model has the form
ground state or excited state of the QM subsystem. We carry
out the implementation for the HF, DFT, and MCSCF levels ~ E®MMM=E_ +E mmt Emmmnt Epoit Evib
of QM theory. The availability of analytic gradients for both ‘E (A1)
the QM susbsystem and the MM subsystem makes it pos- (qm--mm)/cav-
sible to apply efficient methods for the determination ofEgy, includes to the traditional QM energy of the QM sub-
equilibrium and transition structures, force constants, reacsystem including the electrostatic interaction energy of the
tion pathways, and finite temperature dynamics trajectoriesQM subsystem with the MM effective charges and dipoles.
We illustrated the capabilities of the method with a char-Eqq,_mmrefers to the LJ repulsion—dispersion interaction be-
acterization of the structure and energy for the electronicallfween the QM subsystem and the MM subsyst&®mm
excited formaldehyde—water system. We found that theefers to the electrostatic and LJ repulsion—dispersion inter-
all-QM and QM/MM structures and energies are in semi-action amongst the MM fragmentg,, is the polarization
guantitative agreement. We found that the LJ parameters ianergy limited to the MM induced dipoles among them-

IV. SUMMARY
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selves.E,;, is the vibrational energy of the water solvent
molecules arising from the nonrigid representation of the
MM molecules. FinallyE gmmmycav iNCludes the LJ repul-
sive interaction between the QM and MM subsystems and he ground state corresponds to the lowest eigenstate of the
the cavity wall. The various terms are defined and written oufc! matrix [Eq. (A4)]. Higher energy eigenstates are the ex-

rik=> cfriKcs. (A9)
1J

below. cited states. If @” and “b” denote any doubly occupied
orbital, “i” any variably occupied orbital, X” any unoccu-
pied orbital, and p,” “ q,” “ r,” and “s” any type of or-
1. The Eqm term b|ta|, we haVe
Eqm is the electrostatic interaction energy of the QM VaP=25a,a .
subsystem in the presence of the effective charges and of the { y*'=y®*=+"=0 (A10)
induced dipoles of the MM subsystem. As sUgf, includes [PArS— PdTS_ (. PrdS ,PS.dr) 4 ['/PArs,

the electron—electron and the electron—nuclei energy terms
within the QM subsystem, along with the interaction be-I""P%®is nonzero only when all four orbitals are of the vari-
tween the nuclei and the electron density with the MM ef-ably occupied orbital typéalso called valence orbitalsin
fective charges and the interaction between the nuclei anderiving the self-consistency equations for the MCSCF en-
the electron density with the MM effective dipoles. The po-ergy, we define the Fock operators and Lagrangian operators
tential acting on the electron density due to both the MMas follows:

effective charges and the MM induced dipoles is included in

the one-electron Hamiltonian operator for the QM sub-  Fii=h,i+ > |kNIiK, (A11)
system. In what follows we give the equations for the most Kl

general case of a multiconfiguration self-consistent-field

(MCSCH wave function. Simplifying expressions for gh=> (r|Fj). (A12)
Hartree—Fock(HF) and Kohn—-Sham(KS) wave functions ]

are provided at the end of this section.

The QM wave function¥?S has the form of a linear
combination of configuration state functions or equivalently &' =2(F"e+ F\2) (Lagrangian,i corg), (Al13)
in terms of Slater determinan{s,}, with superscript S”
denoting the “state,” i.e., the ground state or an excited state

We have

val val
8”:2 ,yijFEjOre_l_E Fljkl(rjlkl)
i JKI

vS=> Cip,, (A2)
[ (Lagrangian,i valence,

with @, constructed from molecular orbitals expanded in (Al4)
terms of basis functiong,, with F¢°"®and F*? given by
=2 CuiX (A3) Fior=(ulhlv)+ 2 PR (urIo) = § (uh[vo)],
The C’s are a solution of the configuration interaction secu- (A15)
lar equation, either for the ground state or an excited state | |
val _ val _1
HCS=ECS, (A4) F,uv_% PXoL(uvINo) = 3(ul|vo)], (A16)
with with
. 1 . core
— ij /s ; - ijkl /s
HlJ ; 7IJ(I|h|J)+2% FIJ (|J|k|)! (AS) Pi%rGZEK 2C)\kco-ki (Al?)
and
val
val _ ki
E= % CISHIJC§ (AG) P)\U’ % Y CxkCol - (A18)

We transform the particle density matrix elements to the

E takes the f
akes the torm AO basis following:

. 1 .
E= UGlh|j)+5> TG KD, A7 ,
2 Y(lnli)+52 TG kD (A7) =S curicy. (A19)
¥ and 'K are the one- and two-particle density matrix
elements for stat§, with i
F,U,V)\o':ij}k:l C,u,icvjc)\kctrlrllj‘]kl . (AZO)
=% cyllcs, A8
4 %: RC (A8) This leads to the energy expression
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Nsol

E (rl_ RS) .D

Nsol

E=ME Yl )+ 3 X Tn(uvlho).  (A21) Vel =—> Vs(r—)-Dsz -
v S 1S

MVNO s

The Fock operators of EqEA11), (A15), and(A16) play (A31)
an important role in the various MCSCF convergence* Nuc” and “Nsol” throughout represent the number of at-
algorithms®® oms in the QM subsystem and in the MM subsystem, respec-
2 HE and KS cases tively. The minus sign in EQq4A29)—(A31) arises from the
charge of the electron. Thus we have

3
ls

In the case of an HF wave function, Ed\15) takes the

forms ho(1)=T(1)+Vam1), (A32)
h(1)=h%1)+Ve1)+Vve1), (A33)
Fu=(ulh[»)+2 Py l(prNo)— 3urlvo)].
No and
(A22)
P, is the total density matrix element. The HF SCF equa- hw:f X, (1h(1)x,(1)d7,. (A34)
tions for the molecular orbital coefficientshave the form:
Fc=Sce, (A23) It is convenient to define several energy terms involving the

interaction of the electron density
whereS is the overlap matrixS,,= (u|v), ande represents

the orbital eigenvalues. It follows that
J VZ"V“IJ X, (VA1) x,(1)d7y, (A35)
E=3> P, l(uhlv)+F,,]. (A24)
. Veh= f Xu(DVE(D) x,(1)d (A36)
In the case of &S wave function, we have
veid— f 1)VEd 1)y (1)d 7y, A37
F = KSu=(uln|n) + 3 PLul(uriho)]+F, wr= | Xl DV Dx(Ddn (As7)
(A25) lec/att E atm
Eeecam: P V , A38
with 2 PV (A38)
JF 1 JF
XC_ XC XC . 3 lec/ef f
(A26)
In Eq. (Azgse) FXCis thg matrix of the Exchange-Correlation peleclefd. 3 PuVViff (A40)
functional?® It follows in the HF case that: w

N These energy terms are in fact included in the electronic
E= E% Pl(ulhlv)+F,,]. (A27) energy expression of EA21). We use Gaussian basis func-
tions as they’s and evaluate the one-electron integrals in Eq.
Solvation of the QM subsystem by the MM subsystem is(A34) by means of the generalized Rys numerical quadrature
reflected in the definition of the one-electron Hamiltonianmethod’ that was devised for the calculation of electrostatic
h(1) that appears throughout EqA1)—(A27). In the simple  potential, field, and field gradients, as well as their deriva-
form of the QM/MM model a one-electron potential operatortives with respect to the QM atomic centers and the MM
due to the MM effective chargéefc), labeledQs where the  atomic centers for the calculation of the forces acting on the
subscripts represents the MM atoms, is added to the usuaQM and MM subsystems. The generalization of the quadra-
kinetic energy and nuclear attraction operators. In the QMfure relies on a general Gaussian transform for theopéra-
MM-pol model, (isotropig polarizabilitiesas are assigned to  tor and its derivatives, shown in Appendix C. The generali-
selected MM centeroften the MM atomy and the electric  zation is systematic and its implementation in a computer
field due to the QM subsystem as well as the other MMcode follows very much the simpler subroutine for the cal-
fragments induces point dipoles denoted (efd). The ki-  culation of the nuclear attraction integrals of E@35).
netic energy and potential operators have the form Compared to the approach adopted by otHefs®’in their
earlier implementation of the QM/MM-pol method, the gen-

—_1g2

T(1)==3V4(1), (A28) eralized Rys quadrature avoids the numerical inaccuracies

Nuc otherwise associated with integral expansions and represen-
vam)=—> 7, (A29) tations of point dipoles by finite dipoles, and more impor-

A Tia tantly, it also provides accurate energy derivatives.

Nsol The contributions to the interaction energy of the QM
Ver(1) = — 2 —~ Qs (A30) nuclei among t_hemselves and of the QM nuclei with the MM

S lis charges and dipoles are

Downloaded 21 Feb 2007 to 133.41.149.126. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



1252 J. Chem. Phys., Vol. 117, No. 3, 15 July 2002 Dupuis et al.

Nuc — 1/2
1 1 est=(es87) (A51)
Eam-atn = N Zpy=—Zg, (A41)
2478 "Rag ost=(os0m) 2 (A52)
f Nuc Nsol 1 The summations in Eq$A49)—(A50) are indexed with the
Eatm_ec:; ES Zag Qs (A42)  conditionS#T to indicate that they run over all the solvent
AS atomsS and T with the restriction thaS and T belong to
Nuc Nsol 1 different residues, i.e., water molecules.
Eatm—efdzz E ZaV%| =— | -Dg
A ‘5 Ra

Nuc Nsol (Ra—Rg) 5. The E, term
:; % Zn—gz_ Ds. (A43) The polarization energ§,,, here refers to energy terms
AS involving the MM subsystem only. Terms involving the MM
Finally we have polarization interactions with the QM subsystem are already
E_ _—E+ Eamatm, gatmiefc, patmiefd (A44) included inEgy,. The induced dipoles are determined by the
am response equations of the system to minimize the total en-
3. The Egmjmm term ergy of the QM/MM system. The electric field at the position

of the polarizability tensors is separated into a static field and
a dynamic field. The static field is due to the electron density
and nuclei of the QM subsystem and to the effective charges
of the MM subsystem. The dynamic field acting on a given
ér;lduced dipole is due to the other induced dipoles. Thus the
induced dipoles depend on the induced dipoles themselves.
The response equations are thus iterative in nature. The po-
larization energy includes also a self-interaction energy term,
' the energy required to assemble the set of dipoles

Eqmmm refers only to the van der Waals repulsion term
between the “pseudo” QM subsystem and the MM sub-
system (the electrostatic interaction terms are included in
Eqm above. In its present form this term is only ad hoc
expression of the exchange repulsion and dispersion betwe
the QM and MM subsystems. It is given by

Nuc Nsol o 12 o 6
_ —vdW AS AS
Eqm/mm= Eqm/mm_ E 2 48AS{ (R_) - (R_
A=1 S=1 AS AS

(A45) Nsol 1 Nsol (Rr—Rg)
. pefclefd_ (—)D _ T S .Ds,
with Té:s Qr% Rrs/ ° TZ:S Qr Rts °
eas=(eaes) 2 (A46) (A53)
_( )1/2 (A47) Nsol 1
Ops=(0a0g)™ " Eefd/edeEE DV X% R_>.DS
In Egs.(A45)—(A47), theeg's [not to be confused with the T#S TS
orbital energies of Eq(_A22)] and os's are th_e usual LJ 1 Nsol 1 3(Ry—RgX(Rr—Rg)
parameters that comprise the classical potential for the MM =_ 2 Dre{ + =3 — = D,
subsystem, the ,’'s and o,’s are the LJ parameters of the 2f Rrs Rrs

classical potential for the “pseudo” QM subsystem. The (A54)
summations run over the quantum atoAsnd all the sol- Nsol

vent atomsS. The LJ parameters for the QM subsystem canEefd,Sehc:}E D i D (A55)
be taken directly from tabulated classical potentials. Frein- 249 "Tar U

forf and Gad® suggested slight adjustments to such param- . . . . -

eters to match better the structure and energy results for ng_herea_T is the magnitude of the isotropic polarizability ten-
lected systems obtained at thb initio HF/6-31G" level of sor assigned to centdr. In the end we have

theory. Ep0|: Eefc/efd+ Eefd/efd+ Eefd/self_ (A56)

6. The polarization response equations

4. The Epmmm term The polarization response equations yield the induced
The energy of the MM subsyste®,/mm contains the dipoles at the polarization centeBsof the MM subsystem.

usual electrostatic interaction between the effective charge5NeSe centers are assigned a polarizability tensor, isotropic in
of the MM atoms and also a van der Waals repulsion term the present case, and denoteg already seen in EJASS).
Assuming linear response, the induced dipDleat centerS

Emmimm= E " Epiinms (A48) s related to the polarizabilitys and to the electric fieldFg
with at centerS
Nsol DS: asFS . (A57)
Eefc/efc_ E E i A49 . .
28 QSRSTQT ' (A49) e write the fieldFg as
FE2= P+ FE+ FES, (A58)

Nsol o 12 o 6
dw ST ST
/ S
mmimm S#T RST RST

} , (A50) Fn=Feid, (A59)
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Fo=F3o Fdm, (A60) for all S=1,...Nsol. (A69)

Fa™ is the field from the QM nucleiF®Cis the field from These equations are identical to the linear response equa-
the QM electron density5® is the field from the MM effec-  tions in the form of Eq(A57). In other words the response
tive charges, an&®™ is the field from the MM “other” in-  equations yield induced dipoles that correspond to a mini-

duced dipoles. Expressions for the various terms are mum of the total QM/MM energy. This is an important prop-
Nuc Nuc erty of theDg that greatly simplifies the calculation of the
Fam_ Y _%(_ 7,35 — (Ra— Rs)z (A61) gradients of the total QM/MM energy with respect to the
ST Ras/ * 4 Rig QM Cartesian coordinates and the MM Cartesian
Coordinates®
clec 4 (_1)_ (ri—Rg)
FU ) =—-Vy| —| =+ ——=—, (A62)
Fis s 7. The E,;, term
clec Finally we include a vibrational energy term for all MM
FM:J' Xu(1) FEE(L) xo(Dd s, (A83) \ater molecules. The MM water molecules are not con-
strained to maintain the experimental water geometry. They
Felee= > pwpiltsc’ (A64)  are allowed to adopt distorted geometries. The vibrational
wv energy of each molecule is calculated from the quartic force
Nsol L v R Ry field potential of Bartletet al.®? denotedE, (W)
FS*=2 —VS(R—) Qr=2 ——g Qr. (65 Nt
T TS T TS Evib= > Eyip(W). (A70)
Nsol 1 w
FEi= > —WxV —) Dy In Eq. (A70) w denotes the water solvent moleculbl,,; is
T#S Rrs the number of these water molecules. The separation of
Nsol B B Emnmmm and E,;, implies an approximation. The partial
- _[ is_ 3(Rs RT);)((RS RO\, .. charges and the LJ parameters that formtip@p, poll, and
S#T Rrs Rrs pol2 potentials*®*”61for example, were derived on the basis

(Aee)  Of rigid water molecules. We take the same parameters with
. i ) distorted water molecules. As long as the distortions stay
Atomic integrals of the field operator in EGA83) and the g compared to the intermolecular distances the approxi-
total field in Eq.(A64) can be conveniently evaluated for .,4iion should be satisfactory. That this is the case is borne

Gaussian basis fgnctions of any a”99'ar momentum bY)ut by the optimized structures of hybrid water clusters
means of a Gaussian transform of the field oper&tr)  \here hond lengths and bond angle distortions are in quali-

as written in Eq(A62). See Appendix C. tative accord with the quantum dimers for example. Earlier,
The equations, given in EGAS7), for all the S solvent i 304 Clementf used this approach successfully.

centers are solved iteratively to self consistency. Initial val-

ues ofDg are obtained by usings=Fa%. The current val-

ues ofDs are then substituted into EGA66), yieldingFe@of 8- The E(gm+mm)/cav t€rm

Eq. (A59) andFs of Eq. (A60), with the new values of the This term is arad hocrepulsive potential whose purpose
field going into Eq.(AS7) to give an updated set of induced s to prevent the QM and MM molecules from drifting away
dipolesDs. during a molecular dynamics simulation. We accomplish this

At this point it is convenient to gather all the energy by surrounding the QM/MM system by a “soft” sphere of
terms that involve the MM induced dipoles. We denoteradiusRg,,, centered at a given point taken as the origin of
Eina dip @ quantity made up of these terms. Note that all ofthe frame. In the spirit of the LJ 6-12 potentials commonly
them are already accounted for By, and inEP: used to represent the repulsive interaction between the QM
— patmvefd; peleclefd, pefclefd pefdiefd; Eselffefd and MM subsystems as in Eq#45)—(A47) or between the
P (A67) MM molecules as in Eqs(A50)—(A52) we assign ao.,y,
parameter and a.,, parameter to the sphere. In the present
work we used the LJ parameters for the oxygen atom in the
tip3p potential of water. Using the properties of the LJ ex-
pression, the thickness of the spherical wall is given by

Eind i

We substitute in Eq(A67) the expressions for all five
terms, as written in EqgA31), (A37), (A40), (A43), (A53),
(A54), and(A55). We write the conditions foE;,q g, to be a
minimum with respect to variations in the induced dipoles

Ds. We obtain a set of equations Ruall= TcaX 2%, (A71)
[aEind dp ] 68) The radius of the cavity is
dDsg B Rea™ Rsph+ Rwall - (A72)
They have the form We denotel any atomA of the QM subsystem 08 of the
MM subsystemR, its distance to the center of the spherical
‘_ Fam_ pelec_ pefe_ pefd, ES:O cavity, andR,,, its distance to the wall of the cavity. We
as )’ have
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Rica=Reav=Ri - (A73)

We define some LJ quantities, including the distance to th
cavity wall that corresponds to the minimum in the LJ inter-
action

&1oav=(£18ca) M2, (A74)
Ticav= (010 ca) ™ (A75)
Ria= Trcax 2. (A76)
The interaction energ¥ qm: mm)/caviS defined as

Nuc+ Nsol
E (gm+ mm)/cai™ E| Eyaw, (A77)
et (22

Ricav Ricav
if Ricav=Ricay: (A78)
Elv=0 . if Rica™Rica- (A79)

In other words for any atom inside the sphere, if its distanc
to the hard wall of the cavity is larger than some LJ mini-
mum energy distance, then its interaction with the sphere i

set to zero. If this distance is larger than the LJ minimumevaluated. Similarly foE qmn=E

Dupuis et al.

Where Eq.(A81) differs from a traditional “gas-phase” gra-
dient expression is in the first term on the right-hand side that

fhvolves derivatives of the one-electron integrals

+

dh Jdv

plsels] + i)

(A83)
Whengq is an MM coordinate the first term and the last term
in Eqg. (A83) are identically zero. The four operators given in
Egs. (A27)—(A30) contribute tod/dq (u|h|v). V3™ of Egs.
(A28), (A34) and Ve of Egs.(A29) and (A35) involve the
same type of integrals. Note thef™ contributes to the gra-
dient for the QM sushsystem only, whi\¢®" contributes to
the MM gradient as well as to the QM gradient through the
derivatives of the basis functionsand ». V¢ of Egs.(A30)
and (A36) involve somewhat more complex integrals and
derivatives, all of which can be handled in a systematic fash-
ion through the use of the generalized Rys quadrature ap-
proach outlined in Appendix C and presented in detail in Ref.
(A43). V& contributes also to the QM gradient and to the

d u
ulbln=( ol

MM gradient.

The derivatives ofEamam gatm/efc gnq patmield hay
gome into play as a result of EGA44), are straightforwardly

Y mmand for the various

energy distance, then this atom feels the repulsive part of th§ms that formE ., mmaccording to Eqsi48) and(56). The

LJ potential.

APPENDIX B: QM/MM-pol-vib /CAV GRADIENTS

The starting point for the gradient expressions for
EQWMM of Eq. (A1) and Egs.(A44), (A45), (A48), and
(A56). EQWMM s 3 function of the Cartesian coordinates of
the QM subsystem and those of the MM subsystem, as we
as a function of the MM induced dipolesE®%WMM
=EMMM (x4, Xum D) - Let g denote any of the QM or
MM atomic coordinates. We have

dEQM/MM:(9EQM/MM JEQM/MM Dy
dq aq dDym aq

We indicated above thate ®"MM/gD,,, =0, since the lin-

(A80)

ear response of the induced dipoles minimizes the total en-

ergy E?WMM " Thus it suffices to be concerned only with the

derivatives of the vibrational energy terB,, of Eq. (70)
and of E(gm+ mm)/cav@re also straightforward to handle.

It is good to remember here again that a great simplifi-
cation has come into the gradient derivation owing to the fact
that the MM induced dipoleBg minimize the energy of the
total QM/MM systent® As a result there was not need to be
concerned with the explicit differentiation of the energy with
(espect to the induced dipoles.

APPENDIX C: GENERALIZED Rys QUADRATURE
FOR FIELD AND FIELD GRADIENT INTEGRALS
AND THEIR DERIVATIVES

Transforms for field and field gradient integrals can be
obtained from the general expression

1~3---(2n—1)(
fo r

2n+1
Alternately it suffices to differentiate to the order needed, the

T

2n *I’Uz —
use” ™ du= 2n+ 1

12
) . (A84)

explicit dependence of the energy expression with respect to

the coordinateg, and we can ignore how the MM induced
dipoles depend oq.
Following the well-established procedure for deriving

the gradient expression for an HF SCF, or KS SCF, or MC

SCF energy as in EqA21) by taking advantage of the self-
consistency property of the wave function, we have

JE J 1 J
%:% ’)/,U,V%(Iu‘|h|y)+ 5 /.L%a’ F/.LV}\O’E(ILLV|)\O-)

Jd
-2 W,,—(ulv), A81
24 Wy 5 (ulv) (A81)
whereW,,, is a Lagrangian-weighted density matrix element
occ

W/“,:iEJ 28ijc/.LiCVj (A82)

Gaussian transform expression for ;4 with respect to the
probe center. It follows that

1_

2 J “e iy (A85)
ris Jmlo ’
X1s 2 j“’ o 22
—=— 2xyqu‘e "1 du, A86
ris \/; 0 1S ( )
1 X1gX 2 (=
- S —f (—2u+4x3qut)e "isvdu,
s s Jm Jo
(A87)
X 2 (=
S—lrssylsz — fo 4x15ylsu4e*r§5“2d u. (A88)
1s T
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